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Abstract: People vary in the intelligibility of their speech. This study in-
vestigated whether across-talker intelligibility differences observed in
normally-hearing listeners are also found in cochlear implant (CI) users.
Speech perception for male, female, and child pairs of talkers differing in
intelligibility was assessed with actual and simulated CI processing and in
normal hearing. While overall speech recognition was, as expected, poorer
for CI users, differences in intelligibility across talkers were consistent across
all listener groups. This suggests that the primary determinants of intelligi-
bility differences are preserved in the CI-processed signal, though no single
critical acoustic property could be identified.
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1. Introduction

While it is well established that individual talkers can make their speech more intelligible by
using a “clear” rather than a “conversational” speaking style (e.g., Ferguson and Kewley-Port,
2002; Krause and Braida, 2002, 2004; Picheny et al., 1985, 1986; Uchanski et al., 1996), com-
paratively little research has investigated the acoustic-phonetic properties related to differences
in intelligibility across talkers. Initial studies with relatively few talkers implicated factors such
as word and vowel duration, size of vowel space, and fundamental frequency (F0) range (Bond
and Moore, 1994; Bradlow et al., 1996). Hazan and Markham (2004) conducted a more exten-
sive study using single word materials from 45 talkers. Two measures, the total energy in the
1–3 kHz region, and word duration, together accounted for about half the variability in intelli-
gibility. Interestingly, profiles of individual high and low intelligibility talkers revealed consid-
erable differences in the patterning of various acoustic-phonetic measures for talkers of similar
intelligibility. Thus, it appears that while, at least for normally-hearing listeners, talker intelli-
gibility is very consistent across listeners, high intelligibility can result from various combina-
tions of characteristics.

A further important issue concerns the extent to which intelligibility will be similarly
affected across different listening populations. As might be expected, hearing-impaired listen-
ers benefit from talkers using a clear, as opposed to a conversational, speaking style (e.g., Pay-
ton et al., 1994; Picheny et al., 1985; Uchanski et al., 1996). Cochlear implant (CI) users might
also be expected to benefit from clear speech. However, while modern CI systems typically
allow good speech perception, at least in quiet, the auditory information provided by an implant
differs markedly from that available in normal hearing. For example, CI processing provides
only weak cues to F0 (Green et al., 2002, 2004); allows very limited spectral resolution (Friesen
et al., 2001); and typically involves distortion of normal frequency-place mappings (Faulkner et
al., 2006; Shannon et al., 1998). These differences raise the possibility that factors that have
been suggested to contribute to intelligibility differences for normally-hearing listeners, such as
F0 range and the size of the vowel space, may not operate in the same way for CI listeners.

Despite this Liu et al., (2004) found that the advantage for clear over conversational
speech produced by a single female talker was similar for normally-hearing listeners, CI users,
and normally-hearing listeners presented with acoustic simulations of implant processing.
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Since implant processing eliminates much spectral detail and temporal fine structure, this sug-
gests that the primary cues contributing to the clear speech advantage were carried by variations
in duration, temporal envelope, or relatively gross spectral differences. However, the properties
that distinguish between clear and conversational speech may vary between different talkers and
may not map straightforwardly onto the properties that determine across-talker differences in
intelligibility. The present study focuses on such across-talker differences, examining whether
differences in intelligibility observed in normally-hearing listeners are maintained in cochlear
implant listeners and acoustic simulations of implant processing.

2. Methods

2.1 Stimuli

Stimuli were taken from the UCL Talker database (Markham and Hazan, 2002). Two male
adults, two female adults, and two female schoolchildren were selected. One in each pair had
high intelligibility and one low, based on mean single word error rates calculated by Markham
and Hazan (2002).

Recordings of 108 individual words were assigned to six lists of 18 words each, based
on mean error rates across the six talkers. To confirm equivalence of intelligibility across lists,
error rates were submitted to a two-way ANOVA with talker and list as factors. As expected, this
analysis showed a significant effect of talker [F�5,612�=16.67, p�0.001], but importantly nei-
ther the main effect of list nor the interaction were significant �Fs�1�. In order to allow an
adequate speech sample for perceptual attunement all single words were concatenated to the
carrier phrase “And now please say” recorded from the appropriate talker.

Intelligibility in connected speech was evaluated using 20 semantically unpredictable
sentences (SUS) (Benoit et al., 1996). These sentences, each containing four key words, provide
no semantic contextual cues so that each word of the sentence is unpredictable, e.g., “The front
press scores the saint.” Sentence material was available only for the two male talkers.

2.2 Speech processing

Noise-excited vocoding (Shannon et al., 1995) was implemented in Matlab and comprised the
following steps: analysis bandpass filtering (sixth-order Butterworth IIR, three orders per upper
and lower side) to divide the spectrum into four or eight bands; half-wave rectification and
low-pass filtering (fourth-order Butterworth, 400 Hz) to extract the amplitude envelope for
each band; modulation of a noise carrier by each envelope; output filtering matching the initial
analysis filtering; adjustment of rms level at filter outputs to match the original analysis outputs;
summation across channels. Analysis filters covered the range 100 Hz–5 kHz with spacing
based on equal basilar membrane distance (Greenwood, 1990). Frequency responses crossed
3 dB down from the pass-band peak.

In an attempt to avoid ceiling effects, unprocessed stimuli for normally hearing listen-
ers were presented in twenty-talker babble at a signal-to-noise ratio (SNR) of +6 dB, as in
Hazan and Markham (2004). For each utterance, a section of noise of equivalent duration was
selected at random from the 15 s available. Calculations of signal and noise power were per-
formed over the entire length of the speech utterance and the noise. After summation, all stimuli
were normalized to the same rms level. No noise was added to vocoded stimuli, or those pre-
sented to CI listeners.

2.3 Participants

Six users of Clarion cochlear implants took part. Three had C2 implants and used the Hi-Res
processing strategy. The remaining three had C1 implants and included one user each of the
continuous interleaved sampling (CIS), paired pulsatile sampler (PPS), and simultaneous ana-
log stimulation (SAS) processing strategies. Their ages ranged from 32–77 (mean 61) and all
had at least four years experience of implant use. Eighteen female adults with normal hearing
also participated. Their ages ranged from 21–46 (mean 25). None had any history of hearing
deficit.
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2.4 Design and procedure

Testing was carried out under computer control. Cochlear implant users were tested using their
normal speech processor settings in a sound-proofed room. Unprocessed words and sentences
were presented via loudspeaker (QUAD PRO-63) at an individually-determined comfortable
level.

Normally-hearing listeners were randomly assigned to one of three groups tested with
different types of stimuli: vocoded speech with either four or eight channels, or speech-in-
babble. Stimuli were presented via Sennheiser HD 540 headphones in a quiet room at a com-
fortable listening level fixed for all listeners.

In single word tests, each of the six word lists for each talker was presented to a dif-
ferent participant. Each participant heard one list from each talker, a total of 108 words, pre-
sented in random order. Participants heard six practice stimuli, one for each talker. Practice
stimuli were processed in the same way as those about to be presented but consisted of words
not contained in the main test. In sentence tests each participant heard ten sentences spoken by
each of the two male talkers. With this constraint, the choice of talker for each sentence and the
order of presentation were random. Because no other SUS sentences were available from these
two talkers, the six practice sentences were similar sentences spoken by a female talker.

3. Results

3.1 Single words

Due to the binomial nature of the outcome measure (proportion correct), a logistic regression
was used to determine the dependence of word identification performance upon talker type
(male, female, or child), intelligibility (high or low), and processing condition (CI, four channel
vocoding, eight channel vocoding or babble). Logistic regression also has the advantage of
minimizing floor and ceiling effects. Model fitting proceeded from a fully saturated model �3
�2�4� with methods appropriate for overdispersion applied (Collett, 2003, pp. 206–210).
Terms that were not significant at the p�0.05 level were excised sequentially using changes in
deviance. There were no significant interactions, but all three main effects were significant �p
�0.05�.

The significant effect of talker type reflected poorer performance with the child talk-
ers. Averaged across the different processing conditions mean performance with the male talk-
ers was 62.7% and 47.5% for the high intelligibility and low intelligibility talkers, respectively,
while the corresponding figures were 62.7% and 47.7% for the female talkers and 56.3% and
42.1% for the child talkers. Although the interaction between talker type and processing condi-
tion was not significant, the tendency for poorer performance with the child talkers was more
pronounced in the two vocoded conditions.

Figure 1(a) plots performance (averaged across talker type) with high intelligibility
talkers against that with low intelligibility talkers for each individual listener. Nearly all listen-
ers showed better performance with the high intelligibility talkers (most points lie above and to
the left of the diagonal). For normally-hearing listeners, overall performance levels are clearly
highest in the babble condition, lowest with four channel vocoding and intermediate with eight
channel vocoding. Individual CI users’ performance was quite widely spread within the range
covered by the two vocoded conditions. The advantage for high over low intelligibility talkers
appears broadly similar in all four processing conditions, reflecting the absence of any interac-
tion between the two factors.

In order to assess the influence of the two major determinants of intelligibility differ-
ences identified by Hazan and Markham (2004), single word recognition scores were first aver-
aged across listeners for each combination of talker and processing condition and then normal-
ized by processing condition to the overall mean (Fig. 2). Both mean word duration and mean
energy in the 1–3 kHz region were significantly correlated with normalized word recognition
(r=0.419, p=0.021 and r=0.592, p=0.001, respectively). Linear regressions showed that in each
case the proportion of the variance accounted for was not significantly increased by allowing
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separate slopes for each processing condition, compared to a single slope. Thus, there was no
evidence that the dependence of word recognition on either duration or energy differed across
processing conditions.

The 1–3 kHz energy measure accounted for 35.1% of the variance in normalized
word recognition. The addition of word duration did not significantly increase the proportion of
variance accounted for as the two predictors were strongly correlated for the six talkers used
here (r=0.865, p�0.001). Note, though, that these two properties were uncorrelated across
Hazan and Markham’s (2004) complete set of talkers.

Fig. 1. Speech perception performance with high intelligibility talkers plotted against that with low intelligibility
talkers for each individual listener. �A� Single word recognition averaged across talker type; �B� performance on key
words in SUS sentences �male talkers only�. Diagonal lines represent identical performance for high and low
intelligibility talkers.

Fig. 2. Normalized mean single word recognition for each processing condition plotted against �A� word duration
and �B� amount of energy in the 1–3 kHz range. Talkers are identified by the text symbols at the top of each plot
�e.g., MH=high intelligibility male talker�. Mean duration and energy values are taken from the data of Hazan and
Markham �2004�. Best fitting regression lines are shown in each case.
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3.2 Semantically unpredictable sentences

A similar logistic regression analysis was applied to scores on correct key words [Fig. 1(b)], to
assess the effects of intelligibility and processing condition. The interaction between the two
factors was not significant, but both main effects were �p�0.001�. Overall performance varied
across processing condition in a similar fashion to that seen with single word recognition.

4. Discussion

The key finding was that, while speech recognition performance varied substantially with pro-
cessing condition, differences in intelligibility across talkers were apparent for all the different
listening groups. Consistent with the findings of Liu et al. (2004) for a single talker employing
either clear or conversational speaking styles, the present results suggest that intelligibility dif-
ferences across different talkers are largely preserved despite the degradation of the speech
signal associated with CI processing.

Although Markham and Hazan (2002) reported that the mean intelligibility scores for
the talkers that we selected varied little across the different types of talker (male, female, and
child), in the present study there was a significant effect of talker type. While there were no
significant interactions with other factors, this effect appears to be primarily attributable to
poorer performance with vocoded speech from the two girl talkers. Poorer vowel recognition for
girl talkers compared to men, women, and boys has previously been observed in CI users
(Loizou et al., 1998) but we found word recognition performance for CI listeners to be unaf-
fected by talker type. Most importantly, in the present context, the differences between the high
and low intelligibility talkers within each pair were unaffected by whether the talkers were male
adults, female adults, or children.

Unsurprisingly, overall speech perception was highest for the normally-hearing listen-
ers presented with unprocessed stimuli in babble. The better performance in noise-excited vo-
coder conditions with eight channels than with four can be attributed to the greater degree of
spectral resolution in the former case. In the majority of cases the performance of CI users was
similar to that in the four channel condition. It should be noted, though, that because there are
many aspects of electrical hearing that cannot be emulated in acoustic simulations, this cannot
be taken as a measure of the degree of spectral resolution available to the implant users in this
study.

The present data set is too limited to allow definitive conclusions regarding the impact
of the various processing conditions on possible factors underlying across-talker intelligibility
differences. However, the fact that broadly comparable differences between high and low intel-
ligibility talkers were observed in all processing conditions and for all talker types suggests that,
for this talker set, the primary factors determining intelligibility differences were largely unaf-
fected by the manipulations involved in simulated and actual implant processing. In addition to
properties dependent on a high level of spectral resolution or fine structure temporal informa-
tion, this would appear to rule out a major role for F0-related factors.

The main factor identified by Hazan and Markham (2004), mean energy in the
1–3 kHz region, accounted for 35.1% of the variance in normalized single word recognition in
the present study. Word recognition was also quite strongly correlated with mean word duration,
but inclusion of this factor in the regression did not significantly increase the proportion of the
variance accounted for. It might, perhaps, have been expected that the much reduced spectral
resolution associated with CI processing would have resulted in an increase in the contribution
to intelligibility differences of temporal properties, such as word duration, relative to spectral
properties. However, in the present limited data set there was no evidence of any difference in
the role of either 1–3 kHz energy or word duration across the different processing conditions.

One aspect of the speech signal that would be expected to be well preserved by implant
processing is low-frequency modulation of the amplitude envelope and it has been suggested
that this temporal information plays an important role in determining within-talker intelligibil-
ity differences between clear and conversational speech. Using techniques developed in prior
speech intelligibility research (Payton and Braida, 1999; Steeneken and Houtgast, 1980), Liu et
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al. (2004) calculated envelope modulation spectra from concatenated sentence material in oc-
tave bands with center frequencies ranging from 125–4000 Hz. For their female talker, in all
octave bands, modulation index values were larger and peaked at lower modulation frequencies
�1–3 Hz� for clear compared to conversational speech. For the male talker, a similar pattern
was present above 2000 Hz, but there was little difference between clear and conversational
speech in the lower octave bands.

Using the methods of Liu et al. (2004) envelope modulation spectra were derived from
recordings of a read passage (around 2 min) for the adult talkers in the present study (the re-
quired material was not available for the children). Separate spectra were obtained for speech in
quiet and in the conditions in which speech was presented to listeners in the present study (i.e.,
in babble or noise-vocoded to four or eight channels).11 In general, there was little difference in
modulation spectra between the high and low intelligibility talkers in most octave bands. Only
in the 2 kHz band for the female talkers was there consistent evidence of greater low frequency
modulation for the high intelligibility talker. On this evidence, it does not appear that the modu-
lation spectra capture an essential feature responsible for across-talker differences in intelligi-
bility. However, as noted by Hazan and Markham (2004), there is much heterogeneity in the
patterning of acoustic-phonetic features for talkers of similar intelligibility. Similarly, it is note-
worthy that the child talkers in the present study had very similar measures of both word dura-
tion and 1–3 kHz energy, despite the large difference in intelligibility between them. Thus, it is
possible that low frequency amplitude modulation is a contributing factor in the intelligibility of
some talkers, but not all.

On the basis of the present results it would appear that, while across-talker intelligibil-
ity differences are similar in normal hearing and actual and simulated electric hearing, there is
no single property that is critical in determining intelligibility differences in implant users.
Instead, it seems likely that implant processing may adequately preserve a number of different
properties that contribute to intelligibility differences. However, this conclusion needs to be
tested further with research employing a larger talker set and incorporating a more detailed
investigation of variation in the contribution of possible determinants of talker intelligibility,
both across different CI users and between CI users and normally-hearing listeners.
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Abstract: A robust probabilistic classification technique, using expecta-
tion maximization of finite mixture models, is used to analyze multi-
frequency fisheries acoustic data. The number of clusters is chosen using the
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used to classify each sample. The utility of the technique is demonstrated
using two examples: the Gulf of Alaska representing a low-diversity, well-
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1. Introduction

Acoustic classifications, discriminations, and identifications of fish and zooplankton species
have traditionally integrated prior knowledge, pattern recognition, and direct sampling methods
(Horne, 2000). Species identifications have been limited to subjective classification by opera-
tors (i.e., scrutinizing; e.g., Dalen et al., 2003) or artificial intelligence (e.g., Haralabous and
Georgakarakos, 1996). The use of mean volume backscatter (MVBS) (Kang et al., 2002) and
target strength differencing (Gauthier and Horne, 2004) provide objective separations but still
assign each target or pixel to a single classification category. The use of multiple frequencies
and long-term deployments (e.g., ocean observatories) has increased the need for automated, or
semi-automated, data processing techniques, capable of efficient, robust discrimination of eco-
system components and explicit quantification of uncertainty.

Despite the widespread use of probabilistic techniques for prediction and classifica-
tion in other disciplines [e.g., since the 18th century in weather forecasting (Murphy, 1998)], the
certainty of classification has not been included in the analysis of fisheries acoustic data. The
increased availability of multi-frequency acoustic data, coupled with ever increasing computing
power, facilitates incorporation of probabilistic classification techniques from other fields [e.g.,
analysis of gene expression data (Boyle, 2005)]. We demonstrate advantages of using unsuper-
vised probabilistic clustering over subjective categorization to classify fish and invertebrates in
contrasting ecosystems—low diversity, well-known, and high diversity, relatively unknown.

2. Methodology

2.1 Approach

Probabilistic clustering techniques, such as mixture modeling, differ from partition-based clus-
tering in that each sample is assigned a probability of membership to each cluster rather than an
absolute assignment to a single cluster. Partition-based clusters can be described by their cen-
troids (MacQueen, 1967)—the mean position in sample space of all data points assigned to the
cluster. In our finite mixture modeling a set of vector models (equivalent to cluster centroids) is
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defined, using frequency-specific Sv values, which provide the “best” description of the data.
Analytic steps are optimized to allow robust analysis of large data volumes typical of fisheries
acoustic data sets (e.g., five frequencies over 250 m depth range for 1 h generate over 23.8
million data values). As samples are assigned probabilities of membership to all clusters, rules
must be defined to assign samples to specific clusters.

Applying probabilistic clustering techniques to acoustic data requires three steps:
acoustic data processing; generation of clusters and membership probabilities; and analysis of
membership probabilities, which includes defining the optimum number of clusters.

2.2 Acoustic data processing

Acoustic data were collected using Simrad EK60 echosounders operating at multiple frequen-
cies between 18 and 200 kHz. Power data were converted to volume backscattering strength (Sv,
dB re 1 m−1; cf. Simmonds and MacLennan, 2005), including a range offset of half a pulse
length and a transmission loss correction of 20*log�r�+2�r (where r=range from the trans-
ducer face and �=frequency-dependent absorption coefficient). Maximum data resolution (i.e.,
0.19 m vertical, 1 “ping” horizontal) was retained to maintain the spatial structure of the scat-
tering components. For this analysis, each sample (i.e., image pixel) was assumed to be spatially
coincident across frequencies, and no attempt was made to align samples from different trans-
ducers. The transducers used to collect the data for both examples were arranged to maximize
beam overlap within the physical constraints of transducer placement and beam angles (cf.,
Korneliussen and Ona, 2002).

2.3 Generation of clusters

Generation of clusters requires the initial selection of the number of clusters, generation of
initial vector model values, and then iterative refinement of models. Initial values for vector
models were estimated using K-means by median clustering, based on the Euclidean distance
measure between Sv values at each frequency, for each sample. Expectation maximization (EM)
for finite mixture models (Dempster et al., 1977), where model residuals are based on direct
linear distance, was used to refine the models. The expectation step is given by

P�x�µ� =
e

− �
d�D

�µd − xd�2

�µ�
e

− �
d�D

�µd� − xd�2 , �1�

and the maximization step is given by

µd =

�
x�X

xdP�x�µ�

�
x�X

P�x�µ�
, �2�

where P�x �µ� is the probability of sample x belonging to model µ, for the set of X samples and
D frequencies. The log likelihood �LL� values were approximated using

LL = �
x�X

log max�P�x�µ�� . �3�

Vector models were iteratively refined until a level of convergence was reached. Convergence
was said to occur when the sum of the lowest residuals �i.e., those from the best fitted vector
model for each sample� stopped decreasing or a maximum of 15 iterations were completed.
Fifteen iterations was chosen as a trade-off between achieving convergence and efficiency in
processing large data sets. The posterior probabilities of cluster membership for each sample
were then reported. The sum of the probabilities of membership to all clusters is one for each
sample.
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2.4 Analysis of membership probabilities

Probabilities of cluster membership were used to generate synthetic echograms (i.e., probability
“maps”) to display spatial properties of membership probabilities. Probabilities were also used
to assign samples to clusters and as input to cluster metrics. Cluster metrics, including one
derived from the Bayesian Information Criterion (BIC) (Schwarz, 1978), were used to deter-
mine the optimum number of clusters. Mixture modeling violates the requirements for using the
BIC in statistical tests, but versions of the metric are widely acknowledged as useful in assess-
ing the fit of a set of clusters to data (e.g., Fraley and Raftery, 1998). The BIC used here is
defined as

BIC = − 2 * LL + ��M − 1� * D� * log�X * D� , �4�

where M is the number of models, D is the number of frequencies, and X is the number of
samples. BIC values will always be greater than 0, and a higher score represents a poorer de-
scription of the data by the vector models. A gradual increase in the score with an increasing

Fig. 1. �Color online� Echograms showing mean volume backscatter �Sv, dB re 1 m−1� data at multiple frequencies
from �a� the open ocean above the Mid-Atlantic Ridge �MAR� and �b� the Gulf of Alaska �GoA�.
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number of clusters is expected as membership probabilities are dissipated among clusters.
Large deviations from this upward trend are informative as they represent transitions to another
“state.” An alternative cluster metric is the percentage of samples clearly assigned to clusters
�%assign�, where sample x is clearly assigned if max�P�x �µ���2*max−1�P�x �µ��. A higher
%assign value represents a better description of the data. The trajectory of the %assign
values closely mirrors that of the BIC scores as it is based on the same underlying prob-
abilities.

Selecting the optimum number of clusters is a challenge as the strongest “natural”
clusters in acoustic data typically discriminate high Sv values, associated with surface noise and
bottom returns where present, from weak returns associated with most biological backscatter.
By generating cluster metrics (i.e., BIC or %assign) over a range of numbers of clusters, tran-
sitions within the data description can be identified. Interpreting transition points using biologi-
cal knowledge allows the optimum number of clusters to be identified for each application. An
additional benefit of sequentially clustering at an increasing number of clusters is that fidelity of
samples to clusters and relationships between clusters can be examined.

3. Examples

3.1 Data

Data for the first example were collected at 18, 38, 70, 120, and 200 kHz during a cruise over
the Mid-Atlantic Ridge (MAR) in the North Atlantic [Fig. 1(a)]. This area represents a mid-
latitude pelagic ecosystem with a diverse but poorly known epi- and mesopelagic fauna.
Echograms are dominated by amorphous horizontal layers and a variety of noise artifacts. The
shallowest samples of each ping contain high Sv values due to transducer saturation and inter-
mittent bubbles passing under the transducers. At 38 and 70 kHz vertical white stripes represent
“dropped pings” in the data record.

Data were also collected at three frequencies (18, 120, and 200 kHz) in the Gulf of
Alaska (GoA) in the northeast Pacific [Fig. 1(b)]. These data are from a continental shelf, high
latitude ecosystem with a well-known but limited pelagic fauna. The echograms contain the
same transducer saturation feature as seen in the MAR data as well as strong initial returns from
the bottom and weaker sub-bottom returns. Biological features include high intensity backscat-
ter from fish schools near the bottom and a series of horizontal layers comprised mainly of
forage fish and zooplankton (Stienessen and Wilson, 2002).

3.2 Determining the optimum number of groups

Examination of cluster metrics for the MAR data shows strong transitions at 3 and 13 clusters
[Fig. 2(a)]. As expected, 2–3 clusters separate high Sv features (i.e., bubbles and transducer
saturation) from low Sv features including biological backscatter (Table 1). This clear discrimi-
nation of noise features may be used to remove noise from data sets but does not provide bio-

Fig. 2. The Bayesian Information Criterion �BIC� and percentage of clearly assigned samples �%assign� plotted
against number of clusters for data from �a� the Mid-Atlantic Ridge �MAR� and �b� the Gulf of Alaska �GoA�.
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logically useful resolution of species or species groups. The marked degradation of metric val-
ues from 10–12 clusters followed by the strong improvement at 13 clusters suggests a transition
in the intrinsic acoustic features described by the clusters. A 13-cluster classification was used
to extract the features described beyond the transition point.

Consistent with the MAR data, the “best” description of the GoA data was obtained
using two clusters that separated high Sv features, including transducer saturation, bottom ech-
oes, and dense schools, from low Sv values [Fig. 2(b), Table 1]. After a transition in metric
values, 3–5 clusters were equivalent in their ability to describe the data, and there was very little
structure apparent in metric values above five clusters. A five-cluster classification was chosen
for the GoA data to maximize the number of well described biological categories.

3.3 Probabilities of group membership

The 13-cluster classification of the MAR data captures the transducer saturation (cluster 11),
intense bubble noise at the surface (cluster 10), and the margins of the bubble features (cluster

Table 1. Vector model parameter values �Sv, dB re 1 m−1� defining sets of clusters generated from the Mid-Atlantic
Ridge �MAR� and Gulf of Alaska �GoA� data.

Data
Group

no. 18 kHz 38 kHz 70 kHz 120 kHz 200 kHz Comment

MAR- 2 1 −80.81 −74.30 −74.25 −72.12 −75.30 Non-noise features
clusters 2 −37.77 −34.31 −30.28 −28.67 −30.77 Intense noise features
MAR- 3 1 −80.82 −74.32 −74.24 −72.12 −75.29 Non-noise features
clusters 2 −52.49 −48.80 −45.30 −45.14 −49.45 Near-surface bubbles

3 9.62 12.63 15.78 22.08 24.83 Transducer saturation
MAR- 13 1 −75.34 −72.90 −74.70 −72.66 −87.24
clusters 2 −91.40 −74.60 −76.20 −73.30 −79.06

3 −67.90 −66.20 −70.24 −71.03 −73.76 Includes “fish tracks”
4 −76.34 −79.87 −72.94 −70.57 −74.14
5 −76.54 −72.23 −74.52 −83.90 −76.28
6 −61.16 −57.83 −54.80 −53.66 −58.69 Bubble margin+“biota”
7 −91.29 −87.65 −74.98 −71.01 −73.48
8 −71.67 −70.55 −81.48 −72.90 −75.66
9 −82.78 −69.58 −70.17 −68.99 −71.61

10 −47.33 −43.71 −39.54 −39.93 −43.41 Near-surface bubbles
11 9.62 12.63 15.78 22.08 24.83 Transducer saturation
12 −81.96 −81.01 −87.32 −75.56 −78.18 Includes dropped pings
13 −94.53 −76.06 −69.88 −68.09 −70.49

GoA- 2 1 −77.44 – – −80.95 −79.21 “Low Sv”
clusters 2 −51.70 – – −44.83 −42.98 “High Sv”
GoA- 5 1 −27.31 – – −38.18 −39.68 1st bottom echo+intense schools
clusters 2 7.33 – – 21.63 27.32 Transducer saturation

3 −63.11 – – −78.58 −78.16 “Fish”
4 −85.16 – – −90.21 −87.97 “Background”
5 −86.97 – – −68.19 −64.96 “Zooplankton”

GoA- 6 1 −57.63 – – −73.47 −72.68 “Large fish”
clusters 2 −22.04 – – −32.00 −34.15 1st bottom echo+

intense schools
3 −87.54 – – −68.24 −64.97 “Zooplankton”
4 −90.99 – – −91.53 −88.84 “Background”
5 −71.70 – – −84.76 −84.06 “Small fish”
6 7.33 – – 21.64 27.34 Transducer saturation
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6; Table 1, Fig. 3). Dropped pings, along with other samples that have low to moderate Sv values
across all frequencies, are found in cluster 12. Similar patterns are evident in clusters 7 and 8.
Samples assigned to biological clusters are arranged in horizontal layers, with the three largest
clusters (3, 9, and 13) showing contiguous features comprised of high probabilities. Cluster 3
contains individual fish tracks at the same depths as the high probability layer in cluster 13.
Vector model parameter values for clusters 3 and 13 show opposite trends in backscatter inten-
sities across frequencies, with cluster 3 containing higher Sv values than cluster 13 at 18 and
38 kHz, and lower values at 120 and 200 kHz, suggesting different types of scattering compo-
nents (e.g., fish and zooplankton; Table 1). This example demonstrates the ability of objective
clustering techniques to extract biological and non-biological features within regions of interest
that could not be separated using subjective assignment of contiguous areas within echograms
to categories.

GoA probability maps contain a larger percentage of high max�P�x �µ�� values, which
are more spatially contiguous than those in the MAR clusters (compare Fig. 3 and 4). This
concentration of high probability values is attributed to both statistical and biological factors.
The GoA data are partitioned into 5 rather than 13 clusters resulting in a higher mean
max�P�x �µ�� value (all samples: GoA 5 clusters=0.974, GoA 13 clusters=0.924). However,
spatially consistent backscatter intensity patterns, attributed to single species aggregations, also
resulted in higher mean max�P�x �µ�� for clearly assigned samples in the GoA clusters com-
pared to those in the MAR data (clearly assigned samples: GoA 5 clusters=0.989, GoA 13
clusters=0.963, MAR 5 clusters=0.936, MAR 13 clusters=0.927). The presence of spatially

Fig. 3. Probability maps of cluster membership for the 13-cluster classification of Mid-Atlantic Ridge �MAR� data.
Notes: Cluster 11 is not shown but is equivalent to cluster 2 shown in Fig. 4. The palest gray tone indicates a
membership probability of zero.
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coherent patterns in probability maps from both examples, when no spatial information was
used in the clustering process, supports this approach to multi-frequency data classification.

The use of five clusters for the GoA data captures transducer saturation (cluster 2),
high intensity backscatter from fish schools and the bottom (cluster 1), and two clusters of
horizontally layered biological backscatter with sub-bottom returns (clusters 3 and 5; Fig. 4).
The relative magnitudes of vector model Sv values from cluster 3 (higher at 18 kHz and equally
low at 120 and 200 kHz) match those from cluster 1 but at lower intensities (Table 1).
Frequency-dependent Sv values from cluster 5 are different, lower at 18 kHz and then higher at
120 and 200 kHz. Cluster 4 has relatively low Sv values at all three frequencies, which is inter-
preted as “empty water” or background backscatter. Results from acoustic and trawl surveys in
the GoA (Stienessen and Wilson, 2002) support the biological interpretation of cluster 1 as
dense schools of adult walleye pollock, cluster 3 as a mixture of fish at lower densities/sizes
(adult and age 0 walleye pollock plus capelin), and cluster 5 as zooplankton (mainly euphausi-
ids). Increasing the number of clusters to six primarily divides cluster 3 into two clusters (1 and
5), with similar relative vector Sv values but at different intensities (Table 1). Inspection of
probability maps in conjunction with echograms suggests that this division potentially sepa-
rates samples containing small from large fish. The use of six clusters to categorize GoA data
provides a poorer mathematical description of the data, but may be more appropriate when the
objective is to estimate adult walleye pollock biomass independent of other ecosystem compo-
nents.

4. Future work

The classification of backscatter from contrasting ecosystems demonstrates the potential of
probabilistic clustering to analyze multi-frequency fisheries acoustic data. Future work will
address: the type of mathematical model used in the EM process, the choice of distance mea-
sures to distinguish clusters (including the incorporation of depth and spatial location), and the
choice of metrics used to select the optimum number of clusters. Specific issues include the
spatial coincidence of samples within transducer beams (Korneliussen and Ona, 2002), and the
frequency-dependent loss of signal with depth, which affects choice of EM model. Investiga-
tions of spatial and temporal cluster dynamics, including their stability in contrasting ecosys-
tems, will follow refinement of the methodology, with the ultimate goal of automated, robust
discrimination of ecosystem components in a wide variety of environments.

Fig. 4. Probability maps of cluster membership for the five-cluster classification of Gulf of Alaska �GoA� data.
Notes: Cluster 2 is drawn on a different depth scale. The palest gray tone indicates a membership probability of zero.
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Abstract: The genetic algorithm (GA) was previously suggested for fitting
hearing aid or cochlear implant features by using listener’s subjective judg-
ment. In the present study, two human factors that might affect the outcome
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1. Introduction

Most modem hearing aids and cochlear implants offer many features in addition to providing
basic audibility. As individual users might have different pathologies and listening preferences
(Preminger and Van Tasell, 1995), the numerous device features need to be customized for each
patient to maximize benefit. This adjustment can be a complicated and time-consuming pro-
cess, especially if some of the device features also interact with each other.

Optimization algorithms can be used as a tool to achieve the individual customization
in a reasonable time. The modified simplex algorithm was proposed for fitting gain in hearing
aids (Kuk and Pape, 1992; Neuman et al., 1987; Preminger et al., 2000; Stelmachowicz et al.,
1994). Genetic algorithms (GAs) were suggested for fitting features related to hearing aids
(Durant et al., 2004) or cochlear implants (Bourgeois-République et al., 2005; Wakefield et al.,
2005). In such perceptual optimization, candidate parameter sets are first evaluated by a listener
and then modified according to listener’s preferences following the rules of the particular
method used. The steps of evaluation and modification continue iteratively, until a satisfactory
set of parameters is found. The main advantages that optimization algorithms offer are speed,
because the final optimal solution is typically reached by evaluating only a fraction of all pos-
sible solutions, and flexibility, because they can be implemented to optimize any device feature.

In perceptual optimization, the input to the program is the subjective human response
and the appropriateness of the final solution is, again, judged by the listener. Therefore, there is
often no metric available to quantitatively analyze how well the program works (Takayagi,
2001). Başkent et al. (2007b) systematically distorted speech using three parameters of the
noiseband vocoder processing (Shannon et al., 1995), to generate a listening problem with a
metric. The acute effects of these manipulations on intelligibility of speech by normal-hearing
subjects were known from previous studies (Fu and Shannon, 1999; Başkent and Shannon,
2003; 2007a; Başkent, 2006), so the final solutions produced by the GA could similarly be
evaluated. Speech intelligibility scores measured with the settings produced by the GA were, on
average, very high, indicating that the subjects must have been able to provide sufficiently reli-
able subjective input. Analysis of data from individual subjects showed that there was generally
a good agreement between the subjective and objective measures of intelligibility, and only a
small number of inconsistencies were observed.
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The subjects who participated in the study by Başkent et al. (2007b) were young, with
no auditory or cognitive deficits. Therefore, the results can be interpreted as how well the GA
would work with ideal listeners. In real applications, some hearing aid and cochlear implant
users might have difficulty in making a reliable judgment due to varying peripheral or central
auditory deficits or diminished cognitive skills, for example, as a result of aging. In the present
study, the effects of such human factors on perceptual optimization with the GA are explored
with simulations. One factor that was simulated was the sensitivity in distinguishing sentences
of varying intelligibility. The second factor was the errors a subject might make in entering the
subjective input into the GA. The same GA program was used as Başkent et al. (2007b) study,
and the results from the simulations were compared to the results with real listeners, reported in
the same study.

2. Methods

2.1 Noiseband vocoder processing

Noiseband vocoder has been widely used to systematically explore the effects of temporal and
spectral degradations on speech perception, or to simulate cochlear implant processing with
normal-hearing subjects. Narrow bands of noise (carrier bands) are modulated with envelopes
extracted from individual bands of speech (analysis bands). The processed speech, a synthesis
of these modulated noise bands, has only the crude spectral and temporal elements of the input
speech (Shannon et al., 1995).

Başkent et al. (2007b) had selected three vocoder parameters to optimize with the GA:
(1) the number of the spectral channels of the vocoder, (2) a shift between the analysis and
carrier band frequency ranges, and (3) a widening/narrowing of analysis band frequency range
over the carrier band frequency range. The percent correct scores with IEEE sentences (IEEE,
1969), averaged across nine normal-hearing subjects, are reproduced from Başkent et al.
(2007b) in Fig. 1 for each of the three parameters.

The intelligibility of a solution produced by the GA with a simulated subject was
evaluated with predicted percent correct (PPC), a measure estimated from a multiplicative com-
bination of the average scores, shown in Fig. 1 for each vocoder parameter. Hence, the effects of
the three vocoder parameters were assumed to be independent, even though Başkent and Shan-
non (2007a) had shown that there was interaction between vocoder parameters 2 and 3 for a
small number of conditions.

2.2 Genetic algorithm

For consistency, the same GA that was used by Başkent et al. (2007b) was implemented in the
present study. The GA is an inherently stochastic optimization method that is based on concepts
related to the evolution theory (Mitchell, 1997). For example, one set of parameters that will be

Fig. 1. Speech recognition performance, averaged across nine normal-hearing subjects, shown for each vocoder
parameter separately. Reproduced from Başkent et al. �2007b�.
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optimized is called a gene. In the present study, every gene was a combination of the three
vocoder parameters mentioned in the previous section. The levels of the parameters 1 to 3 were
selected as 19, 17, and 15, respectively, producing a search space of 4845 possible solutions.
Unlike the conventional bitstring coding, actual parameter values were used in the genes. GAs
work on a population of genes (six was used in the present study) rather than an individual set of
parameters, and the genes in the initial population are generated randomly. In the present study,
a uniform distribution was used for all random processors, except for the mutation operator. In
each iteration, all genes in the population are evaluated for fitness and genes with better fitness
have a higher probability to pass to the next generation. In applications that involve human
subjects, the fitness is determined by the listener’s preferences. Başkent et al. (2007b) presented
vocoder-processed IEEE sentences in paired comparisons, 15 to compare all six genes to each
other, to the subjects. The subjects were asked to enter a preference for the sentence with higher
subjective intelligibility (A better than B, or vice versa), with an additional option for equal
intelligibility (A B same). The genes that were preferred more often had higher fitness value,
and all six genes of the population were then rank-ordered such that the genes with the highest
and lowest fitness were ranked as the top and the bottom genes, respectively. The next genera-
tion of genes was produced from the rank-ordered genes of the old population using one of
these methods: (1) Elitism: the top two genes with highest fitness values passed onto the next
generation with no alterations. The top third gene was also passed onto the next generation, but
with a probability of being mutated. (2) Cross-over: two non-identical parent genes were ran-
domly selected from the old population, and two new child genes were produced by averaging
the parameters from the parent genes. The offspring genes replaced the fourth and fifth genes of
the old population. (3) Mutation: two of the three genes (third, fourth, and fifth genes of the new
population) were randomly selected. One randomly selected parameter of each of the two genes
was changed to a randomly selected value, using a normal distribution with the mean at the
parameter’s old value and the standard deviation of one third of the number of levels used for the
parameter to be mutated. The sixth gene in the old population was not used in producing the
next generation of genes; the old one was discarded and the sixth gene of the new population
was produced randomly. These steps were repeated iteratively, until a convergence criterion was
satisfied: if the same two genes were ranked as the best genes of the population in three con-
secutive iterations, convergence was assumed. If the GA failed to converge in 15 iterations, then
the program was stopped manually. The gene that was ranked as the top gene in the final itera-
tion was accepted as the final optimal solution.

2.3 Simulations

Başkent et al. (2007b) compared objective and subjective measures of intelligibility and in a
small number of occasions subjects were not accurate in judging the intelligibility of a sentence.
If this happens during the comparison of a pair of sentences, the subject might enter a higher
preference for the sentence with lower intelligibility that might lead the GA toward poorer
solutions. This factor was modeled by the probability of error �Perr�, the probability of making
an incorrect decision in a paired comparison. For small values of Perr, the simulated listener
makes fewer mistakes in selecting the sentence with higher intelligibility in the paired compari-
sons. For very high values of Perr, the simulated subject frequently enters incorrect choices,
leading the GA to produce poorer solutions.

A second factor that could affect the outcome of the GA would be the just noticeable
difference (JND) between the intelligibility levels of the sentences presented in a pair. The
subject has to be able to hear the difference between the sentences to make a judgment, and how
much of a difference a subject needs for a reasonable judgment most likely varies from subject
to subject. This factor was modeled with the parameter JNDPC. In the simulations, the intelligi-
bility related to a set of vocoder parameters was directly estimated by the PPC. The simulated
subject entered a preference for one of the sentences in the pair only if the absolute difference in
the intelligibility of the sentences, expressed in PPC scores, was larger than JNDPC. Otherwise,
there was no preference and “A B same” option was selected. A small JNDPC models a subject
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that can hear a small difference and can correctly judge which sentence is more intelligible. For
higher values of JNDPC, the simulated subject registers more of the “A B same” option. There-
fore, this factor does not produce an error per se; rather it decreases the amount of useful infor-
mation entered into the GA.

3. Results

The effects of the simulated factors were explored by running multiple simulations of the GA
and observing the changes in the overall performance. Figure 2 presents the results for the
factors of Perr and JNDPC in the upper and lower panels, respectively. The figure shows the
effects of each factor individually; when Perr was varied, JNDPC was equal to 5%, and when
JNDPC was varied, Perr was equal to 0. The panels from left to right show the average PPC scores
averaged across 50 runs, the minimum PPC score of the 50 runs, and the number of iterations at
convergence averaged across 50 runs. The gray lines show the corresponding data with real
subjects, adapted from Başkent et al. (2007b). In each panel, the smallest values of Perr and
JNDPC, 0 and 5%, respectively, simulated the ideal listener. The performance remained high for
Perr�0.10 and JNDPC�10%. As the value of Perr increased, the simulated listener made more
errors in the paired comparisons, and the overall performance, shown by average PPC, and the
probability of the GA producing a poor result in an individual run, shown by the minimum PPC
score, decreased, both reaching 0% for very large Perr. For high Perr values, the number of
iterations needed for convergence also increased as the user preferences were not consistent
from one iteration to the next. For Perr�0.50, the GA failed to converge for most of the runs and
was manually stopped by 15 iterations. JNDPC had similar effect on the average and minimum
PPC scores. For large JNDPC values, the average PPC approached 50% as there was almost no
useful information entered by the simulated subject into the GA and the GA would produce

Fig. 2. Simulation results, averaged from 50 GA runs. The upper row shows the simulated performance as a function
of Perr, probability of error in paired comparisons, and the lower row shows the performance as a function of the
JNDPC, the smallest difference in percent correct scores that the simulated subject can perceive between the intelli-
gibility levels of two sentences. In each row, the panels from left to right show the average predicted percent correct
�PPC� scores, the lowest PPC score observed in 50 GA runs, and the average number of iterations. The gray lines
show the data by real listeners, adapted from Başkent et al. �2007b�. The error bars show one standard deviation.
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random results that are dominated by the initial random gene population. Similar convergence
was observed for all JNDPC values. For large JNDPC values, this situation indicated a premature
convergence, as the GA produced poor solutions despite the fast convergence.

Simulations showed that both factors could affect the outcome of the GA negatively.
Further simulations, not included in the present manuscript to ensure brevity, showed that com-
bined effects of these factors could lead to poorer solutions and/or convergence. The experi-
mental data from human subjects, as shown by the gray lines, was most similar to the ideal
listener, implying that the input by real subjects into the GA program was sufficiently reliable.

4. Conclusion

Başkent et al. (2007b) showed that the GA can produce reasonable solutions with young
normal-hearing listeners under controlled laboratory settings. When the data with human lis-
teners was compared to the data with simulated listeners of the present study, it was observed
that the performance by real listeners was similar to the ideal user, who was able to distinguish
sentences with a small difference in intelligibility and who was also fairly accurate with paired
comparisons. Simulations also showed that the particular GA implementation by Başkent et al.
(2007b) could handle these factors for small values, most probably because all genes were
compared to each other in every iteration, which provided plenty of information and many
chances for the GA to correct itself. However, for larger values, simulating a situation more
likely to occur with elderly and/or hearing-impaired listeners, performance dropped consider-
ably.

Previous studies had proposed optimization algorithms for customizing hearing aids
(Durant et al., 2004; Kuk and Pape, 1992; Neuman et al., 1987; Preminger et al., 2000; Stelma-
chowicz et al., 1994) or cochlear implants (Bourgeois-République et al., 2005; Wakefield et al.,
2005) with real patients. Even though the simulation results of the present study would be
applicable specifically to the GA implementation reported by Başkent et al. (2007b), similar
simulations could be used to characterize the effects of differing user skills on how well any
perceptual optimization method might work for general population. For example, Başkent et al.
(2007b) suggested that a smaller number of paired comparisons are made, with the rest being
inferred from previous comparisons, to shorten the running time. However, if the listener makes
many errors, these errors might carry over to following iterations, and might cause the GA to
produce poorer solutions. Using the present study as a guideline, similar simulations can be
developed to use as a tool for assessment of such potential modifications. A customized simu-
lation method could be useful in evaluating the potential success of a specific optimization
program and also in deciding which operators would result in best performance, in a faster
manner before the actual testing with human listeners.
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Abstract: Acoustic resonances are modified when objects are introduced
into a chamber. The magnitude of these changes depends on the object posi-
tion, size, and shape, as well as on its acoustic properties. Here, an experi-
mental study concerning the resonant frequency shifts induced by a solid
spherical object in a quasi-one-dimensional air-filled acoustic cavity is re-
ported. It is shown that Leung’s theory does not account quantitatively for the
observations. A novel and simple approach is proposed, based on the wave
equation in a cavity of variable cross section. The results fit more accurately
the measured frequency shifts.
© 2007 Acoustical Society of America
PACS numbers: 43.20.Ks, 43.20.Mv [AN]
Date Received: March 11, 2007 Date Accepted: April 9, 2007

1. Introduction

The acoustic resonances of a cavity are modified when objects are introduced into the chamber.
It is well understood that these changes are more pronounced when either the object size in-
creases or the object itself is a very efficient scatterer. Thus, large solid spheres in air-filled
cavities, as in this study, or gas bubbles in a liquid, can have considerable effects on the acoustic
properties of resonance chambers. These observations indicate that both volumetric and scat-
tering effects are important.

The inclusion of an object in a resonant chamber is analogous to the one-dimensional
problem of a mass attached to a string studied a long time ago by Rayleigh.1 More recently, the
two-dimensional version has also been studied by Laura et al.2 The interest in the use of acous-
tic levitation for space applications, the detection of blockage in nuclear reactors, and the mea-
surements of properties and volumes of objects, in particular rocks, has drawn attention to the
effect of introducing an object in acoustic resonant cavities.3–9 Most of these studies are theo-
retical, dealing with more or less elaborate techniques to predict the frequency resonance shifts
for various object shapes and sizes, as well for different boundary conditions. Experimental
results are scant, exceptions being the rather complete studies performed by Barmatz et al.5 and
Chen et al.9

In this letter, we present an experimental study of longitudinal mode resonant fre-
quency shifts induced by a solid spherical object in a quasi-one-dimensional air-filled acoustic
cavity. We compare our results with Leung’s theory, which does not account quantitatively for
the observations. We propose a novel and simple approach based on the wave equation in a
cavity of variable cross section. The results fit more accurately the measured frequency shifts.

2. Experimental setup

The experimental setup is composed of a square section quasi-one-dimensional cavity, of di-
mensions Lx�L=100 mm and Ly=Lz=6.8 mm. Two duraluminum walls allow rigidity and
hold two other static dissipative acrylic walls which in turn allow visualization (see Fig. 1).
Another two duraluminum end walls close the cavity on each side. One of them is attached to an

a�Present address: Laboratoire d’Hydrodynamique, Ecole Polytechnique, 91128 Palaiseau Cedex, France.
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electromechanical vibrator (Bruel & Kjaer mini-shaker 4810), which provides a maximum
force of 10 N in a large frequency range, typically between 100 Hz and 18 kHz, but provides a
constant acceleration amplitude in the 100–5000 Hz range. The cavity is placed such that both
acrylic walls are normal to gravity, hence the system is visualized from above. It oscillates
entirely in the direction of the vibrator’s axis, which has been shown to be an efficient way to
amplify resonant acoustic modes.10

A microphone and an accelerometer (PCB 130D20 and 340A65, respectively) allow
measurements of the cavity’s end side acoustic pressure and acceleration of the whole system.
The microphone is placed inside the cavity, flush with the end wall, and it has a 6.35-mm-diam
active surface. The accelerometer is placed at the external end side with its axis parallel to the
cavity’s axis. The electromechanical shaker is powered by an amplifier with a signal generated
by a spectrum analyzer (SR780). Experiments are performed in the analyzer’s swept sine mode.
The analyzer measures both the pressure and acceleration amplitude values.

At low frequencies, where the cavity is considered as quasi-one-dimensional, the
empty cavity resonant frequencies differ very little from those predicted theoretically. The pre-

dicted fundamental frequency is given by f̂0=c /2L, where c is the sound speed in air. c depends
on temperature,11

c = 331.5�1 +
TC

273
m/s, �1�

where TC is in degrees Celsius. Hence, f̂0 also has a temperature dependence. However, a tem-

perature variation of ±1 °C only induces a ±0.2% change in f̂0. Care was taken in order to
avoid larger temperature variations.

At the operating temperature TC=20.75±0.5 °C, we have c=343.9±0.3 m/s, and

thus the predicted resonant frequency is f̂0=1719.3 Hz. However, the measured value is f0

=1702.7 Hz, 1% lower than f̂0. We assume this difference is due to a slightly larger effective
length Leff=0.101 m, which is only 1 mm longer. Considering that the pressure sensor front—
active—surface is rather soft, it is reasonable to consider the real stiff element to be slightly
behind it.

In order to study the resonant frequency shifts induced by a spherical object, a
6.35-mm-diam metallic, magnetic sphere is placed inside and held fixed by means of a similar
magnetic sphere placed outside the cavity. Once the intruder is fixed and its position deter-
mined, a pressure spectrum is obtained between 1 and 10 kHz, with a roughly constant dimen-
sionless peak acceleration ��0.5 g�, resulting in a maximum pressure of �10 Pa. This was
performed for 90 different positions, separated by 1 mm, from X0=4 mm to X0=94 mm. Be-
cause of the magnetic nature of the spheres, no measurements were possible for X0�4 mm or
X0�94 mm.

3. Experimental results and comparison with Leung’s theory

The measured resonant frequencies as functions of X0 are presented in Fig. 2. Results are shown
from the first to the fifth longitudinal resonant mode. As previously observed by Leung et al.,3

Fig. 1. Experimental setup. �1� Electromechanical vibrator, �2� quasi-one-dimensional square section cavity, �3�
microphone, and �4� accelerometer. A metallic magnetic sphere is placed inside and held fixed by another magnetic
sphere from outside. The origin is chosen at the wall close to the vibrator.
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the resonant frequencies depend on the sphere’s position, varying in an oscillatory way as a
function of X0, such that the number of oscillations is equal to the mode number, n=1, . . . ,5. In
our case, however, variations are stronger, of the order of 10% peak-to-peak, due to the larger
sphere-to-cavity volume ratio. Notice that all except one mode show relatively smooth varia-
tions; the third mode indeed presents some noise due to the difficulty in measuring the resonant
frequencies from pressure spectra in this case as it was of particularly low amplitude, i.e., with
a small signal-to-noise ratio.

Fig. 2. Normalized resonant frequencies f / f0 vs X0 for the first five longitudinal modes �a� n=1, �b� n=2, �c� n
=3, �d� n=4, and �e� n=5: Experiments ���, Leung’s prediction �dashed line�, and solution of the variable cross-
section model �continuous line�. Both theoretical predictions are computed using Leff=0.101 m.
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We can qualitatively understand the fact that the resonant frequencies vary roughly
periodically with X0 with a very simple argument: By integrating the Helmholtz equation, the
wave number is given by3

k2 =

1

2
� ��p�2dV

1

2
� p2dV

�
K

V
, �2�

where integration is performed in the available volume. K and V stand for the kinetic and po-
tential energy, respectively. Thus, when the sphere is located near a pressure maximum, for
example at a cavity end wall, which in turn is a velocity node ��p�0�, the kinetic energy does
not change much but the potential energy is reduced. The final result is an increase in the
corresponding wave number, hence an increase in the resonant frequency is expected. The in-
verse argument can be made when the intruder is near a velocity maximum, for example, at
X0 /L�1/2 for the first mode. In this case k, and thus f, is expected to decrease.

An analytical expression was obtained by Leung et al.3 From a Green’s function scat-
tering calculation they obtained the resonant wave number as a function of three parameters: the
sphere to cavity volume ratio Vs /V, the sphere to cavity length ratio R /L, and the sphere’s
relative position X0 /L. Assuming small spherical scatters, such that kR�1 where R is the
sphere radius and k is the wave number, they performed their calculation for longitudinal modes
in a rectangular cavity of length L. The predicted wave number shift is

�k

kn
=

Vs

V
�− 	1

4
+

67

360
�knR�2
� +

Vs

V
�	5

4
−

229

360
�knR�2
cos�2knX0�� , �3�

where �k=k−kn. The calculation is done up to order �knR�2, kn=n� /L being the nth longitudi-
nal mode wave number for the empty cavity. Vs�V� is the sphere �cavity� volume, and X0 is
the sphere’s position. From Eq. �3� we obtain the resonant frequencies

f =
ckn

2�
	1 +

�k

kn

 .

The comparison made in Fig. 2 shows that this expression does follow qualitatively the mea-
sured resonant frequencies for all modes although important differences are present. In fact, Eq.
�3� considers both volumetric and scattering effects ��knR�2�, being the volumetric effects
dominant. The discrepancies between Leung’s prediction and our measurements are probably
due to the breakdown of the single spherical scattering approximation �no wall contributions�.
It is also important to note that Leung et al. did not observe differences in resonant frequencies
for scatterers made of different solid materials, as expected when both the density and com-
pressibility differences are so large between solids and air. We also verified this in our setup
with plastic spheres.

In order to compare quantitatively the predicted resonant frequencies and the mea-
sured ones, we define the difference parameter, or error estimator, for the nth mode as

�n
2 = �

i=1

N
�ft

n�i� − fm
n�i��2

Nf0
2 , �4�

where ft
n�i� and fm

n�i� are the theoretical and measured resonant frequencies, respectively, for
the sphere at the ith position, and N=90 is the number of positions �i.e., measured resonant
frequencies�. The �n

2 parameters calculated for n=1, . . . ,5 are presented in Table 1.
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4. Resonant frequecy shifts obtained from the wave equation in a cavity of variable cross
section

We assume that we have an acoustic cavity of cross section S�x�, in which a homogeneous fluid
sustains acoustic waves. In this case the wave equation is modified. Using the usual linear ap-
proximation �=�0+�� and P=P0+p, in the quasi-one-dimensional limit of interest, one
obtains12

1

c2

�2p

�t2 =
1

S

�

�x
	S

�p

�x

 . �5�

We can identify three regions in the cavity: Regions I, II and III, for x�X0−R, X0
−R�x�X0+R, and x�X0+R, respectively. The transverse section then is written

S = �S0 if x � X0 − R

S0 − ��R2 − �x − X0�2� if X0 − R � x � X0 + R

S0 if x � X0 + R ,
� �6�

where S0=Ly	Lz. Notice that the exact sphere position in the �y ,z� plane does not matter in this
framework.

Now, let us impose wave solutions of the form p�x , t�=p�x�e−i
t. We obtain two equa-
tions that must be solved. First, the Helmholtz equation

k2p +
d2p

dx2 = 0, �7�

which must be solved in regions I and III. The second equation, valid for region II, is

k2p +
1

Ŝ�x�

d

dx
�Ŝ�x�

dp

dx
� = 0, �8�

where Ŝ�x�=S0−��R2− �x−X0�2�. In addition to the rigid termination conditions �dp /dx=0� at
x=0 and x=L, the solutions of these equations have to satisfy pressure and acoustic velocity
continuity conditions at x=X0−R and x=X0+R.

The solutions in regions I and III are the usual plane wave solutions

p�x� = �P0 cos kx �Region I�
P1 cos k�L − x� �Region III� ,

� �9�

which satisfy the rigid conditions in the ends of the cavity. Here we put P0 and P1 as the �un-
known� pressure amplitudes at the left and right sides of the sphere.

In order to solve Eq. (8), we make the change of variable z= �x−X0� /R, obtaining

Table 1. Error estimator �n
2 for the first five modes, using Leung’s formula and the results obtained considering a

variable section cavity. All values are 	10−3. The ratio between both parameters is given in the third row.

n=1 n=2 n=3 n=4 n=5

Leung 0.68 1.57 2.49 2.21 2.50
Wave Eq. �8� 0.14 0.21 0.62 0.64 1.03
Ratio 5.0 7.6 4.0 3.5 2.4
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d2p

dz2 +
2z

� − 1 + z2

dp

dz
+ �kR�2p = 0 �10�

with −1�z�1 and �=s0 /�R2. The solution of this equation can be expressed in terms of the

confluent Heun function13 HC�� , ,� ,� ,� ;x�:

p�z� = AHC	0,−
1

2
,0,−

1

4
�kR�2�� − 1�,

1

4
+

1

4
�kR�2�� − 1�;−

z2

� − 1



+ BHC	0,
1

2
,0,−

1

4
�kR�2�� − 1�,

1

4
+

1

4
�kR�2�� − 1�;−

z2

� − 1

z . �11�

The boundary conditions (continuity of both pressure and acoustic velocity) can then
be written as an homogeneous linear system with four unknowns, P0, P1, A, and B. Imposing the
determinant of the system to be equal to zero it is possible to find a trascendental equation for k.
The results obtained with this procedure are also presented in Fig. 2. We observe that for all
modes the comparison is better than the results obtained with Leung’s calculation. As before,
the parameter �n

2 is computed for each mode. Table 1 shows that overall, despite its simplicity,
our model performs much better that Leung’s calculation.

5. Conclusions

In summary, we have performed an experimental study of the resonance frequency shifts of
longitudinal modes in a quasi-one-dimensional air-filled acoustical cavity of rectangular cross
section induced by the inclusion of a spherical solid object of diameter comparable to the cross-
section length. Measurements were performed for the first five longitudinal modes. Depending
on the object position, the measured resonant frequencies vary in an oscillatory way.

Leung’s theory, which is valid in the small sphere limit, does account qualitatively for
the observations, although important differences are observed. Surprisingly these predictions
are not so bad quantitatively, even when the single sphere—no wall—approximation does not
hold in our setup. This is probably due to the fact that for a solid sphere in air and for long
wavelengths, single scattering effects are small. The question about how the sphere wall inter-
action (multiple scattering) modifies this remains an open question.

We have developed a simple quasi-one-dimensional model where we consider the cav-
ity with the intruder as a chamber of variable cross section. Hence, this model solely considers
volumetric effects. For the well-known wave equation (5) we impose a given form of S�x� from
which we can compute the resonant wave numbers, and therefore the resonant frequencies. The
global performance of each model is quantified through a difference parameter �n

2 for each
longitudinal mode. The new predictions agree much better with measurements than Leung’s
theory.
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Abstract: Although hybrid passive-active absorption in impedance tubes
has been widely analyzed, its study in more realistic conditions remains to be
accomplished. This letter describes the practical measurement of the passive-
active absorption coefficient in a free field. The passive absorber consists of a
microperforated panel backed by an air cavity and a wooden panel. A multi-
channel active system controls the sound pressure in a reduced cell behind
the absorber. Measured absorption coefficients between 200 and 400 Hz ac-
count for 0.2–0.4 and 0.72–0.75, in the passive and active cases, respectively,
and above 500 Hz both are comparable.
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1. Introduction

Many results have proven the reliability of combining passive and active absorbers to control
broadband standing-wave fields (Furtoss et al., 1997; Beyene and Burdisso, 1997; Cobo et al.,
2003, 2004; Sellen et al., 2006). Traditional absorbers are realized with a porous material
backed by an air cavity and a rigid ending. According to the acoustic properties of the material
as well as the size of each layer, the absorption spectrum of such a two-layer liner is tuned in a
specific medium and high frequency bandwidth. Guiking and Lorentz (1984) proposed an
equivalent low frequency absorber, by replacing the rigid termination with a loudspeaker driven
so as to minimize the pressure in a microphone just behind the material (pressure-release con-
dition). This first active absorber provided an absorption coefficient of 0.6–0.7 between 200 and
500 Hz, using an analogue electronic device. Furtoss et al. (1997) proposed a low frequency
absorber that actively controlled the impedance at the input of the liner. This methodology was
recently applied to flow duct applications (Sellen et al., 2006). Another strategy for designing
active absorbers was the impedance matching condition (Beyene and Burdisso, 1997) which
attempted to cancel the reflected sound field inside the air gap at the rear face of the material.
Cobo et al. (2003) demonstrated that the performance of both approaches (pressure release and
matching impedance) depended on the properties of the material, the pressure-release condition
affording higher absorption when the flow resistance of the porous layer was matched to the
acoustic impedance of the air. Since the final prototype must be lightweight and thin for prac-
tical implementations, the porous material can be substituted by a microperforated panel
(MPP). Cobo et al. (2004) designed a hybrid passive-active absorber with a MPP properly per-
forated and 5 cm of air gap, reporting 82% of absorption in the frequency range from
100 to 1600 Hz. In general, good agreement is found between theoretical and experimental
hybrid passive-active absorption coefficients in standing wave tubes.

To the knowledge of the authors, the performance of such absorbers has still not been
proven in more realistic conditions. When trying to extrapolate the results obtained in the im-
pedance tube to the free field, some difficulties are encountered. The first one regards the mea-
surement technique. In free field measurements, reflection techniques are more suitable to af-
ford the absorption coefficient of the sample (Garai, 1993; Cobo, 2007). The main complexity
of such a technique is to separate the reflected from the diffracted events at the measured reflec-
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tion trace. This is carried out by time windowing the reflected event. Cobo et al. (2007) have
demonstrated that this procedure can be improved by shaping the frequency response of the
loudspeaker-microphone in order to radiate shorter pulses.

The second limitation is that the sound field in an extended absorber is much more
complex than in an impedance tube. Only plane waves are propagated at frequencies below the
first radial mode in an impedance tube. Consequently, when the sound pressure just behind the
material is released, the input impedance of the system matches that of the air at low frequen-
cies, and high active absorption is guaranteed. However, it has not yet been confirmed that this
reduction of the pressure field at the rear face of the material furnishes active absorption in an
extended panel.

The aim of this letter is to assess the practical capability of an extended microperfo-
rated liner to provide hybrid passive-active absorption in free field conditions. Such a hybrid
passive-active absorber is described in Sec. 2. Results on passive and active absorption in an
anechoic room are reported in Sec. 3.

2. Hybrid passive-active absorber in anechoic room

The passive absorber consists of a �2.44 m�2.44 m�1 mm� perforated sheet in front of a
rigid panel, with a 5-cm-deep air cavity in between. According to Maa (1998), an optimally
tuned MPP absorber has a thickness of the same order as its perforation diameter. Since for
optimal absorption the perforation diameter should be less than 1 mm, the resulting low thick-
ness of the panel would constrain its mechanical implementation in such a two-layer absorber
configuration. Pfretzschner et al. (2006) proposed an alternative methodology to construct
more structurally robust MPPs, combining a thick panel with large perforations with a thinner
one highly perforated. The passive absorption of such an extended absorber has already been
measured, at normal incidence (Pfretzschner et al., 2006), at low angles of incidence in a free
field (Cobo et al., 2006a), and in a reverberation room (Cobo et al., 2006b). The current re-
search is concerned with the design of the active absorber as well as the hybrid passive-active
absorption measurements.

Figure 1 shows front and rear views of such an extended hybrid passive-active ab-
sorber in an anechoic room. The MPP layer is made with a 1-mm-thick steel panel whose per-
foration diameter and perforation ratio are 8 mm and 10%, respectively. This sheet is backed by
a mesh 39 µm thick, with a perforation ratio of 14% and holes with a diameter of 39 µm. In
order to experimentally check the reliability of the pressure release condition in such an ex-
tended absorber, an active cell has been implemented in a reduced size �62 cm�54 cm
�5 cm� centered panel at the wooden back of the prototype. As can be seen in Fig. 1, this active
cell is divided into four separated equal units. Each one is acting as a local feedforward control
system. The loudspeaker in each cavity is driven according to the FXLMS algorithm so as to
minimize a broadband field picked up by a microphone centered just behind the MPP. The

Fig. 1. Front �left� and rear �right� views of the hybrid passive-active microperforated absorber in anechoic room.
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electrical signal driving the primary loudspeaker placed in front of the absorber (see Fig. 1) is
also used as reference signal for the active controller. The control and error path identification
filters operate concurrently. Both the number of taps and the algorithm convergence parameter
of the control and error path identification filters can be modified to optimize the cancellation at
the microphones.

Both passive and active absorption coefficients of such a prototype have been mea-
sured with the method outlined by Cobo et al. (2006a, 2007). This MLS (maximum length
sequences) impulsive technique requires a loudspeaker-microphone system optimally posi-
tioned according to their relative distances to the sample (see Fig. 1). First, the electroacoustic
system should record the direct event (without absorber). Then, it is turned toward the absorber
and the reflection trace is measured. Since this latter trace also contains diffractions from the
edges, the reflected event is picked up by windowing. Direct and reflected events, both filtered
with the same window, are use to obtain the passive absorption coefficient of the prototype
(Cobo, 2007). First, the passive absorption (active cells off) is measured. Then, the multichan-
nel controller is configured to reduce the MLS primary field radiated by the measuring loud-
speaker, at the error sensor locations. Once this cancellation is optimal, the filter coefficients are
locked and the active absorption is measured.

3. Results

Results reported in this section concern normal incidence. Figure 2 shows the spectra of the
four error microphones inside each local active cell with the active controller switched off
(thick line) and on (thin line). The primary MLS noise is sampled at 2500 Hz. The active con-
troller cancels this primary noise between 15 and 20 dB below 500 Hz. Both the adaptive con-
trol and error path filters have been optimally set up to 70 taps and a convergence parameter of
0.1.

Figure 3 shows the direct trace (above) and both reflected traces in front of the ex-
tended absorber, for the passive (center) and active (below) configuration. These traces have
been measured at normal incidence, with the loudspeaker and the microphone 90 and 5 cm
away from the center of the panel, respectively. This is the optimal loudspeaker-microphone
configuration for the size of the tested panel (Cobo et al., 2006a). Time windowing removes low
frequencies from the measured signals, so that this method has a lowest reliable frequency
inversely related with the window length (Cobo, 2007). For the time window illustrated in Fig.
3, the lowest reliable frequency was 217 Hz.

Fig. 2. Spectral levels of the error microphones inside the active cell with the active controller switched off �thick
line� and on �thin line�.
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Figure 4 shows the passive and active reflection coefficients obtained from the traces
of Fig. 3. Both passive and active theoretical absorption coefficients at normal incidence (Cobo
et al., 2004) are also included for the sake of comparison. The experimental passive curve
presents a slight notch around 600 Hz. It is believed to be due to the aperture made to the back
wooden panel in order to place the active cell. The active absorption coefficient, as expected
theoretically, improves the absorption curve in the low frequency range. The cut-off frequency
between the passive and active configuration appears around 470 Hz. The absorption coeffi-
cient from 200 to 400 Hz ranges from 0.2 to 0.4 for the passive absorber and from 0.72 to 0.75
for the active-passive absorber, demonstrating the low frequency enhancement expected for the
active component of the system. Above 500 Hz the passive and the active-passive systems pro-
vided comparable performance, as expected. The absorption coefficient averaged from

Fig. 3. Direct �above�, passive reflected �center�, and active reflected �below� traces, with the selecting windows
overlapped �thin lines�.

Fig. 4. Passive theoretical �thick solid line�, passive experimental �thick dashed line�, active theoretical �thin solid
line�, and active experimental �thin dashed line� absorption coefficients of the MPP.
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217 to 1000 Hz is 0.6 for the passive absorber and 0.75 for the active one.

4. Summary and conclusions

Authors have demonstrated in previous papers that hybrid passive-active systems are able to
provide broadband noise absorption in an impedance tube. A passive-active microperforated
absorber of only 5 cm thickness afforded 82% of absorption in the frequency band from
100 to 1600 Hz. Although such a high hybrid absorption can be hopefully foreseen with ex-
tended samples, experimental results supporting this presumption have not been reported yet.
This letter is pioneering in accounting for such results.

Measurements of passive-active absorption of an extended microperforated absorber
of �2.44 m�2.44 m�5 cm� in an anechoic room are reported. Absorption coefficients have
been measured according to a MLS impulsive technique which allows separating by windowing
the reflected event at the sample from diffractions at its edges. Since this time windowing re-
moves low frequencies from the traces, this method has a lowest reliable frequency inversely
related to the window length. The lowest reliable frequency of measurements was 217 Hz.

A multichannel active control system has been set up in a reduced size cell �62 cm
�54 cm�5 cm� at the back of the absorber. It was implemented with four loudspeaker-
microphone units, each one acting as a local active cell. The loudspeaker in each local cell was
driven according to the FXLMS algorithm so as to minimize the MLS primary field picked up
by a microphone just behind the microperforated panel. These error signal spectra were attenu-
ated between 15 and 20 dB in the frequency band up to 500 Hz. Results have proven that active
reduction of the sound pressure behind the extended liner can provide improved absorption at
low frequency. The absorption coefficient from 200 to 400 Hz ranges from 0.2 to 0.4 for the
passive absorber and from 0.72 to 0.75 for the active-passive absorber, demonstrating the low
frequency enhancement expected for the active component of the system. Above 500 Hz the
passive and the active-passive systems provided comparable performance, as expected.
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Abstract: Discrete-time domain methods provide a simple and flexible
way to solve initial boundary value problems. With regard to the sources in
such methods, only monopoles or dipoles can be considered. However, in
many problems such as room acoustics, the radiation of realistic sources is
directional-dependent and their directivity patterns have a clear influence on
the total sound field. In this letter, a method to synthesize the directivity of
sources is proposed, especially in cases where the knowledge is only based on
discrete values of the directivity diagram. Some examples have been carried
out in order to show the behavior and accuracy of the proposed method.
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1. Introduction

The limitations involved in the analytical solving of initial boundary value problems in different
research fields, such as acoustics, is a familiar problem. Numerical methods have been pro-
posed as accurate and efficient models to determine the sound field distribution in
N-dimensional problems. In room acoustics, sound field distribution can be predicted in this
way and the use of numerical approaches, among other proposed methods, which are based on
discrete-time domain methods, has gained popularity.1,2

Discrete-time domain methods are based on the spatial-temporal discretization of the
wave equation. According to this, a mesh of discretized spatial points represents the sound field
for a given time step. Among different paradigms in the discrete-time domain applied to the
room acoustic problems, the most frequently used methods are the finite-difference
time-domain3 (FDTD), digital waveguide mesh4 (DWM), transmission line matrix5 (TLM), and
the recently proposed functional transformation method6 (FTM).

The initial conditions for these methods are uniquely expressed as a distribution of
monopoles (pressure sources), and dipoles (particle velocity sources) particularly in the case of
the FDTD method; but in practical and more general problems, sources are too far to be repre-
sented as monopole or dipole sources and more complex source modeling is required. Sound
source modeling aims to achieve realistic sound inside a virtual environment with characteris-
tics resembling those of a real source. One of these characteristics is the directivity,7 whose
effects over the sound perception of the virtual room becomes highly significant.8 Although this
topic has been addressed in other auralization methods, such as image-source methods9 or
ray-tracing,10 complex directive sources have only been proposed, very recently, in a particular
discrete-time domain method—the DWM method.11 However, this is not a generalized method

a�Also at Telecommunication Engineering Department, University of Jaen, E-23700, Linares, Spain.
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that can be used in the rest of the methods and it only allows non-frequency-dependent imple-
mentations. A method able to solve more general problems (frequency-dependent directivities)
and other more efficient discrete-time domain methods, such as FDTD and FTM, is necessary.12

Furthermore, in order to obtain information regarding the directivity of real sources as
a function of the angles in a three-dimensional (3D) space and also as a function of the fre-
quency in the bandwidth of interest, complex facilities are required, e.g., anechoic chambers.
Unfortunately though, available public databases on this topic are not widespread. However,
directivity diagrams of sources for discrete frequencies are more common and they are avail-
able in technical literature.13

This letter proposes a method of incorporating directive sources for discrete-time do-
main methods, based on the information obtained in the directivity diagrams for discrete fre-
quencies. It can be applied to other more general problems in acoustics, but in this letter its use
in room acoustics is emphasized.

2. Method

As mentioned in Sec. I, the proposed method tries to simulate the behavior of a directive source
when it is used in discrete-time simulations. To accomplish this task its uses an array of basic
sources (monopoles) placed around the position of the directive source to be synthesized [see
Fig. 1(a)]. The method is based on the combination of an array of monopoles with different
amplitudes and phases in order to reproduce a desired sound field at given points.14 If such
points are selected for spherical distribution in far field, the resulting pressure pattern is directly
the directivity diagram of the source.

Therefore, the objective is to obtain the proper combination of signals that excite the
source distribution in order to obtain the desired angle-dependent behavior. However, the space
sampling process forces the source and receiver points to be located at discrete positions [see
Fig. 1(b)], but as will be shown in Sec. III this will not cause any problems. Next, the algorithm
is mathematically formulated in terms of the wave propagation.

Let us consider a harmonic 3D time-varying sound field p�x , t�=P�x ,��ej�t, where
P�x ,��= �P�x ,���ej�P�x,�� is defined as the complex pressure amplitude of the sound field in a
position x for the angular frequency �. Also, let us define source matrix position Xs
= �xs1

, . . . ,xsn
, . . . ,xsN

�T and receiver matrix position Xr= �xr1
, . . . ,xrm

, . . . ,xrM
�T, where the su-

perscript T indicates transposed vector. Note that for this purpose, Xr must correspond to a
circular distribution as shown in Fig. 1(a). The pressure at a point xrm

is calculated as a weighted
sum of the pressure sources as

P�xrm
,��ej�t =

1

4�
�
n=1

N

P�xsn
,��ej�t e

−j��/c��xsn
−xrm

�

�xsn
− xrm

�
, �1�

where c represents the speed of sound.

Fig. 1. �a� Source-receiver points distribution. �b� Space sampled distribution of source-receiver points.
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The weights that relate the pressure distribution of the sound field to the sound sources
are known as three-dimensional Green’s functions. In Eq. (1), the Green’s function for point
sources is employed. Assuming a far field approximation ��� /c��xsn

−xrm
��1�, or equivalently

a plane wave approach, the Green’s function can be simplified. This simplification is made
assuming that in far field �xsn

−xrm
� is a constant K, and Eq. (1) is expressed as

P�xrm
,�� �

1

K3D
�
n=1

N

P�xsn
,��e−j��/c��xsn

−xrm
�, �2�

where K3D=4�K. However, this constant can be avoided in the equations taking into account
that the directivity is expressed in relative terms. This simplification has the advantage of the
formulation remaining the same in the two-dimensional �2D� case, in far field,15 where the
constant changes to K2D=4e−j��/4� / j	��K / �2c�.

The summation of Eq. (2) can be expressed in matrix form as

pr = Cps, �3�

where ps= �P�xs1
,�� , . . . ,P�xsN

,���T and pr= �P�xr1
,�� , . . . ,P�xrM

,���T, and then the matrix
C of Green’s functions is defined as

C = 
 e−j��/c��xs1
−xr1

�
¯ e−j��/c��xsN

−xr1
�

] � ]

e−j��/c��xs1
−xrM

�
¯ e−j��/c��xcN

−xrM
� � . �4�

In that problem, pr are known data, representing the angular pressure distribution
around the sources, according to the directivity diagram. Despite directivity diagrams being
expressed in terms of absolute values and pr being a complex number, this is not a handicap, as
will be shown later in the results.

In general, Eq. (3) cannot be solved as ps=C−1pr, because it normally corresponds to
an under- or overdetermined system (the number of sources and the angular resolution, i.e., the
number of receivers—they are not usually the same). In these cases, an approximate solution is
usually obtained in a least-squares sense. This can be carried out by means of minimum least-
squares method, i.e., by means of the pseudoinverse.16 Equation (5) shows the solution expres-
sion where matrix CTC is always square:

ps = �CTC�−1CTpr. �5�

It must be taken into account that the point source distribution affects the sound field
resolution. For a proper solution, the distribution of point sources must comply with a relation
between distances to properly synthesize the field. This relation depends on the frequency. In
this way, it is possible to correctly synthesize a sound field between a maximum fmax and a
minimum frequency fmin in a given distribution of sources17

fmax =
c

2�xsi
− xsj

�min
, ∀ i � j , �6�

fmin =
c

2�xsi
− xsj

�max
, ∀ i � j , �7�

where �·� represents the norm of the vector.
The application of the proposed algorithm to the different paradigms (FDTD, DWM,

TLM, etc.) is straightforward: pressure values p�x , t� are given into discretized spatial points

�x= �x ,y ,z�= �i�x , j�y ,k�z�� in a particular time step t=n�t; in the sequel, X̃s and X̃r must be
considered as the discrete point position of sources and receivers [see Fig. 1(b)].
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It is important to note than the calculations are made in the frequency domain. Once
the pressure values ps are calculated at the point sources, the discrete-time domain excitation
signals must be achieved. For each point source of the array, when a sinusoidal signal with a
given frequency �0 is employed, it is done by

�p�x̃rm
,n���=�0

= Re��P�x̃rm
,�0��ej��0n�t+�P�x̃rm

,�0�� . �8�

3. Examples and results

In this section, some examples of synthesis of directive sources are presented in order to vali-
date the proposed algorithm. As mentioned previously, the application of the method is valid for
all these paradigms and also produces equivalent results among the different methods.18

3.1 Simulation setup

To carry out the following experiments, the FDTD method has been selected because it is one of
the most efficient methods and its theory for implementing absorbing boundary conditions is
well known. More precisely, the perfect matched layer19 method has been selected and imple-
mented into the mesh boundaries in order to minimize the effects of the associated reflections.

In these examples, a 2D mesh has been used (a 3D application is straightforward).
Searching for an efficient implementation, the FDTD method has been carried out in a one-step
approach (only pressure has been considered).20 Simulations have been developed for two fre-
quencies, 500 and 2000 Hz. Due to the effects of the inherent dispersion in FDTD, the sampling
frequency fs has been selected as 20 times the maximum frequency to be simulated, fs

=40 kHz. According to the Courant formula3 ��x=	2c�t�, each cell represents 0.012 m2.
The source points are distributed in a staircase circle, taking space sampling into ac-

count. The setup is composed of 12 sources forming a circle with a radius of 0.096 m (around 8
cells of distance over the center point) for the frequency of 500 Hz and 12 sources for the
frequency of 2000 Hz (around 30 cells of radius); this setup is accomplished with Eqs. (6) and
(7). This selection implies that the first distribution allows the synthesis of frequencies between
approximately 450–900 Hz and the second distribution around 1700–3300 Hz.

The receiver points have been placed in a circle with a 10�max radius around the central
point in order to guarantee far field conditions, where �max is the maximum wavelength of the
synthesized field. A mesh of 500�500 cells has been used to accommodate the receiving points
and leave some free space.

3.2 Results

According to the mathematical development presented in the previous section, the complex
amplitude of the sources is calculated. Since the directivity diagram does not give any informa-
tion about phase, a zero phase or random phase at receiver can be assumed, giving nearly the
same results in absolute value terms. In all of the following experiments, a zero phase has been
considered for pr.

In the first example, let us consider a distribution of pressure for a given frequency
�1=2�500 rad/s with an angular resolution of ��=� /4. The directivity data are defined in an
counterclockwise manner as pr1�dB�

= �0,−3,−7,−4,−5,−10,−4,−1�.
Figure 2(a) shows, in the form of a continuous line, the expected directivity diagram

and, in the form of a dotted line, the one obtained. A high level of agreement exists between the
expected and the obtained results, and it is even difficult to differentiate the two. However, note
that in the radiated sound field [Fig. 2(b)], sharp variations in the directivity between the eight
data angles occur. When input information has a low angular resolution, this effect is more
noticeable. When representing these results with a higher angular resolution, as shown in Fig.
2(c), some nonexpected irregularities arise.

In cases with low angle resolution information, a possible solution could be to inter-
polate the original directivity in the unknown angles of the diagram, obtaining more angular
resolution and then applying the algorithm. Figure 3 shows the results obtained by increasing
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the angular resolution (5°) and interpolating data with spline functions.21 It shows how the
results follow a much smoother change and in a more natural way, as with real sources. How-
ever, as expected, some differences exist between the results obtained with a low and a higher
directivity angular resolution, due to the characteristics of the minimum least-squares method.
This is manifested as a directivity curve that does not pass exactly through the expected points
of the original directivity diagram. There is a tradeoff between the curve smoothness and the
precision at the reference points when the number of receivers increases.

It is also possible to find in the literature examples of directivity diagrams with a
higher angular resolution. For instance, in the next example, a directivity diagram of a baffled
kettledrum is used,22 with a selected frequency of 500 Hz, corresponding to the mode (31) [see
Fig. 4(a)]. The number of sources is the same as the previous example (12 sources), but the
angular resolution of the directivity diagram is 10° (36 receivers). In Fig. 4(a) the high similar-
ity between the theoretical and the obtained directivity diagram can be observed and Fig. 4(b)
shows the sound field produced for the configuration of sources calculated by means of a FDTD
simulation.

One of the main advantages of discrete-time domain methods is their capacity to deal
with broadband results, allowing several discrete frequency directivities to be carried out in a
unique simulation. In order to show this, let us consider a directivity at two frequencies, one is
pr1 at �1=2�500 rad/s, and the new one, for �2=2�2000 rad/s, is pr2�dB�

= �0,−10,−12,

−4,0 ,−6 ,−5,−2�. The results in Fig. 5 show the sound field produced as the combination of
both signals. This property allows the creation of complex directive sources as a result of the
combination of the single directivity diagram for different frequencies in a unique simulation.

Finally, the results obtained with FDTD have been compared to other discrete-time
methods and it can be concluded that directivity diagrams are the same for the DWM and

Fig. 2. �a� Comparison between the expected �gray-continuous line� and the obtained �black-dotted line� diagram
directivity in a discrete-time domain method. �b� Obtained radiated sound field simulated in a FDTD mesh. �c�
Obtained directivity diagram measured with a higher angular precision �dots indicate points used in the calculations�.

Fig. 3. �a� Directivity diagram obtained increasing the angular resolution by interpolation of the data of Fig. 2. �b�
Obtained radiated sound field simulated in a FDTD mesh.
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TLM.18 Compared to the FTM, very few, almost negligible, differences have been found. It
must be taken into account that FTM is free of dispersion,6 and for the presented examples, the
FDTD mesh has been selected for a low level of dispersion because oversampling has been
used. In summary, efficacy of the proposed algorithm is independent of the discrete-time
method used.

It should be noted that the pressure sources mentioned in this work correspond to hard
sources (the sources are not affected by the surrounding points). The influence in cases of trans-
parent sources and realistic boundary conditions (partial reflections and frequency-dependent
boundary conditions) should be analyzed.

4. Conclusions

In this letter, an approach to the synthesis of directive sources for discrete-time methods has
been presented. The information relative to the directivity of the source is based on a set of
points of the directivity diagrams. A combination of an array of monopole sources is used to
create a particular sound field according to a directivity diagram, that demonstrates real source
behavior. To obtain the weights for each source the least-squares method has been employed,
allowing the creation of several directivities for different frequencies in a unique simulation for
discrete-time domain methods. By means of different examples, the method has been tested and
validated. Moreover, it has been implemented in several discrete-time methods and the results
are independent of the method selected.

Fig. 4. �a� Comparison between the expected �gray-continuous line� and the obtained �black-dotted line� directivity
diagram of baffled kettledrum in a discrete-time domain method. �b� Obtained radiated sound field simulated in a
FDTD mesh.

Fig. 5. �a� Comparison between the expected �gray-continuous line� and the obtained �black-dotted line� diagram
directivity for two different frequencies in a discrete-time domain method. �b� Obtained radiated sound field simu-
lated in a FDTD mesh.
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Abstract: The variations of phase velocity and normalized broadband ul-
trasonic attenuation (nBUA) with porosity were investigated in Polyacetal
cuboid bone-mimicking phantoms with circular cylindrical pores running
normal to the surface along the three orthogonal axes. The frequency-
dependent phase velocity and attenuation coefficient in the phantoms with
porosities from 0% to 65.9% were measured from 0.65 to 1.10 MHz. The
results showed that the phase velocity at 880 kHz decreased linearly with
porosity, whereas the nBUA increased linearly with porosity. This study pro-
vides a useful insight into the relationships between ultrasonic properties and
porosity in bone at porosities lower than 70%.
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1. Introduction

It is now widely accepted that quantitative ultrasound (QUS) technologies have the potential for
the assessment of osteoporosis and bone status (Laugier, 2004). Most of the current clinical
QUS devices measure the speed of sound (SOS) and the broadband ultrasonic attenuation
(BUA) at easily accessible peripheral sites such as the calcaneus and finger phalanges (Njeh et
al., 1999). SOS and BUA are sometimes combined linearly into a single index, which compen-
sates for the temperature variation and offers better stability than either parameter taken alone
(Njeh et al., 1999; Wear and Armstrong, 2001). However, the underlying physics for the varia-
tions of QUS parameters in trabecular bone is not well understood yet.

Clarke et al. (1994) and Strelitzki et al. (1997) showed that a trabecular bone phantom
material consisting of small cubic gelatin granules randomly distributed in epoxy (the Leeds
Bone Phantom) is useful for the prediction of the variations of ultrasonic properties, such as
phase velocity, dispersion, and attenuation, with porosity and pore size of trabecular bone. Re-
cently, Wear (2005) reported the dependencies of phase velocity and dispersion on trabecular
thickness, spacing, and volume fraction, using a trabecular-bone-mimicking phantom consist-
ing of two-dimensional arrays of parallel nylon wires. Although the phantoms used in those
studies are substantially different in materials and shapes of inclusions and ranges of porosities
spanned, those phantom studies enable us to understand the relationships between ultrasonic
properties and trabecular microarchitecture.

The present study aims to provide an insight into the variations of phase velocity and
normalized broadband ultrasonic attenuation (nBUA) with porosity in bone, using Polyacetal
cuboid bone-mimicking phantoms with circular cylindrical pores running normal to the surface
along the three orthogonal axes. The frequency-dependent phase velocity and attenuation coef-
ficient in the phantoms with porosities from 0% to 65.9% were measured from 0.65 to
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1.10 MHz, using a matched pair of transducers with a diameter of 0.5 in. and a center frequency
of 1.0 MHz.

2. Materials and methods

2.1 Bone-mimicking phantoms

Four Polyacetal cuboid phantoms with a square cross section of 20�20 mm2 and a thickness of
10 mm (custom built by Nam Il Optical Components Corp., Incheon, Republic of Korea) were
interrogated. Their dimensions were measured using a micrometer with a precision of 0.5 mm.
The porosity of the phantoms was altered by changing the pore spacing only, since the pore size
was fixed. One phantom consisted of pure Polyacetal without pores and three phantoms had
circular cylindrical pores, running normal to the surface along the three orthogonal axes, with a
diameter �a� of 0.8 mm and three different spacing �s� of 3.0, 2.0, and 1.3 mm, respectively (see
Table 1). A phantom with a=0.8 and s=1.3 mm is shown in Fig. 1. The porosity, �, occupied by
pores is given by

� =
a2

s2 �3�

4
−

a

s
� . �1�

As seen in Table 1, the values for the porosity of four phantoms were 0%, 14.9%, 31.3%, and
65.9%, which resulted in porosities lower than the range reported for human calcaneus, 86% –
98% �Wear et al., 2005�. The porosities investigated here are relatively lower than values seen
in human cancellous bone but cover ranges of cortical bone �0% – 30%� and dense cancellous
bone �30% – 70%�.

Table 1. Properties of four phantoms.

Phantom Pore diameter �a� Pore spacing �s� Porosity ���

1 Pure Polyacetal without pores 0.0%
2 0.8 mm 3.0 mm 14.9%
3 0.8 mm 2.0 mm 31.3%
4 0.8 mm 1.3 mm 65.9%

Fig. 1. Photograph of the phantom with a=0.8 mm and s=1.3 mm.
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The phantom design simplifies the complex architecture of trabecular bone filled with
fatty marrow as a cuboid structure of Polyacetal with circular cylindrical pores, running normal
to the surface along the three orthogonal axes, filled with water. Polyacetal comprising the skel-
etal frame of the phantoms corresponds to mineralized bone and water inside the pores to mar-
row. The pore diameter of 0.8 mm is comparable with typical values for trabecular separation in
human calcaneus (Hans et al., 1995; Ulrich et al., 1999). Table 2 shows the acoustic properties
of Polyacetal measured in the present study and mineralized bone (or cortical bone) material in
the literature (Njeh et al., 1999). As seen in Table 2, the longitudinal velocity and attenuation
coefficient at 880 kHz in the Polyacetal were 2434±5 m/s and 6.6±0.3 dB/cm, respectively.
This indicates that the Polyacetal used here is similar in acoustic properties to typical mineral-
ized bone material. The substitution of water for bone marrow may be justified by the fact that
many in vitro measurements performed with water instead of marrow result in consistency with
in vivo measurements (Wear, 2005).

2.2 Ultrasonic measurements

Ultrasonic measurements were performed in a water bath filled with distilled water at room
temperature �18 °C�, using the through-transmission method. A matched pair of broadband,
plane (unfocused) transducers with a diameter of 0.5 in. and a center frequency of 1.0 MHz
(Panametrics V303) was used in order to cover the wide range of frequencies of interest. The
two transducers were coaxially aligned, facing each other. Their opposing faces were separated
by a distance of 50 mm, greater than the near-field distance of 26.5 mm stated by the manufac-
turer. The phantom was coaxially aligned with the transducers and placed in a soundproof
mount to prevent diffraction around the edges of the phantom. A 200 MHz pulser/receiver
(Panametrics 5900PR) was used to generate ultrasonic pulses through a transducer (transmitter)
and to receive signals transmitted through the phantom at the other transducer (receiver). Re-
ceived signals were averaged over 100 pulses in time domain using a 500 MHz digital storage
oscilloscope (LeCroy LT342) and stored on a computer for offline analysis.

In order to measure the phase velocity, the received signals were recorded with and
without the phantom in the acoustic path. The frequency-dependent phase velocity, cp���, was
determined by

cp��� =
cw

1 − �cw�����/�d�
, �2�

where � is the angular frequency of the wave, d is the thickness of the phantom, and ����� is
the difference in unwrapped phases of the received signals with and without the phantom. The
unwrapped phase difference, �����, was calculated by taking the fast Fourier transform of the
digitized received signals �Wear, 2005�. The temperature-dependent speed of sound in distilled
water, cw, is given by �Kaye and Laby, 1995�

cw = 1402.9 + 4.835 � T − 0.047016 � T2 + 0.00012725 � T3, �3�

where T is the temperature in °C. It was verified that the estimates of Eq. �3� were consistent
with the measurements performed in the water bath given the precision of the digital thermom-
eter used.

The attenuation coefficient was determined using the same signal acquired for phase

Table 2. Acoustic properties of Polyacetal measured in the present study and mineralized bone �or cortical bone�
material in the literature. The longitudinal velocity and attenuation coefficient in the Polyacetal were measured at
880 kHz.

Material Density
Longitudinal

velocity
Attenuation
coefficient

Polyacetal 1406±26 kg/m3 2434±5 m/s 6.6±0.3 dB/cm
Mineralized
bone materiala

2040–2150 kg/m3 2520–4290 m/s 6–52 dB/cm

aNjeh et al., 1999.
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velocity measurements. The frequency-dependent attenuation coefficient, ����, in unit of
dB/cm was calculated by

���� =
20 log�e�

d
�ln

�A0����
�As����

+ ln������	 , �4�

where A0��� is the amplitude spectrum of the signal through water only, As��� is the amplitude
spectrum of the signal through the phantom, d is the thickness of the phantom in cm, and ����
is the power transmission coefficient at the interface between water and the phantom. The first
term on the right hand side of Eq. �4� is the apparent attenuation �i.e., signal loss� and the second
term is the transmission losses at each interface, water/phantom and phantom/water. The trans-
mission losses were determined from separate measurements of density and phase velocity of
the phantom. Meanwhile, they are generally assumed to be negligible in human trabecular bone
�Njeh et al., 1999�.

A total of ten measurements were performed on each phantom, repositioning the phan-
tom after each measurement. The experimental data of phase velocity, attenuation coefficient,
and nBUA presented here represent the average of the ten measurements. Their standard devia-
tions (the random uncertainty of their measurements) were observed within 5% and are not
indicated in the figures.

3. Results and discussion

Figure 2 shows the temporal reference signal transmitted through water only and phantom sig-
nals transmitted through four phantoms. As seen in Fig. 2, each phantom signal exhibits an
earlier arrival time than that observed in water. This is because the sound speed in the phantoms
is greater than that in water. It is notable that the signals through the phantoms with pores
exhibit pulse elongation with the higher frequencies arriving later, characteristic of negative
dispersion. This may be due to the interference between fast and slow waves, resulting in the
negative dispersion (Marutyan et al., 2006). The amplitude spectrum level of the reference
signal transmitted through water only reached a maximum at the frequency of 880 kHz. As
expected, the center frequencies of the signals transmitted through the phantoms were shifted to
lower frequencies, resulting from increasing attenuation with frequency. The usable �−6 dB�
frequency bandwidth was found between 0.65 and 1.10 MHz.

Figure 3 (left) shows the phase velocity as a function of frequency measured for four
phantoms. The solid lines are linear fits to the measured data. As seen in Fig. 3 (left), the phase
velocity in the phantom with a porosity of 65.9% has an apparent negative slope with frequency

Fig. 2. Temporal reference signal transmitted through water only and phantom signals transmitted through four
phantoms.
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over the range from 0.65 to 1.10 MHz �−60±15 m/sMHz�. This negative dispersion has been
observed in several in vitro measurements in trabecular bone (Nicholson et al., 1996; Strelitzki
and Evans, 1996; Droin et al., 1998; Wear, 2000, 2001; Waters and Hoffmeister, 2005) and also
measured in bone-mimicking phantoms (Strelitzki et al., 1997; Wear, 2001, 2005). Wear (2001)
successfully applied the stratified model to predict the negative dispersion in human trabecular
bone, modeling it as a simple layered structure of periodically alternating bone-marrow plates.
Recently, Marutyan et al. (2006) proposed that the apparent negative dispersion in trabecular
bone can result from the interference between fast and slow waves, based on computer simula-
tions of the Biot-Johnson and stratified models. It should be noted that, in the present study,
significant negative dispersion was observed only in the phantom with the highest porosity of
65.9%. As can be observed in Fig. 3 (left), the phantoms with the lower porosities of 14.9% and
31.3% exhibited a slightly negative dispersion over the frequency range available. Although the
slope of phase velocity as a function of frequency may have clinical significance, the physical
mechanism responsible for the variation of dispersion with porosity in trabecular bone is not
well understood yet.

Figure 3 (right) shows the phase velocity at 880 kHz (the frequency at which the am-
plitude spectrum level reaches a maximum) as a function of porosity measured for four phan-
toms. The value of about 1475 m/s at a porosity of 100% represents the phase velocity mea-
sured in distilled water at 18 °C. The black line is a linear fit to the measured data on the
phantoms and the gray curve is a polynomial fit of second order to all data including the mea-
surement at 100%. It can be found that the phase velocity in the Polyacetal cuboid bone-
mimicking phantoms decreases linearly with porosity over the range from 0% to 65.9%. This is
attributed to the increase in porosity (i.e., the decrease in volume fraction of Polyacetal) result-
ing from decreases in pore spacing of the phantoms. These findings underpin the fact that SOS
in trabecular bone is highly correlated with bone mineral density over a wide range of densities
(Nicholson et al., 1994; Han et al., 1996; Serpe and Rho, 1996). It may be worthwhile to note
previous phantom studies on the relationship between phase velocity and porosity, even if their
porosity ranges are relatively high compared to that considered in the present study. For ex-
ample, Wear (2005) observed that the phase velocity in a trabecular-bone-mimicking phantom,
consisting of two-dimensional arrays of parallel nylon wires, is a linearly decreasing function of
porosity from 88% to 98%. Meanwhile, Strelitzki et al. (1997) reported that a quadratic model
provides a more appropriate fit for a different bone phantom, consisting of small cubic gelatin
granules randomly distributed in epoxy, over a wide range of porosities from 46% to 83%. The
polynomial fit in Fig. 3 (right) also shows that the phase velocity tends to decrease nonlinearly,
but still monotonically with porosity over the entire range from 0% to 100%. Indeed, there is
some indication of nonlinearity in human trabecular bone with very high porosities (Wear et al.,
2005). This nonlinear variation of phase velocity with porosity in trabecular bone has been
predicted using the Biot model (Williams, 1992; Hosokawa and Otani, 1997, 1998;Wear et al.,

Fig. 3. �left� Phase velocity as a function of frequency measured for four phantoms. The solid lines are linear fits to
the measured data. �right� Phase velocity at 880 kHz as a function of porosity measured for four phantoms. The black
line is a linear fit to the measured data on the phantoms and the gray curve is a polynomial fit of second order to all
data including the measurement at 100%.
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2005; Lee and Yoon, 2006) and the modified Biot-Attenborough (MBA) model (Lee et al.,
2003). Lin et al. (2001) also demonstrated that the theoretical relationship between velocity and
porosity is not strictly linear, using the stratified model.

Figure 4 (left) shows the attenuation coefficient as a function of frequency measured
for four phantoms. The solid lines are linear fits to the measured data. As seen in Fig. 4 (left), the
attenuation coefficients in all the phantoms increase linearly with frequency over the range from
0.65 to 1.10 MHz. These results are consistent with the fact that the attenuation is a linear
function of frequency over the chosen range in trabecular bone. The slope of the linear fit to the
frequency-dependent attenuation over the bandwidth of interest, typically from 200 to 600 kHz,
which is referred to as nBUA, has been shown to be useful to indicate bone health (Langton et
al., 1984). Nevertheless, the nBUA approach, implying a simple linear relationship between
attenuation coefficient and frequency, does not rely upon any physical bases.

Figure 4 (right) shows the nBUA as a function of porosity measured for four phan-
toms. The value of about 0 dB/cm at a porosity of 100% represents the nBUA measured in
distilled water at 18 °C. The nBUA was determined by the linear regression of attenuation
coefficient over the frequency bandwidth from 0.65 to 1.10 MHz. The black line is a linear fit to
the measured data on the phantoms and the gray curve is a polynomial fit of fourth order to all
data including the measurement at 100%. It can be found that the nBUA in the Polyacetal
cuboid bone-mimicking phantoms increases linearly with porosity over the range from 0% to
65.9%. The increasing nBUA with porosity at porosities lower than 70% seems to be consistent
with those previously observed in trabecular bone by several authors (Han et al., 1996;
Hodgkinson et al., 1996; Serpe and Rho, 1996). They found that the nBUA increased slowly
with porosity, showing a peak at the porosity of roughly 70%, and decreased rapidly thereafter.
Similar nonlinear relationships between nBUA and porosity have been reported in a trabecular
bone phantom material (the Leeds Bone Phantom), with a peak at the porosity of about 50%
(Clarke et al., 1994; Strelitzki et al., 1997). Some theoretical models, such as the scattering
model (Nicholson et al., 2000) and the stratified model (Lin et al., 2001), successfully predicted
such nonlinear trends experimentally observed in trabecular bone and bone-mimicking phan-
toms. One of our previous works employing the MBA model also predicted the nonlinear de-
pendence of nBUA on porosity in bovine trabecular bone (Lee et al., 2003).

In summary, the variations of phase velocity and nBUA with porosity were investi-
gated in Polyacetal cuboid bone-mimicking phantoms with circular cylindrical pores running
normal to the surface along the three orthogonal axes. The results showed that the phase veloc-
ity at 880 kHz decreased linearly with porosity over the range from 0% to 65.9%, whereas the
nBUA increased linearly with porosity. The dependencies of phase velocity and nBUA on po-
rosity in the phantoms were consistent with those previously observed in trabecular bone and
bone-mimicking phantoms. This study provides a useful insight into the relationships between
ultrasonic properties and porosity in bone at porosities lower than 70%.

Fig. 4. �left� Attenuation coefficient as a function of frequency measured for four phantoms. The solid lines are linear
fits to the measured data. �right� nBUA as a function of porosity measured for four phantoms. The black line is a
linear fit to the measured data on the phantoms and the gray curve is a polynomial fit of fourth order to all data
including the mearuement at 100%.

Kang Il Lee and Min Joo Choi: JASA Express Letters �DOI: 10.1121/1.2719046� Published Online 16 May 2007

EL268 J. Acoust. Soc. Am. 121 �6�, June 2007 Kang Il Lee and Min Joo Choi: Phase velocity in bone-mimicking phantoms



Acknowledgment

The research was supported in part by the industrial technology innovation program of the
Ministry of Commerce, Industry and Energy, Republic of Korea.

References and links
Clark, A. J., Evans, J. A., Truscott, J. G., Milner, R., and Smith, M. A. (1994). “A phantom for quantitative
ultrasound of trabecular bone,” Phys. Med. Biol. 39, 1677–1687.
Droin, P., Berger, G., and Laugier, P. (1998). “Velocity dispersion of acoustic waves in cancellous bone,” IEEE
Trans. Ultrason. Ferroelectr. Freq. Control 45, 581–592.
Han, S., Rho, J., Medige, J., and Ziv, I. (1996). “Ultrasound velocity and broadband attenuation over a wide
range of bone mineral density,” Osteoporosis Int. 6, 291–296.
Hans, D., Arlot, M. E., Schott, A. M., Roux, J. P., Kotzki, P. O., and Meunier, P. J. (1995). “Do ultrasound
measurements on the os calcis reflect more the bone microarchitecture than the bone mass? A two-dimensional
histomorphometric study,” Bone (N.Y.) 16, 295–300.
Hodgkinson, R., Njeh, C. F., Whitehead, M. A., and Langton, C. M. (1996). “The non-linear relationship
between BUA and porosity in cancellous bone,” Phys. Med. Biol. 41, 2411–2420.
Hosokawa, A., and Otani, T. (1997). “Ultrasonic wave propagation in bovine cancellous bone,” J. Acoust. Soc.
Am. 101, 558–562.
Hosokawa, A., and Otani, T. (1998). “Acoustic anisotropy in bovine cancellous bone,” J. Acoust. Soc. Am. 103,
2718–2722.
Kaye, G. W. C., and Laby, T. H. (1995). Tables of Physical and Chemical Constants and Some Mathematical
Functions (Longman, London, UK).
Langton, C. M., Palmer, S. B., and Porter, R. W. (1984). “The measurement of broadband ultrasonic attenuation
in cancellous bone,” Eng. Med. 13, 89–91.
Laugier, P. (2004). “An overview of bone sonometry,” International Congress Series 1274, 23–32.
Lee, K. I., Roh, H. S., and Yoon, S. W. (2003). “Acoustic wave propagation in bovine cancellous bone: Application
of the modified Biot-Attenborough model,” J. Acoust. Soc. Am. 114, 2284–2293.
Lee, K. I., and Yoon, S. W. (2006). “Comparison of acoustic characteristics predicted by Biot’s theory and the
modified Biot-Attenborough model in cancellous bone,” J. Biomech. 39, 364–368.
Lin, W., Qin, Y. X., and Rubin, C. (2001). “Ultrasonic wave propagation in trabecular bone predicted by the
stratified model,” Ann. Biomed. Eng. 29, 781–790.
Marutyan, K. R., Holland, M. R., and Miller, J. G. (2006). “Anomalous negative dispersion in bone can result
from the interference of fast and slow waves,” J. Acoust. Soc. Am. 120, EL55–EL61.
Nicholson, P. H. F., Haddaway, M. J., and Davie, M. W. J. (1994). “The dependence of ultrasonic properties on
orientation in human vertebral bone,” Phys. Med. Biol. 39, 1013–1024.
Nicholson, P. H. F., Lowet, G., Langton, C. M., Dequeker, J., and Van der Perre, G. (1996). “A comparison of time-
domain and frequency-domain approaches to ultrasonic velocity measurement in trabecular bone,” Phys.
Med. Biol. 41, 2421–2435.
Nicholson, P. H. F., Strelitzki, R., Cleveland, R. O., and Bouxsein, M. L. (2000). “Scattering of ultrasound in
cancellous bone: Predictions from a theoretical model,” J. Biomech. 33, 503–506.
Njeh, C. F., Hans, D., Fuerst, T., Gluer, C. C., and Genant, H. K. (1999). Quantitative Ultrasound: Assessment
of Osteoporosis and Bone Status (Martin Dunitz, London, UK).
Serpe, L., and Rho, J. Y. (1996). “The nonlinear transition period of broadband ultrasound attenuation as bone
density varies,” J. Biomech. 29, 963–966.
Strelitzki, R., and Evans, J. A. (1996). “On the measurement of the velocity of ultrasound in the os calcis using
short pulses,” Eur. J. Ultrasound 4, 205–213.
Strelitzki, R., Evans, J. A., and Clarke, A. J. (1997). “The influence of porosity and pore size on the ultrasonic
properties of bone investigated using a phantom material,” Osteoporosis Int. 7, 370–375.
Ulrich, D., Van Rietbergen, B., Laib, A., and Ruegsegger, P. (1999). “The ability of three-dimensional structural
indices to reflect mechanical aspects of trabecular bone,” Bone (N.Y.) 25, 55–60.
Waters, K. R., and Hoffmeister, B. K. (2005). “Kramers-Kronig analysis of attenuation and dispersion in
trabecular bone,” J. Acoust. Soc. Am. 118, 3912–3920.
Wear, K. A. (2000). “Measurements of phase velocity and group velocity in human calcaneus,” Ultrasound Med.
Biol. 26, 641–646.
Wear, K. A. (2001). “A stratified model to predict dispersion in trabecular bone,” IEEE Trans. Ultrason.
Ferroelectr. Freq. Control 48, 1079–1083.
Wear, K. A. (2005). “The dependencies of phase velocity and dispersion on trabecular thickness and spacing in
trabecular bone-mimicking phantoms,” J. Acoust. Soc. Am. 118, 1186–1192.
Wear, K. A., and Armstrong, D. W. (2001). “Relationships among calcaneal backscatter, attenuation, sound
speed, hip bone mineral density, and age in normal adult women,” J. Acoust. Soc. Am. 110, 573–578.
Wear, K. A., Laib, A., Stuber, A. P., and Reynolds, J. C. (2005). “Comparison of measurements of phase velocity
in human calcaneus to Biot theory,” J. Acoust. Soc. Am. 117, 3319–3324.
Williams, J. L. (1992). “Ultrasonic wave propagation in cancellous and cortical bone: Prediction of some
experimental results by Biot’s theory,” J. Acoust. Soc. Am. 91, 1106–1112.

Kang Il Lee and Min Joo Choi: JASA Express Letters �DOI: 10.1121/1.2719046� Published Online 16 May 2007

J. Acoust. Soc. Am. 121 �6�, June 2007 Kang Il Lee and Min Joo Choi: Phase velocity in bone-mimicking phantoms EL269



ACOUSTICAL NEWS—USA

Elaine Moran
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle, Melville, NY 11747-4502

Editor’s Note: Readers of the journal are encouraged to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

2007 Medwin Prize in Acoustical Oceanography
Awarded to Brian Dushaw

Brian D. Dushaw was named the re-
cipient of the 2007 Medwin Prize in
Acoustical Oceanography. “For con-
tributions to the acoustic measure-
ment of climate change.” Dr.
Dushaw is Senior Oceanographer,
Applied Physics Laboratory, Univer-
sity of Washington, Seattle. He re-
ceived an A.B. degree in Physics
from Occidental College, an M.A. in
Physics from the University of Cali-
fornia, Davis, and a Ph.D. from the
University of Callifornia, San Diego,
in Physical Oceanography.
The prize was awarded to Dr.
Dushaw at the meeting of the Acous-
tical Society of America held in Salt

Lake City, UT, 4–8 June 2007. During the meeting he presented the Acous-
tical Oceanography Prize Lecture titled “The recent history of our under-
standing of low-mode internal tides in the ocean.”

The Medwin Prize in Acoustical Oceanography was established in
2000 through a grant made to the Acoustical Society Foundation by Herman
and Eileen Medwin to recognize a person for the effective use of sound in
the discovery and understanding of physical and biological parameters and
processes in the sea. Previous recipients have been Timothy G. Leighton,
Bruce D. Cornuelle, Jeffrey A. Nystuen, Stan E. Dosso, Svein Vagle, and
John K. Horne.

Applications and/or nominations for the award are due in September
each year. For further information about the award, please contact the
Acoustical Society of America, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502, Tel: 516-576-2360; Fax: 516-576-2377; E-mail:
asa@aip.org. Application information can also be found on the ASA Home

Page at http:// asa.aip.org/fellowships.html.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

2007
24–26 July Revolutionary Aircraft for Quiet Communities, Hampton,

VA �A NASA workshop hosted by the National Institute
of Aerospace and co-sponsored by the Joint Planning and
Development Office and the Council of European Aero-
space Societies; Web: www.nianet.net�.

5–8 Oct. 123rd Audio Engineering Society Convention, New
York, NY �Audio Engineering Society, 60 E. 42 St., Rm.
2520, New York, NY 10165-2520, Tel: 212-661-8528;
Fax: 212-682-0477; Web: www.aes.org�.

22–24 Oct. NOISE-CON 2007, Reno, NV �Institute of Noise Control
Engineering, INCE Business Office, 210 Marston Hall,
Ames, IA 50011-2153, Tel.: 515-294-6142; Fax: 515-
294-3528; E-mail: ibo@inceusa.org�

27 Nov.–2
Dec.

154th Meeting of the Acoustical Society of America,
New Orleans, LA �note Tuesday through Saturday�
�Acoustical Society of America, Suite 1NO1, 2 Hunting-
ton Quadrangle, Melville, NY 11747-4502; Tel.: 516-
576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
Web: http://asa.aip.org�.

2008
29 June–4
July

Acoustics08, Joint Meeting of the Acoustical Society of
America �ASA�, European Acoustics Association �EAA�,
and the Acoustical Society of France �SFA�, Paris,
France �Acoustical Society of America, Suite 1NO1, 2
Huntington Quadrangle, Melville, NY 11747-4502; Tel.:
516-576-2360; Fax: 516-576-2377; E-mail: asa@aip.org;
Web: http://asa.aip.org/meetings.html�.

27–30 Jul NOISE-CON 2008, Dearborn, MI �Institute of Noise
Control Engineering, INCE Business Office, 210 Mar-
ston Hall, Ames, IA 50011-2153, Tel.: 515-294-6142;
Fax: 515-294-3528; E-mail: ibo@inceusa.org�.

28 Jul–1
Aug

9th International Congress on Noise as a Public Health
Problem, Quintennial Meeting of ICBEN �the Interna-
tional Commission on Biological Effects of Noise�, Fox-
woods Resort, Mashantucket, CT �Jerry V. Tobias,
ICBEN 9, P.O. Box 1609, Groton CT 06340-1609; Tel.:
860-572-0680; Web: www.icben.org; E-mail:
icben2008@att.net�.

Cumulative Indexes to the Journal of the
Acoustical Society of America

Ordering information: Orders must be paid by check or money order in
U.S. funds drawn on a U.S. bank or by Mastercard, Visa, or American
Express credit cards. Send orders to Circulation and Fulfillment Division,
American Institute of Physics, Suite 1NO1, 2 Huntington Quadrangle,
Melville, NY 11747-4502; Tel.: 516-576-2270. Non-U.S. orders add $11 per
index.

Some indexes are out of print as noted below.

Volumes 1–10, 1929–1938: JASA and Contemporary Literature, 1937–
1939. Classified by subject and indexed by author. Pp. 131. Price: ASA
members $5; Nonmembers $10.
Volumes 11–20, 1939–1948: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 395. Out of
Print.
Volumes 21–30, 1949–1958: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 952. Price:
ASA members $20; Nonmembers $75.
Volumes 31–35, 1959–1963: JASA, Contemporary Literature, and Patents.
Classified by subject and indexed by author and inventor. Pp. 1140. Price:
ASA members $20; Nonmembers $90.
Volumes 36–44, 1964–1968: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 485. Out of Print.
Volumes 36–44, 1964–1968: Contemporary Literature. Classified by sub-
ject and indexed by author. Pp. 1060. Out of Print.
Volumes 45–54, 1969–1973: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 540. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
Volumes 55–64, 1974–1978: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 816. Price: $20 �paperbound�; ASA
members $25 �clothbound�; Nonmembers $60 �clothbound�.
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Volumes 65–74, 1979–1983: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 624. Price: ASA members $25 �paper-
bound�; Nonmembers $75 �clothbound�.
Volumes 75–84, 1984–1988: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 625. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 85–94, 1989–1993: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 736. Price: ASA members $30 �paper-
bound�; Nonmembers $80 �clothbound�.
Volumes 95–104, 1994–1998: JASA and Patents. Classified by subject and
indexed by author and inventor. Pp. 632. Price: ASA members $40 �paper-
bound�; Nonmembers $90 �clothbound�.
Volumes 105–114, 1999–2003: JASA and Patents. Classified by subject
and indexed by author and inventor. Pp. 616. Price: ASA members $50;
Nonmembers $90 �paperbound�.
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Reiley, Evan S., Performance Media Industries, 9 Mono Ave., Unit A, Fair-

fax, CA 94930
Roney, Alfred B., 317 N. Broad St., Apt. 311, Philadelphia, PA 19107
Sakamoto, Shinichi, Inst. of Industrial Science, Univ. of Tokyo, 5th Dept.,

4-6-1 Komaba, Meguro-ku, Tokyo 153-8505, Japan
Sachau, Delf, Helmut-Schmidt-Univ., Mechanical Engineering, Holstenhof-

weg 85, Hamburg 22043 Germany
Scofield, William C., Kyocera Wireless Corp., Advanced Development and

Production Def., 10300 Campus Point Dr., San Diego, CA 92121
Scott, Anthony A., 25 Manchester Rd., Eastchester, NY 10709
Sieber, Arne, Austrian Research Centers GmbH, 2444 Seibersdorf, Austria
Slater, Michael, P.O. Box 364, Bremerton, WA 98337
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Smith, Justin D., Eilar Associates, Inc., 539 Encinitas Blvd., Ste. 206, En-
cinitas, CA 92024

Spulber, Tiberiu, BKL Consultants Ltd., 308-1200 Lynn Valley Rd., North
Vancouver, BC V7J 2A2, Canada

Solberg, Stephen E., Coffeen Fricke & Associates, Inc., 14827 W. 95th St.,
Lenexa, KS 66215

Terrell, Virgil E., GRAS Sound & Vibration, 23621 Lorain Rd., North Olm-
sted, OH 44070

Terry, Charles C., Eilar Associates, Inc., 539 Encinitas Blvd., Ste. 206, En-
cinitas, CA 92024

Tikriti, Walid M., 3027 Renaissance Court, Dallas, TX 75287
Wagenaars, Wil, Philips Consumer Electronics Lab, Interleuvenlaan 74-82,

Leuven B-3001, Belgium
Walker, Ian T., Audio Communications Solutions Ltd., 4 Brompton Rd.,

York YO306 NJ, UK
Wang, Tongan, 4035 Kessler Ave., Apt. 1002, Garden City, GA 31408
Webster, Jeremy, Natl. Center for Physical Acoustics, 1 Coliseum Dr., Uni-

versity, MS 38677
Wong, Galen S. W., 5-3409 Centre St., NW, Calgary, AB T2E 2X7, Canada
Xiong, Blong, Colin Gordon and Associates, 883 Sneath Ln., Ste. 150, San

Bruno, CA 94066
Yamakami, Ken, Foster Electric Co., Ltd., HP Div., Eng. Dept. 6, Design Gr.

2, Miyazawa-cho 512, Akishima, Tokyo, 196-8550 Japan
Yamamoto, Kohei, Kobayasi Inst. of Physical Research, 3-20-41 Higashi-

Motomachi Kokubunji, Tokyo 185-0022, Japan
Yasin, Ifat, Experimental Psychology, Univ. of Oxford, South Parks Rd.,

Oxford OX1 3UD, U.K.

New Students

Abbott, John Paul R., 580 N. 100 East, Apt. 17, Provo, UT 84606
Al-Wohaibi, Abdulrahman A., Badaya P.O. Box No. 502, Gassim 51951,

Saudi Arabia
Anderson, Seth, Bethel Univ., 3900 Bethel Univ., #243, St. Paul, MN 55112
Ballard, John R., Electrical and Computer Engineering, Univ. of Minnesota,

Rm. 4-174, 200 Union St., SE, Minneapolis, MN 55455
Bavu, Eric, Faculte de Genie Mecanique, Groupe d’Acoustique, Univ. de
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Bok, Tae-Hoon, Oceanic Info. and Syst. Eng., Cheju National Univ., 66
Jejudaehakno, Jeju 690-756, South Korea
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Briggs, Heather, 012 Smyth Hall, Newark, DE 19717
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Butler, Lynnika, 215 E. Pommel St., Safford, AZ 85546
Cassidy, Matthew, 5 Ascot House, Windsor Ave. N., Belgast, Antrim, BT9

6EL, Ireland
Chevillote, Fabien, Mechanical Engineering, Univ. de Sherbrooke, 2500

Boulevard de l’Universite, Sherbrooke, QC J1K 2R1, Canada
Choiniere, Marc, 1601 S. 64th St, Omaha, NE 68106
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Hwang, HaDong, 525 W. Brompton, #112, Chicago, IL 60657
Johann, Stefan, Ruptisch, Johannes Kepler Univ., Inst. for Measurement

Technology, Altenbergerstrasse 69, Linz 4040, Austria
John, Andrew B., Dept. of Communication Sci. & Disorders, Univ. of
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John, Thomas K., 296 Wood St., Preston, Melbourne, VIC 3072, Australia
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Khoklova, Tatiana D., Vorob’yovy gory L-14, Moscow 119234, Russia
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Krueger, Todd M., Washington Univ., Lab. for Ultrasonics, 1 Brookings Dr.,

University City, MO 63130
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Weinberg, Samuel N., 2442 Brentwood Rd., Bexley, OH 43209
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M. Holt, K. Hoyt, J. R. Hurd, Y. Kwon, N. W. Larsen, B. Li, A. Loubeau,
J. E. Lyons, A. O. MacGillivray, J. Mahn, E. T. Miller-Klein, G. S. Mor-
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ACOUSTICAL NEWS—INTERNATIONAL

Walter G. Mayer
Physics Department, Georgetown University, Washington, DC 20057

International Meetings Calendar
Below are announcements of meetings and conferences to be held

abroad. Entries preceded by an * are new or updated listings.

June 2007
1–3 Second International Symposium on Advanced Tech-

nology of Vibration and Sound, Lanzhou, China �Web:
www.jsme.or.jp/dmc/Meeting/VSTech2007.pdf�.

3–6 14th International Conference on Noise Control (noise
control ‘07), Elblag, Poland �Web:www.ciop.pl/noise-
07�.

3–7 11th International Conference on Hand-Arm Vibra-
tion, Bologna, Italy
�Web:associazioneitalianadiacustica.it/HAV2007/
index.htm�.

4–6 Japan-China Joint Conference on Acoustics, Sendai,
Japan �Fax: �81 3 5256 1022; Web: www.asj.gr.jp/eng/
imdex.html�.

18–21 Oceans07 Conference, Aberdeen, Scotland, UK �Web:
www.oceans07ieeeaberdeen.org�.

25–27 31st International AES Conference—New Directions
in High Resolution Audio, London, UK �Web:
www.aes.org/events/31/�.

25–29 2nd International Conference on Underwater Acoustic
Measurements: Technologies and Results, Heraklion,
Crete, Greece �Web: www.uam2007.gr�.

July 2007
2–6 8th International Conference on Theoretical and

Computational Acoustics, Heraklion, Crete, Greece
�Web: www.iacm.forth.gr/�ictca07�.

3–5 First European Forum on Effective Solutions for
Managing Occupational Noise Risks, Lille, France
�Web: www.noiseatwork.eu�.

4–7 International Clarinet Association Clarinetfest, Van-
couver, British Columbia, Canada �e-mail:
john.cipolla@wku.edu; Phone: 1 270 745 7093�.

9–12 14th International Congress on Sound and Vibration
(ICSV14), Cairns, Australia �Web: www.icsv14.com�.

16–21 12th International Conference on Phonon Scattering
in Condensed Matter, Paris, France �Web: www.isen.fr/
phonons2007�.

August 2007
6–10 16th International Congress of Phonetic Sciences

(ICPhS2007), Saarbrücken, Germany �Web:
www.icphs2007.de�.

27–31 Interspeech 2007, Antwerp, Belgium �Web:
www.interspeech2007.org�.

28–31 inter-noise 2007, İstanbul, Turkey �Web:
www.internoise2007.org.tr�.

September 2007
2–7 19th International Congress on Acoustics (ICA2007),

Madrid, Spain �SEA, Serrano 144, 28006 Madrid Spain;
Web: www.ica2007madrid.org�.

9–12 ICA Satellite Symposium on Musical Acoustics
(ISMA2007), Barcelona, Spain �SEA, Serano 144, 28006
Madrid, Spain; Web: www.ica2007madrid.org�.

9–12 ICA Satellite Symposium on Room Acoustics
(ISRA2007), Sevilla, Spain �Web:
www.ica2007madrid.org�.

10–13 54th Open Seminar on Acoustics (OSA2007), Prze-
mysl, Poland �Web: www.univ.rzeszow.pl/osa2007/�.

17–19 3rd International Symposium on Fan Noise, Lyon,
France �Web: www.fannoise.org�.

18–19 International Conference on Detection and Classifica-
tion of Underwater Targets, Edinburgh, UK �Web: io-
a.org.uk�.

19–21 Autumn Meeting of the Acoustical Society of Japan,
Kofu, Japan �Acoustical Society of Japan, Nakaura 5th-
Bldg., 2-18-20 Sotokanda, Chiyoda-ku, Tokyo 101-0021,
Japan; Fax: �81 3 5256 1022; Web: www.asj.gr.jp/
index-en.html�.

20–22 Wind Turbine Noise 2007, Lyon, France �Web:
www.windturbinenoise2007.org�.

24–28 XIX Session of the Russian Acoustical Society, Nizhny
Novgorod, Russia �Web: www.akin.ru�.

27–29 *3rd Congress of the Alps Adria Acoustical Associa-
tion, Graz, Austria �Web: www.alpsadriaacoustics.org�

October 2007
3–5 Pacific Rim Underwater Acoustics Conference 2007,

Vancouver, BC, Canada �Web: PRUAC.apl.washington-
.edu�.

9–12 2007 Canadian Acoustic Conference, Montréal,
Québec, Canada �Web: caa-aca.ca�.

17–18 *Institute of Acoustics Autumn Conference 2007, Ox-
ford, UK �Web:www.ioa.org.uk/viewupcoming.asp�.

25–26 Autumn Meeting of the Swiss Acoustical Society,
Bern, Switzerland �Web: www.sga-ssa.ch�.

December 2007
6–9 *International Symposium on Sonochemistry and

Sonoprocessing (ISSS2007), Kyoto, Japan �Web:
www.j-sonochem.org/ISSS2007�.

June 2008
30–4 Acoustics’08 Paris: 155th ASA Meeting � 5th Forum

Acusticum (EAA) � 9th Congrès Français
d’Acoustique (SFA), Paris, France �Web:
www.acoustics08-paris.org�.

July 2008
7–10 18th International Symposium on Nonlinear Acoustics

(ISNA18), Stockholm, Sweden �Web:
www.congrex.com/18th-isna�.

28–1 9th International Congress on Noise as a Public
Health Problem, Mashantucket, Pequot Tribal Nation
�ICBEN 9, P.O. Box 1609, Groton, CT 06340-1609,
USA; Web: www.icben.org�.

August 2008
25–29 10th International Conference on Music Perception

and Cognition (ICMPC 10), Sapporo, Japan �Web:
icmpc10.typepad.jp�.

September 2008
22–26 INTERSPEECH 2008—10th ICSLP, Brisbane, Austra-

lia �Web: www.interspeech2008.org�.
October 2008
26–29 inter-noise 2008, Shanghai, China �Web:

www.internoise2008.org�.
November 2008
2–5 IEEE International Ultrasonics Symposium, Beijing,

China �Web: www.ieee-uffc.org/ulmain.asp?page
�symposia�.

September 2009
6–10 InterSpeech 2009, Brighton, UK

�Web:www.interspeech2009.org�.
August 2010
23–27 20th International Congress on Acoustics (ICA2010),

Sydney, Australia �Web: www.ica2010sydney.org/�.
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REVIEWS OF ACOUSTICAL PATENTS
Lloyd Rice
11222 Flatiron Drive, Lafayette, Colorado 80026

The purpose of these acoustical patent reviews is to provide enough information for a Journal reader to
decide whether to seek more information from the patent itself. Any opinions expressed here are those of
reviewers as individuals and are not legal opinions. Printed copies of United States Patents may be
ordered at $3.00 each from the Commissioner of Patents and Trademarks, Washington, DC 20231.
Patents are available via the Internet at http://www.uspto.gov.

Reviewers for this issue:

GEORGE L. AUGSPURGER, Perception, Incorporated, Box 39536, Los Angeles, California 90039
ANGELO CAMPANELLA, 3201 Ridgewood Drive, Hilliard, Ohio 43026-2453
JOHN M. EARGLE, JME Consulting Corporation, 7034 Macapa Drive, Los Angeles, California 90068
JOHN ERDREICH, Ostergaard Acoustical Associates, 200 Executive Drive, West Orange, New Jersey 07052
SEAN A. FULOP, California State University, Fresno, 5245 N. Backer Avenue M/S PB92, Fresno, California 93740-8001
JEROME A. HELFFRICH, Southwest Research Institute, San Antonio, Texas 78228
DAVID PREVES, Starkey Laboratories, 6600 Washington Ave. S., Eden Prarie, Minnesota 55344
CARL J. ROSENBERG, Acentech Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
NEIL A. SHAW, Menlo Scientific Acoustics, Inc., Post Office Box 1610, Topanga, California 90290
ERIC E. UNGAR, Acentech, Incorporated, 33 Moulton Street, Cambridge, Massachusetts 02138
ROBERT C. WAAG, Department of Electrical and Computer Engineering, University of Rochester, Rochester, New York 14627

7,122,801

43.20.Ye SYSTEM AND METHOD FOR
GENERATING CHAOTIC SOUND FOR SONIC
INFRARED IMAGING OF DEFECTS IN MATERIALS

Lawrence D. Favro et al., assignors to Wayne State University
17 October 2006 „Class 250Õ341.6…; filed 14 September 2004

The pulsed output of ultrasonic transducer 14 is coupled via horn 18
and gasket 16 into a component 12, which may be a metal, ceramic, com-
posite, or another material. The pulse propagates into the material, the depth
of which is a function of the pulse frequency. Gasket 16 may be soft metal,
leather, cork, duct tape, Teflon, paper, etc., as appropriate for component 12.

The pulses cause ‘‘acoustic chaos’’ in the material under test. A detection
system consists of a thermal imaging camera 22, vibrometer 28, and con-
troller 30, which capture images and process them to show defects uncov-
ered by the heat produced by the acoustic pulses.—NAS

7,123,725

43.20.Ye HIGH INTENSITY INFRASONIC TUNABLE
RESONANT ACOUSTIC TEST CELL

Harold E. Boesch, Jr. et al., assignors to The United States of
America as represented by the Secretary of the Army

17 October 2006 „Class 381Õ58…; filed 29 December 2000

By varying the cross section and/or length of port 50, limiting the
dimensions of volume 20 to less than one-half the longest wavelength of
interest �1–30 Hz� to prevent standing waves, the Helmholtz resonator
formed by 20 and 50 can be tuned to match the output of source 40 so that

the intensity and spectral purity of the sound in 20 are amplified. Another
embodiment uses two volumes with the duct connecting one to another, with
small diameter long pipe�s�, connected to at least the driving chamber, to
exhaust the dc component of the air modulator source.—NAS
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7,151,424

43.35.Pt BOUNDARY ACOUSTIC WAVE DEVICE

Hajime Kando, assignor to Murata Manufacturing Company,
Limited

19 December 2006 „Class 333Õ193…; filed in Japan 8 November
2002

As cellular phones with multiple functions become smaller, flatter, and
lighter, further miniaturization of electronic components is required. A min-
iature (2�2 mm) laminated SAW device for gigahertz frequencies is
claimed where Stonley waves propagate at the interfaces of two dielectric
materials having different density or SAW velocities and whose package
accordingly does not require voids. SAW device interdigital electrodes 2b
are laid on lithium niobate monocrystal substrate 2a and covered with a

material 2c that is both piezoelectric and insulating, e.g., silicon dioxide.
The resulting Stonley wave has a propagation speed between 2000 and
10 000 m/s, resulting in a GHz SAW wavelength of about 2–10 �m. Most
SAW energy is confined in a region that is one to three wavelengths thick.
Both substrates may be about 100 wavelengths thick, so stacking Stonley
wave elements 2abc, 3abc, 4abc, etc., will not result in a significant overall
SAW system thickness.—AJC

7,154,360

43.35.Pt FILTER USING PIEZOELECTRIC
MATERIAL

Koichi Wada et al., assignors to Fujitsu Media Devices Limited
26 December 2006 „Class 333Õ194…; filed in Japan 29 September

2003

This patent discloses a novel concept for cancelling the negative ef-
fects of electric field leakage from the tips of SAW resonator electrodes. The

authors describe the problem very well and go over in detail the compensa-
tion technique given in the figure. Basically, a parallel electrode arrange-

ment is set up so that the emissions from the tip of each pair in the main
field can be canceled by the emission from its neighboring compensation
pair. It is a neat and clean solution to a significant problem with SAW
filters.—JAH

7,145,286

43.35.Zc WEDGE SHAPED UNIFORM ENERGY
MEGASONIC TRANSDUCER

Mark J. Beck et al., assignors to Product Systems Incorporated
5 December 2006 „Class 310Õ367…; filed 16 September 2005

In an effort to increase the throughput of chip fabrication processes,
semiconductor equipment manufacturers are looking at all sorts of process
improvements, including the cleaning of silicon wafers. This patent applies
primarily to the cleaning of wafers and disk drive platters, whose surfaces
are planar and circular. The authors describe a technique for fabricating a
high-intentsity ultrasonic transducer in a wedge shape so that the disc to be
cleaned can be rotated underneath the transducer and cleaned in the shortest
time possible by equalizing the ultrasonic energy across a radius. The ideas
involved here are quite simple and it is an implementation of the usual
techniques for matching a stiff transducer �PZT� to a compliant liquid.—
JAH

7,148,611

43.35.Zc MULTIPLE FUNCTION BULK ACOUSTIC
WAVE LIQUID PROPERTY SENSOR

James Z. T. Liu, assignor to Honeywell International Incorporated
12 December 2006 „Class 310Õ366…; filed 11 October 2005

The author of this patent describes the various uses of electrodes
within a liquid bath. He concludes that you can attach another electrode to a
bulk acoustic wave device and measure conductivity within the liquid. This
is neither novel nor surprising. The patent then goes on to include measure-
ment of the corrosive effects of the liquid by measurement of the rate of
frequency change due to what is supposed to be the etching of the metal
electrodes in the solution. Overall there is nothing new here; these sensors
have been made and demonstrated individually before.—JAH

7,150,779

43.35.Zc MODULATED ACOUSTIC
AGGLOMERATION SYSTEM AND METHOD

George Douglas Meegan, Jr., assignor to Board of Regents,
The University of Texas System

19 December 2006 „Class 95Õ29…; filed 27 February 2004

An airborne particle agglomerating system is claimed having multiple
sound sources 20 facing the flow in duct 12 of fluid or gas 14 to be cleaned.
The gas stream contains solids, lignite fly ash, for instance, having particle
sizes from about 1–5 �m. When a 150 dB re 20 �Pa sound field 22 is
induced into the flow at a frequency of about 600 Hz, the smallest particles
will readily move with the acoustic wave displacements while the larger
particles may not, resulting in collisions and, as often as not, subsequent

cohesion and agglomeration. It was found empirically that, when either the
sound frequency in range or the sound amplitude is varied at rate of about
150 Hz, agglomerated particles up to 20 �m in size will result. The gas flow
is passed through the fields of several sound sources 20, through an electro-
static precipitator 40, where some particles 18 are captured, through the
sound field of another sound source 20a, and then into a bag house 44,
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where more agglomerated particles 18 are captured before the gas flow is
released into the atmosphere. Other liquids, gasses, and operating frequen-
cies are claimed.—AJC

7,157,649

43.38.Ar CONTACT SENSITIVE DEVICE

Nicholas P. R. Hill, assignor to New Transducers Limited
2 January 2007 „Class 178Õ18.04…; filed in the United Kingdom 23

December 1999

A passive contact-sensitive screen 32 is claimed, where bending waves
produced by the impact of a tapping stylus or pen 30 propagate to three
perimeter transducers 26, whose signals are processed to determine the con-
tact point coordinates. An active version is also claimed, where the right

transducer emits bending waves while the contact at 30 perturbs the propa-
gation of those waves to the left two transducers. The signal processing
algorithms are also claimed.—AJC

7,123,738

43.38.Dv LOUDSPEAKER

Shinya Mizone et al., assignors to Matsushita Electric Industrial
Company, Limited

17 October 2006 „Class 381Õ406…; filed in Japan 4 October 1999

Electrodynamic transducers with a single cone 5 or a single cone and
an inductively driven LED assembly 81, 82, 83 �claims 2 to 4� is made more
moisture resistant, is said to have better environmental characteristics, to be
more resistant to UV radiation, and to sound better �due to the high speed of

sound and higher internal damping of the cone material� by using a poly-
ethylene naphthalate resin �PEN� or polyethylene terephthalate resin �PET�
with an ultramicro foam of 30 �m or less in average cell size. It takes one
page of text, five figures, and four claims.—NAS

7,146,014

43.38.Fx MEMS DIRECTIONAL SENSOR SYSTEM

Eric C. Hannah, assignor to Intel Corporation
5 December 2006 „Class 381Õ92…; filed 11 June 2002

This patent discloses a MEMS device that utilizes a discrete mechani-
cal delay line to sense direction of arrival of sound waves. Two sensors,
104A and 104B, are mechanically coupled to the set of discrete mechanical
filters represented by elements 112. It is not specified how this coupling is
achieved without destroying the sensitivity of the diaphragms 104, nor how
the mechanical filters are made to fit over the two or three orders of mag-
nitude in frequency that the device is supposed to work over. Nevertheless,

the authors maintain that the signals from the two sensors 104 can be pro-
cessed to derive direction of arrival information from the outputs. This is
based on the research that has been done on the directivity of the Ormia fly’s
ears, but the device appears to be so general in its description that there is no
way to judge how it would really work.—JAH

7,148,608

43.38.Fx MULTI-LAYER CERAMIC ACOUSTIC
TRANSDUCER

Charles E. Baumgartner et al., assignors to General Electric
Company

12 December 2006 „Class 310Õ334…; filed 26 January 2006

In medical ultrasound imaging at high frequencies, low-capacitance
array-element transducers are needed to match that of the signal cable �typi-
cally 50–72 �� to the signal processing system. A laminate is made com-
prising N thin slices of typically lead zirconate titanate �PZT� piezoelectric
material, paired as 2–4 layers with metal contact interfaces 6 in between and
bonded 8 to form a stack. With alternate contacts connected to form parallel
electrical connection and the acoustical output from face 4 in series, a low
impedance transducer of high output is achieved. Outer electrodes 4 are

separately connected by straps 12, also acting as a wrap-around shield and
as the acoustic output face. Inner electrodes 6 �not shown� are connected in
parallel to be the signal electrode when polarization is proper. The electrical
impedance of this laminated stack element is diminished by a factor of N2 as
compared to a solid block of PZT of the same overall dimensions. Spacer
material 14 provides acoustical isolation from adjacent array elements and is
ground to a thickness that achieves the desired array spacing of such
elements.—AJC
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7,154,358

43.38.Fx FILM BULK ACOUSTIC RESONATOR
STRUCTURE AND METHOD OF MAKING

Qing Ma et al., assignors to Intel Corporation
26 December 2006 „Class 333Õ187…; filed 16 September 2004

This patent discloses a method of fabricating thin-film bulk acoustic
wave transducers �FBARs� that are acoustically isolated from their substrate
and, so, have high Qs. The technique involves simply turning the resonators
on their sides so that the electrodes are vertical plates 1610, 1612, bracket-
ing the piezoelectric element that sticks up vertically. This process uses

standard semiconductor fabrication techniques and could be relatively easily
adapted to an existing process. It does not really involve any new ideas,
since the mounting of an FBAR on edge has been done and patented
before.—JAH

7,146,019

43.38.Ja PLANAR RIBBON ELECTRO-ACOUSTIC
TRANSDUCER WITH HIGH SPL CAPABILITY
AND ADJUSTABLE DIPOLEÕMONOPOLE
LOW FREQUENCY RADIATION

Igor Levitsky, Richmond Hill, Ontario, Canada
5 December 2006 „Class 381Õ399…; filed 5 September 2002

Flat-diaphragm loudspeakers using what used to be called printed cir-
cuit voice coils are now labeled planar ribbon loudspeakers. In this variant,
the array of bar magnets on one side of the diaphragm is shallower than that
on the other. Moreover, the depth of the shallow assembly is less than a

quarter-wavelength at 10 kHz. Other refinements include heat-conducting
mesh 117, a voice coil of varying width, and an optional sealed back
chamber.—GLA

7,118,649

43.38.Ja DEVICE AND METHOD FOR
MANUFACTURING SPEAKER DIAPHRAGM, THE
DIAPHRAGM, AND SPEAKER

Yukinori Morohoshi et al., assignors to Matsushita Electric
Industrial Company, Limited

10 October 2006 „Class 162Õ228…; filed in Japan 1 February 2002

Although loudspeakers are only about 150 years old, the material com-
monly used for the mechanical interaction with the medium, air, is more
than two thousand years old. The invention relates to a method of better
controlling the manufacture of paper cones on an industrial scale. Plunger
21b is drawn down syringe 21a to hasten the removal of water from the tank

21. This is said to reduce turbulence at the mesh paper mold 22. Two of the
figures in the patent are identical, although they purport to describe a loud-
speaker according to a preferred embodiment of the invention and a con-
ventional loudspeaker.—NAS

7,146,021

43.38.Ja WHIZZER CONE FOR LOUDSPEAKER
FOR PRODUCING UNIFORM FREQUENCY
RESPONSE

Benny L. Danovi, assignor to Pioneer Speakers, Incorporated
5 December 2006 „Class 381Õ432…; filed 29 December 2003

Inexpensive full-range loudspeakers often include a small whizzer
cone to reproduce high frequencies. In some designs, the outer edge of this
auxiliary cone is damped or contoured to minimize edge reflections. This
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patent asserts that scalloping the edge in a kind of sine wave pattern signifi-
cantly reduces high-frequency peaks and dips.—GLA

7,149,322

43.38.Ja MAGNETIC CIRCUIT FOR LOUDSPEAKER
AND LOUDSPEAKER COMPRISING IT

Ryo Kuribayashi et al., assignors to Matsushita Electric Industrial
Company, Limited

12 December 2006 „Class 381Õ412…; filed in Japan 16 January 2002

If loudspeaker magnet 2 is very thin, as shown, then a conventional
magnetic pot structure may not allow sufficient clearance for long voice-coil

excursions. Rather than add a spacer, this design saves weight and cost by
casting the back plate 10 in the form of an inverted pot.—GLA

7,151,836

43.38.Ja SPEAKER APPARATUS AND SOUND
REPRODUCTION APPARATUS

Osamu Funahashi et al., assignors to Matsushita Electric
Industrial Company, Limited

19 December 2006 „Class 381Õ150…; filed in Japan 31 March 1999

A single-ended bandpass woofer consists of a box divided into two
chambers with a loudspeaker mounted on the dividing panel. One chamber
is sealed and the other is vented to the exterior, forming a Helmholtz reso-
nator. To save space, a passive radiator can take the place of the vent tunnel.
Moreover, if the passive radiator is larger than the speaker, then it can

provide access to the speaker, eliminating the need for any removable cabi-
net panels. This patent argues that mounting the speaker and the passive
radiator side-by-side somehow eliminates the divider panel and simplifies
construction. Skeptical readers may observe that the geometry includes a
front chamber, a rear chamber, and a removable panel, no matter how the
arrangement is described.—GLA

7,158,647

43.38.Ja ACOUSTIC DEVICE

Henry Azima et al., assignors to New Transducers Limited
2 January 2007 „Class 381Õ152…; filed in United Kingdom

2 September 1995

This is a long and unusual patent. It contains more than 70 illustrations
and a ten-page summary of planar loudspeaker design, including the exten-
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sive prior work patented by New Transducers Limited. In effect, the patent
can serve as a handbook of the state of the art in this field. Anyone interested
in planar loudspeakers is advised to order a copy.—GLA

7,158,651

43.38.Ja ELECTROMAGNETIC DRIVER FOR A
PLANAR DIAPHRAGM LOUDSPEAKER

Wolfgang Bachmann et al., assignors to HarmanÕBecker
Automotive Systems GmbH

2 January 2007 „Class 381Õ412…; filed in Germany 23 November
2000

This patent describes a contemporary version of the long-obsolete vi-
brating reed magnetic loudspeaker. In this case, a rocking armature rests on

pivot 6 and is maintained in its rest position by non-magnetic springs 7. Its
seesaw motion generates bending waves in planar diaphragm 1.—GLA

7,155,019

43.38.Kb ADAPTIVE MICROPHONE MATCHING IN
MULTI-MICROPHONE DIRECTIONAL SYSTEM

Zezhang Hou, assignor to Apherma Corporation
26 December 2006 „Class 381Õ92…; filed 14 March 2001

Directional microphones are often synthesized by using two closely-
spaced omnidirectional elements combined anti-phase and with a slight de-
lay in one element. Under conditions of normal usage, the sensitivities of the

elements may vary, causing shifts in pickup pattern and perceived noise
levels. The patent describes a means of tracking and compensating for these
shifts.—JME

7,149,315

43.38.Md MICROPHONE ARRAY FOR PRESERVING
SOUNDFIELD PERCEPTUAL CUES

James David Johnston and Eric R. Wagner, assignors to AT&T
Corporation

12 December 2006 „Class 381Õ92…; filed 15 July 2004

This patent is listed as a continuation of United States Patent
6,845,163, reviewed in J. Acoust. Soc. Am. 117, 3354 �2005�. Curiously, the
present document appears to use exactly the same body text as the previous
patent. Only the claims have been slightly changed, ostensibly to broaden
them somewhat.—JME

7,157,991

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE
HAVING REFLECTORS WITH BOTH OPEN AND
SHORTED ELECTRODES

Osamu Kawachi et al., assignors to Fujitsu Media Devices Limited
2 January 2007 „Class 333Õ195…; filed 29 December 2003

In constructing SAW rf bandpass filters, the out-of-band attenuation

can be improved by disconnecting certain guard reflector fingers from ter-
minal pads 4, e.g., fingers 2-1, 2-2, 3-1, and 3-2.—AJC

7,148,769

43.38.Rh SURFACE ACOUSTIC WAVE DEVICE AND
PROCESS FOR FABRICATING THE SAME

Atsushi Takano, assignor to Matsushita Electric Industrial
Company, Limited

12 December 2006 „Class 333Õ193…; filed in Japan 15 March 2004

To quell undesirable transmission modes 4 of a SAW rf filter, grooves
5 are cut into the back side of the lithium tantalate or niobate piezoelectric
substrate 1 in which all SAW waves propagate. The frequencies considered
are around 1843 MHz, where SAW wavelengths are about 2 �m. A thick,
partly crystallized region 17 is formed on the substrate back side in fabri-
cation to randomize wave propagation there. Grooves 5 are cut on that

surface of depth d from 0.1 to five wavelengths. Such grooves further de-
flect and diminish waves 4 of undesirable transmission frequencies and
modes. Groove paths are somewhat parallel to one another, but the spacings

3260 3260J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Reviews of Acoustical Patents



are curved from one side of the substrate to the other so as not to be
frequency selective. The author claims these grooves, their spiral path con-
figuration, the fabrication and grinding processes to create them, and the
disturbed region 17.—AJC

7,155,025

43.38.Si SURROUND SOUND HEADPHONE
SYSTEM

Sergio W. Weffer, Salt Lake City, Utah
26 December 2006 „Class 381Õ370…; filed 30 August 2002

In an earlier patent the inventor proposed mounting several tiny trans-
ducers in a large ear muff. A listener wearing a pair of these multisource
muffs presumably could enjoy portable surround sound. We now have a new
patent: ‘‘It is, therefore, an object of the present invention to provide a new
surround sound headphone system apparatus and method which has many of
the advantages of the headphones mentioned heretofore and many novel

features that result in a new surround sound headphone system which is not
anticipated, rendered obvious, suggested, or even implied by any of the prior
art headphones, either alone or in any combination thereof.’’ These revolu-
tionary improvements include a volume control, a plug-in connection cord,
and clip-on video screens.—GLA

7,146,010

43.38.Vk TWO METHODS AND TWO DEVICES FOR
PROCESSING AN INPUT AUDIO STEREO
SIGNAL, AND AN AUDIO STEREO SIGNAL
REPRODUCTION SYSTEM

Christer Heed and Fredrik Gunnarsson, assignors to Embracing
Sound Experience AB

5 December 2006 „Class 381Õ1…; filed in the World Intellectual
Property Organization 25 November 1999

Over the past ten years or so a number of technical papers and patents
have described techniques for reproducing full Surround sound from two
closely-spaced loudspeakers. The processing circuitry shown here is about

as simple as you can get. The attenuation factor alpha can range from �3 to
�10 dB.—GLA

7,155,017

43.38.Vk SYSTEM AND METHOD FOR
CONTROLLING AUDIO SIGNALS FOR PLAYBACK

Jong-Ho Kim et al., assignors to Samsung Electronics Company,
Limited

26 December 2006 „Class 381Õ59…; filed in Republic of Korea
22 July 2003

Some 5.1 surround-sound systems provide adjustable signal delay for
each channel. This is intended to compensate for unequal distances from the
preferred listening location to individual loudspeakers. The distances can
simply be measured or a test signal can be used to determine actual transit
times. But suppose that the room temperature or humidity changes while the

listener is engrossed in Wagner’s Ring Cycle. The timing might then be off
by a fraction of a millisecond! Not to worry—this Samsung system senses
temperature and humidity at each speaker and automatically makes the nec-
essary adjustments.—GLA
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7,158,844

43.38.Vk CONFIGURABLE SURROUND SOUND
SYSTEM

Paul Cancilla, Brampton, Ontario, Canada
2 January 2007 „Class 700Õ94…; filed 21 July 2003

The invention is described as an improved spatial acoustic sequencer.
It allows the user to select from a number of motion paths and other param-

eters, after which it generates appropriate DSP algorithms ‘‘based upon the
locations and orientations of the sound outputs in the playback environment
relative to the source object.’’—GLA

7,158,643

43.38.Vk AUTO-CALIBRATING SURROUND
SYSTEM

Bruce S. Lavoie and William R. Michalson, assignors to Keyhold
Engineering, Incorporated

2 January 2007 „Class 381Õ58…; filed 20 April 2001

In this digital age, any audio-frequency transfer function can theoreti-
cally be corrected perfectly, yielding flat frequency response and zero phase
distortion. This would seem to be an ideal approach to loudspeaker/room
equalization. All that is needed in a typical listening room is an accurate
impulse response measurement covering two or three seconds. In practice,
however, the technique is fraught with unintended consequences and numer-
ous schemes have been proposed for truncating, smoothing, averaging, or
otherwise processing the data. This patent describes an automated equaliza-
tion system that preferably generates a maximum length sequence �MLS�

test signal to derive the impulse response—a commonly used procedure.

From this it determines the filter coefficients needed to produce a whitened
version of the transfer function, using procedures described at some length
in the patent text.—GLA

7,118,493

43.40.Kd MULTIPLE MATERIAL GOLF CLUB HEAD

J. Andrew Galloway, assignor to Callaway Golf Company
10 October 2006 „Class 473Õ329…; filed 2 July 2004

Sound modifying component 59, which can be a ring, washer, a cup as
shown, or may be composed of ‘‘any suitable shape,’’ is located in the
interior of club face component 60. Titanium is the preferred material. The

patent discusses club design, center of gravity, coefficient of restitution,
energy transfer from club to ball, and the losses inherent in same. Oh, and
the sound of the ‘‘thwack’’ is modified—NAS

7,152,481

43.40.Qi CAPACITIVE MICROMACHINED
ACOUSTIC TRANSDUCER

Yunlong Wang, Fremont, California
26 December 2006 „Class 73Õ718…; filed 13 April 2005

A micromachined miniature acoustic condenser microphone is claimed
where a conducting diaphragm 11 has low tension stress to maximize sen-
sitivity. Stress relief is claimed to result from shallow corrugation 20. Dia-
phragm 11 is anchored at one end to substrate 12, but free at the other end
22. Perforated plate 13 has holes 14 of diameter and spacing 15 that forms
an acoustic filter to optimize a certain frequency or to be a low-pass acoustic
filter. Electrode 13 in conjunction with diaphragm 11 forms a variable ca-
pacitor which, in turn, will produce a variable voltage from acoustical pres-
sure variations on 11 when a bias voltage is applied. When bias voltage is
increased, the resulting attraction causes bending of diaphragm 11 from its
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slack flat shape, increasing its tension, thus becoming less sensitive on that
count, and thereby maintaining a more constant acoustic pressure
sensitivity.—AJC

7,150,152

43.40.Tm VIBRATION LIMITER FOR COAXIAL
SHAFTS AND COMPOUND TURBOCHARGER
USING SAME

Jonathan P. Kilkenny et al., assignors to Caterpillar Incorporated
19 December 2006 „Class 60Õ612…; filed 21 October 2004

The vibration limiters described here consist of bearings that fit around
one of the shafts with some clearance and that make contact if the shaft’s
lateral excursions exceed this clearance.—EEU

7,155,951

43.40.Tm MILL VARIATION CONTROL APPARATUS
AND METHOD

Thomas William Dashwood Farley, assignor to Novelis,
Incorporated

2 January 2007 „Class 72Õ205…; filed in the European Patent Office
20 December 2000

In cold rolling of metal, a continuous strip of metal is passed through
a series of rolls so as to reduce its thickness or ‘‘gauge.’’ Gauge chatter, a
self-excited phenomenon that limits the speed at which rolling can be done
acceptably in practice, results because the entry speed of the strip into a roll
differs from its exit speed, in view of the strip’s change in thickness. In order
to overcome this chatter, the strip is made to pass over a roller that is
provided with a torsional dynamic absorber consisting of a flexible shaft
element and a flywheel.—EEU

7,157,822

43.40.Tm SMALL VIBRATION MOTOR AND
METHOD OF MANUFACTURING THE SAME

Koji Yoshida et al., assignors to Sony Corporation
2 January 2007 „Class 310Õ81…; filed in Japan 30 July 2002.

This vibrator, intended for use in cell phones and the like, consists of
a small motor with an unbalanced weight. The motor is driven by a three-
phase voltage, converted from a dc source by means of an integrated circuit
chip.—EEU

7,157,831

43.40.Tm ENERGY EFFICIENT VIBRATION DRIVEN
MOTOR

Daryoush Allaei, assignor to Quality Research, Development
& Consulting, Incorporated

2 January 2007 „Class 310Õ323.02…; filed 30 September 2004

A vibration source, potentially consisting of piezoelectric elements, is
arranged to drive a mechanical structure at resonance. The vibrations of this

structure are converted to rotational motion of a shaft via a mechanical
linkage. The patent gives no indication of suitable practical linkages.—EEU

7,143,682

43.40.Vn LARGE MANIPULATOR HAVING A
VIBRATION DAMPING CAPACITY

Dirk Nissing et al., assignors to Schwing GmbH
5 December 2006 „Class 91Õ358 R…; filed in Germany 15 January

2001

Large manipulators, such as are used with truck-mounted concrete
pumps, consist of a number of hinged segments and hydraulic units that
adjust the relative positions of adjacent segments. A desired manipulator
configuration, set by an operator, is maintained in the presence of distur-
bances by means of a system that senses the unsteady pressures in the
hydraulic units and adjusts these via a controller.—EEU

7,150,257

43.40.Vn VIBRATION DAMPING ENGINE MOUNT
FOR INTERNAL COMBUSTION ENGINE

Kouji Yamada and Nobukazu Takahashi, assignors to Nissan
Motor Company, Limited

19 December 2006 „Class 123Õ192.1…; filed in Japan 22 October
2002

An engine mount according to this patent includes two gas chambers
in which the pressures are controlled so as to oppose the motion of the
engine that the mount supports. Control of these pressures is accomplished
by means of compressors and valves that are actuated as directed by a
controller on the basis of signals corresponding to the crank angle, the fuel
injection, and the exhaust pressure.—EEU

7,158,840

43.40.Vn TUNING CONTROL PARAMETERS OF
VIBRATION REDUCTION AND MOTION CONTROL
SYSTEMS FOR FABRICATION EQUIPMENT
AND ROBOTIC SYSTEMS

Robert Jacques, assignor to Cymer, Incorporated
2 January 2007 „Class 700Õ28…; filed 29 June 2001

This patent describes adaptive control systems in which plant identifi-
cation is accomplished from measurements made when the physical system
to be controlled is not operating. Alternatively, the plant initially is modeled
and then the model is updated on the basis of its observed behavior, which
updating may be determined by means of inducing a motion in the physical
system and measuring its frequency response. A method for deriving optimal
controllers is provided.—EEU

7,146,858

43.40.Yq VIBRATION SENSING DEVICE

Uwe L. Beckmann, assignor to Search Systems, Incorporated
12 December 2006 „Class 73Õ649…; filed 9 July 2004

A vibration sensing transducer 22 �details not given� is aligned on the
diagonal to the x, y,and z axes of a cubical box 20. It is said that this
orientation makes the transducer sensitive to vibrations in all directions
when placed on rubble 10 in which persons may be buried after a cata-
strophic event. Signals of vibration and sound �as vibration� so sensed are
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fed over wire 23 to be amplified and fed to headphones or a speaker. The
author does not address the problem that a single axis transducer can have at
least one direction of insensitivity.—AJC

7,143,736

43.50.Gf FILTER BOX WITH RESONATOR AND
RESERVOIR

Thomas Jessberger et al., assignors to Mann & Hummel GmbH
5 December 2006 „Class 123Õ198 E…; filed 14 June 2005

A composite engine air-intake filter-box resonator 16, second resonator
14–34, windshield washer fluid reservoir 12, and engine coolant expansion
tank is claimed. Combustion air enters inlet 18 and exits manifold 21 to the
engine. The washer fluid pump is internal, fed via electric connection 40. An

engine-coolant expansion tank �not shown� may be integrated as a second
wall inside surface 16, where the vacant volume above the fluid is vented to
the first resonator volume. The second resonator 14 communicates via tube
34 to the engine air manifold 21 where most of the intake noise exists.—
AJC

7,155,333

43.50.Gf METHOD AND APPARATUS FOR
CONTROLLING SOUND OF AN ENGINE BY SOUND
FREQUENCY ANALYSIS

Kwin Abram et al., assignors to Arvin Technologies, Incorporated
26 December 2006 „Class 701Õ111…; filed 2 September 2005

Controller 14 comprises a processor 24 and a memory 26 that contains
information of undesired sound frequencies according to the number of
cylinders that are firing in the engine, as determined by cylinder deactivation
unit 44. Processor 24 is provided with acoustic signals from sensor 16 to
determine when the peak sound level at an undesirable frequency occurs in

exhaust gas EG. The position of valve 18 is controlled to remove or reduce
that sound by restricting the EG flow. Cylinder deactivation is determined
by other driving parameters. A user can ‘‘customize’’ the predetermined
sound levels by input 30–32 to enter into the memory 26 a sound level
different from the default value.—AJC

7,151,835

43.50.Rq PERSONAL NOISE MONITORING
APPARATUS AND METHOD

Al Yonovitz and Leslie Yonovitz, both of Marrara NT, Australia
19 December 2006 „Class 381Õ56…; filed 28 March 2003

This dosimeter is to be permanently assigned to a worker. It incorpo-
rates a database of hearing protector ratings for devices used by the worker
who selects a device currently in use. The worker dose is calculated based
on the performance of the protector and the noise exposure. Feedback is
given when a criterion dose is exceeded, which the worker must acknowl-
edge. One wonders how the actual performance of the protector used in the
dose calculation is determined.—JE

7,144,925

43.55.Ev FIRE RESISTANCE ACOUSTIC FOAM

Sandrine Burgun et al., assignors to Dow Global Technologies
Incorporated

5 December 2006 „Class 521Õ79…; filed 9 May 2002

The patent asserts that by using a flame retardant adjuvant with par-
ticle size less than 1 �m, it is possible to increase the amount of retardant
used for a given foam cell size or to increase the foam cell size for a given
amount of fire retardant. These macrocellular foams with large, well-defined
cells have improved acoustic performance.—CJR

7,146,296

43.55.Mc ACOUSTIC MODELING APPARATUS AND
METHOD USING ACCELERATED BEAM
TRACING TECHNIQUES

Ingrid B. Carlbom and Thomas A. Funkhouser, assignors to Agere
Systems Incorporated

5 December 2006 „Class 703Õ5…; filed 7 August 2000

While acousticians may debate the relative merits of physical architec-
tural modeling and computer-based ray tracing and image modeling, there is
little doubt that in the long run—and in the modern world of gaming and
interaction on the Internet—computer techniques are the only choice. Early
programs were rudimentary and assumed only specular reflections; the re-
sults were often useless and in some cases misleading. A useful program
must consider effects of diffraction as well as the variation of absorption
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coefficient as a function of angle of incidence. Above all, the program must
be capable of intelligently prioritizing the copious amounts of data gener-
ated. The authors speak with considerable authority in these areas and the
patent is essential reading for anyone involved in this specialized field.—
JME

7,143,649

43.60.Mn SOUND CHARACTERISTIC MEASURING
DEVICE, AUTOMATIC SOUND FIELD
CORRECTING DEVICE, SOUND CHARACTERISTIC
MEASURING METHOD AND AUTOMATIC
SOUND FIELD CORRECTING METHOD

Hajime Yoshino, assignor to Pioneer Corporation
5 December 2006 „Class 73Õ579…; filed in Japan 19 November 2003

This patent is one of many that deal with adaptive equalization of
loudspeakers in situ to achieve uniform response at a given listening posi-
tion. Typically, the adaptation cycle is determined by the lowest frequency
desired to adjust and multiple periods of that frequency may be required to
achieve a given accuracy. The patent proposes a method by which sequential
short-term analyses are carried out step-wise. These short-term differences

ultimately converge, enabling the system to make an estimate of the rever-
berant signal level in a shorter analysis time than the traditional measuring
method.—JME

7,158,645

43.60.Mn ORTHOGONAL CIRCULAR MICROPHONE
ARRAY SYSTEM AND METHOD FOR
DETECTING THREE-DIMENSIONAL DIRECTION OF
SOUND SOURCE USING THE SAME

Sun-do June et al., assignors to Samsung Electronics Company,
Limited

2 January 2007 „Class 381Õ92…; filed in Republic of Korea
27 March 2002

The patent describes a pair of circular microphone arrays mounted
orthogonally—one horizontal, the other vertical. The horizontal array iden-
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tifies the direction of a sound source in the azimuthal plane, and the entire
array rotates so that the source then lies on the plane of the vertical array.
The vertical array then takes over, identifying the elevation angle of the
source. Further rotation of the vertical array about its axis allows the sound
source to be identified and picked up with considerable acuity. It seems to
this reviewer that equivalent performance could be attained by a stationary
sphere with its surface densely covered by microphones. Which would be
more economical: relatively few microphones with considerable mechanical
complexity or more microphones with zero mechanical complexity?—JME

7,146,013

43.60.Mn MICROPHONE SYSTEM

Nozomu Saito et al., assignors to Alpine Electronics, Incorporated
5 December 2006 „Class 381Õ92…; filed in Japan 28 April 1999

This well-written patent describes a noise-canceling system for auto-
motive communications applications. Visualize a pair of directional micro-
phones placed on a sun visor within a few centimeters of each other. Further,
splay one of these microphones so that its primary pickup axis is pointing
away from the talker. It is then clear that the on-axis microphone will have
a higher S/N ratio than the off-axis microphone, while the low- and mid-
frequency noise pickup will be roughly the same for both microphones.
Through the adaptive network, the two noise levels are adjusted so that they

are effectively equal and can be subtracted. However, the two voice signals
will be different in level and will not cancel. The authors show measured
data indicating an average increase in useful S/N ratio of about 6 dB.—JME

7,158,446

43.60.Qv DIRECTIONAL ACOUSTIC TELEMETRY
RECEIVER

Wallace R. Gardner et al., assignors to Halliburton Energy
Services, Incorporated

2 January 2007 „Class 367Õ81…; filed 23 July 2004

Measurement while drilling �MWD� systems collect down-hole infor-
mation from well loggers while drilling oil and gas wells. Information from
down-hole sensors 26 is telemetered via acoustic transmitter 28. A piezo-

electric stack produces axial and circumferential pipe vibrations that propa-
gate up the pipe string 8 up to receiver pack 30.—AJC
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7,137,946

43.66.Ts ELECTROPHYSIOLOGICAL
MEASUREMENT METHOD AND SYSTEM FOR
POSITIONING AN IMPLANTABLE, HEARING
INSTRUMENT TRANSDUCER

Bernd Waldmann, assignor to Otologics LLC
21 November 2006 „Class 600Õ25…; filed 11 December 2004

This is a signal source that generates test signals to elicit an electro-
cochleographic response for positioning an implantable transducer in the
middle or inner ear of a patient. The electric potential response is measured

in timed relation to the test signals and processed to determine the relative
desirability of possible transducer locations.—DAP

7,149,319

43.66.Ts TELECOMMUNICATION SYSTEM,
SPEECH RECOGNIZER, AND TERMINAL, AND
METHOD FOR ADJUSTING CAPACITY FOR VOCAL
COMMANDING

Hans-Ueli Roeck, assignor to Phonak AG
12 December 2006 „Class 381Õ314…; filed 23 January 2001

The status of a hearing device is communicated to users with several
menu-selectable audio notification signals having a predetermined duration.
The notification signals selected by the user may be stored in an external
storage unit and retrieved via wireless means. Applications include acknowl-
edgment of wireless control signals produced by a remote device such as an
MP3 player.—DAP

7,149,320

43.66.Ts BINAURAL ADAPTIVE HEARING AID

Simon Haykin et al., assignors to McMaster University
12 December 2006 „Class 381Õ320…; filed 12 December 2003

Each channel of a two-channel hearing aid has a directional system
whose output drives a correlator for reducing noise by identifying and track-
ing a speech signal. Signals from the correlator are preprocessed through

models of normal and impaired hearing, whose outputs are compared to
derive and minimize an error signal. Processing in the two hearing aid
channels is similar except that one of the channels has an adaptive delay
following the correlator. The two channels are adjusted to process synchro-
nous neural signals in the auditory cortex.—DAP

7,151,838

43.66.Ts DIGITAL HEARING AID BATTERY
CONSERVATION METHOD AND APPARATUS

Bernard A. Galler and John Sayler, both of Ann Arbor, Michigan
19 December 2006 „Class 381Õ312…; filed 21 August 2003

A digital hearing aid system compares the magnitude of audio input
signals to a predetermined threshold and uses the result to multiplex be-
tween a power-saving mode and a high-power mode. If the audio signal

magnitude is determined to be less than the predetermined threshold for a
period of time, the system switches at least the digital processing module or
audio amplification circuit to a power-saving mode.—DAP

3267 3267J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Reviews of Acoustical Patents



7,151,839

43.66.Ts MODULAR HEARING AID DEVICE

Torsten Niederdränk, assignor to Siemens Audiologische Technik
GmbH

19 December 2006 „Class 381Õ324…; filed in Germany 27 June 2002

A detachable module containing at least one microphone forms a uni-
form and complete housing with a behind-the-ear or in-the-ear hearing aid
module housing. The external surface of the microphone module housing

has a curvature identical to an external surface of the hearing aid module
housing. Damping is placed at appropriate locations between the two hous-
ings to suppress mechanical oscillations.—DAP

7,155,023

43.66.Ts SWITCH FOR A BODY-WORN
ELECTRONIC DEVICE

Erich Dittli, assignor to Phonak AG
26 December 2006 „Class 381Õ330…; filed in the World Intellectual

Property Organization 16 June 1999

Although the title, abstract, and a portion of the text describe a single
element that operates in two different directions and can perform two dif-
ferent switching functions, there are no claims to support such a switch.
Rather, the claims are mostly about a one-piece housing embodiment for a

behind-the-ear hearing aid. A module mounted on a removable cover may
also be incorporated.—DAP

7,155,289

43.66.Ts AUTO-REFERENCING MIXED MODE
PHASE LOCKED LOOP FOR AUDIO PLAYBACK
APPLICATIONS

Lee F. Hartley, assignor to Advanced Bionics Corporation
26 December 2006 „Class 607Õ57…; filed 13 August 2002

As a diagnostic tool, asynchronous audio streaming is available at
several address locations within the processing chain of the digital signal

processor in a cochlear implant. The average rate of the audio samples is
extracted and a local clock is generated to resynchronize the audio samples
to allow phase-locked playback.—DAP
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7,021,314

43.70.Dn STOMA STENT WITH INTEGRATED
SPEECH FLAP VALVE

Charles J. Lane, Duxbury, Massachusetts
4 April 2006 „Class 128Õ207.29…; filed 19 July 2004

The word ‘‘stent’’ has popularly been associated with a device to hold
a blood vessel open. Here, it refers to a device to hold a throat incision open.
In cases where a patient cannot breathe normally, it is sometimes necessary
to open a breathing hole directly into the trachea. This device would be

inserted into such an opening, primarily to hold open a passage for breath-
ing. But a one-way valve would close during exhalation, directing the air
flow through the larynx, thus permitting speech. Other such devices have
been patented. It is not clear what is new here.—DLR

7,149,682

43.70.Fq VOICE CONVERTER WITH EXTRACTION
AND MODIFICATION OF ATTRIBUTE DATA

Yasuo Yoshioka et al., assignors to Yamaha Corporation
12 December 2006 „Class 704Õ205…; filed in Japan 15 June 1998

This thick document addresses the desideratum that ‘‘it would be
amusing to have a karaoke apparatus provide a capability of simulating not
only the voice quality but also the singing mannerism of a particular singer.’’
In the pursuit of this interesting goal, methods are described for generating
a synthesized waveform from a speaker’s input voice by using what seems
to be standard additive sinusoidal synthesis. The parameters for the sine
waves are obtained from the attributes of a target voice that is supposed to
be imitated, including pitch and spectral shape. There is also an attempt at
vibrato production in the synthesized waveform.—SAF

7,128,651

43.72.Ar CARD GAME FOR DISPLAYING IMAGES
BASED ON SOUND RECOGNITION

Tomoji Miyamoto et al., assignors to Kabushiki Kaisha Sega
Enterprises

31 October 2006 „Class 463Õ35…; filed in Japan 12 November 1997

This patent envisions a computerized card game in which the computer
plays the part of the dealer. The game’s actions, visuals, etc., can be changed
in response to certain acoustic and visible features detected from the human
participants. To mention the acoustic features, references are made to deter-
mining the pitch of the voice and its intensity in the hopes of detecting
features of elation or dejection in the participants. Beyond these vagaries,
we are left to wonder about the precise acoustic correlates of emotions that
will be employed.—SAF

7,133,824

43.72.Dv NOISE REDUCTION METHOD

Kuo-Guan Wu and Po-Cheung Chen, assignors to Industrial
Technology Research Institute

7 November 2006 „Class 704Õ226…; filed in Taiwan 28 September
2001

Another in a constant barrage of patents relating to speech noise re-
duction by spectral subtraction, a method is here outlined which promises to
�what else?� provide better performance than the prior art. The idea imple-
mented here involves partitioning the noisy speech signal into frequency
subbands and, in essence, performing the noise spectrum subtraction differ-
ently for each subband depending on the signal-to-noise ratio in that sub-
band. Test results are briefly reported which show that ‘‘the present method
has the potential of achieving 40% improvement over the conventional
method.’’—SAF

7,146,316

43.72.Dv NOISE REDUCTION IN SUBBANDED
SPEECH SIGNALS

Rogerio G. Alves, assignor to Clarity Technologies, Incorporated
5 December 2006 „Class 704Õ233…; filed 17 October 2002

One of seemingly hundreds of new ways of reducing noise in a speech
signal is described here, this one focusing on two key procedures. The first
is a scheme for detecting speech so that noise floor estimation can be sus-
pended during periods of speech in the signal. The second is a subbanding
scheme that divides the frequency spectrum of the signal into a number of
bands, each of which is processed separately. Each subband has its own
noise floor estimate and variable gain function, and the subbands are then
combined, with the result being like a complicated sort of filtering.—SAF

7,149,685

43.72.Dv AUDIO SIGNAL PROCESSING FOR
SPEECH COMMUNICATION

Adoram Erell and Avi Kleinstein, assignors to Intel Corporation
12 December 2006 „Class 704Õ233…; filed 3 September 2004

This patent looks like it will put forth a method for noise reduction in
a speech signal which can specifically cope with ‘‘intermittent’’ and periodic
noise like background music. In fact, only a means of detecting the presence
of such signal contamination is presented, relying on autocorrelation com-
putations to search for recurrent aspects of the signal, while the means of
dealing with it is left open-ended and is not really addressed beyond a brief
remark.—SAF

7,151,924

43.72.Ew COMMUNICATION SYSTEM, HOLD
CONTROL METHOD THEREFOR, TELEPHONE SET,
CONTROL METHOD THEREFOR AND
RECORDING MEDIUM

Keiichi Hayashi, assignor to NEC Corporation
19 December 2006 „Class 455Õ414.1…; filed in Japan 14 August 2002

Here is a simple idea to facilitate multitasking with a mobile phone. It
is recognized that the sounds emitted by nonspeech oriented functions of a
phone can intrude on speech-sensitive modes of operation. The patent de-
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scribes a ‘‘hold control’’ which senses the user’s operation of the phone’s
functions and turns off the microphone as needed to prevent sound intru-
sions. During the hold period, the phone sends a signal to the network side
to ‘‘hold’’ the voice communication. One must surmise that a means for
recording and then replaying a signal is involved, perhaps on the network
side.—SAF

7,152,032

43.72.Ew VOICE ENHANCEMENT DEVICE BY
SEPARATE VOCAL TRACT EMPHASIS
AND SOURCE EMPHASIS

Masanao Suzuki et al., assignors to Fujitsu Limited
19 December 2006 „Class 704Õ262…; filed 17 February 2005

Prior art techniques for voice enhancement have frequently involved
the principle of increasing the amplitude of formants higher than the first.
The authors point out that this has conventionally been implemented by the
approach of simple band-splitting followed by high-band emphasis. This is
not really an adequate way of accomplishing the goal, and this patent de-
scribes a way of enhancing higher formants by actually separating the vocal
tract filter using linear predictive analysis and then directly acting on the
LPC spectrum as, for example, by increasing the amplitude of the peaks
which presumably correspond to formants in the speech signal. Methods are
also described for enhancing the LPC residual �voice source�, such as by
increasing the pitch periodicity to improve perceived clarity.—SAF

7,158,933

43.72.Ew MULTI-CHANNEL SPEECH
ENHANCEMENT SYSTEM AND METHOD BASED
ON PSYCHOACOUSTIC MASKING EFFEJCTS

Radu Victor Balan and Justinian Rosca, assignors to Siemens
Corporate Research, Incorporated

2 January 2007 „Class 704Õ226…; filed 10 May 2002

This patent involves many of the usual techniques for speech-signal
noise reduction, using a voice activity detector to aid in the measurement of
the noise spectrum. A novel twist is provided by developing a model of the
noise filtering that, first, can be constructed from any number of different
transmission channels and, second, is optimized using psychoacoustic mask-
ing thresholds to avoid cleansing the signal of more noise than necessary. A
considerably detailed presentation is provided, along with some brief results
of testing that support the advantages of a two-channel implementation over
a single-channel version.—SAF

7,136,811

43.72.Gy LOW BANDWIDTH SPEECH
COMMUNICATION USING DEFAULT AND
PERSONAL PHONEME TABLES

Thomas Michael Tirpak and Weimin Xiao, assignors to Motorola,
Incorporated

14 November 2006 „Class 704Õ221…; filed 24 April 2002

This patent refers to prior art ‘‘phoneme-based speech communication
techniques’’ that have been used to accomplish extremely low bit-rate
speech transmission. Without explaining any such method, the patent pro-

poses to improve the mechanical, impersonal voice sound resulting from
such methods by the use of a ‘‘personal phoneme table.’’ There is no indi-
cation of why a slight tweaking of the phoneme parameters should be ex-
pected to dramatically improve upon the mechanical and impersonal sound,
which logic dictates is largely a result of discarding the voice source infor-
mation to achieve the low bit rate.—SAF

7,146,008

43.72.Gy CONDITIONAL ACCESS TELEVISION
SOUND

Eric C. Hannah and Benjamin M. CahillIII, assignors to Intel
California

5 December 2006 „Class 380Õ236…; filed 16 June 2000

To control the access to certain programs, the audio signal in a video
broadcast program is encrypted with orthogonal frequency-division multi-
plexing and is then used to modulate a carrier. The resulting overlapping

subcarriers are broadcast along with an obscured modulated video signal. A
pattern identifier enables the receiver to decode the encrypted audio
signal.—DAP

7,146,324

43.72.Gy AUDIO CODING BASED ON FREQUENCY
VARIATIONS OF SINUSOIDAL COMPONENTS

Albertus Cornelis Den Brinker et al., assignors to Koninklijke
Philips Electronics N.V.

5 December 2006 „Class 704Õ500…; filed in the European Patent
Office 26 October 2001

In a basic sinusoidal coder, the frequencies of signal components are
estimated as an average within each analysis frame. That approach was later
improved using a time-warping method. In this patent, the frequencies of
signal components are tracked and accounted for by coding the linear rate of
frequency change or by generating polynomials that estimate the next values
of frequency. The polynomial fitting approach can track several different
frequency variations that go in opposite directions within a frame.—DAP
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7,149,594

43.72.Gy DIGITAL AUDIO SIGNAL FILTERING
MECHANISM AND METHOD

Philip R. Wiser et al., assignors to Microsoft Corporation
12 December 2006 „Class 700Õ94…; filed 29 June 2005

As a response to a received signal that specifies which transmission
medium to use, stored processing parameter data associated with one of
several mediums are used in two or more selected cascaded processing

stages to encode audio signals to meet sound quality and delivery bandwidth
requirements. Processing stages available for selection include a format con-
verter, sample rate converter, filtering, and watermarking.—DAP

7,130,799

43.72.Ja SPEECH SYNTHESIS METHOD

Katsumi Amano et al., assignors to Pioneer Corporation
31 October 2006 „Class 704Õ262…; filed in Japan 15 October 1999

A simple plan for a phoneme-based concatenative speech synthesizer
is outlined. Since there is nothing novel about that, it appears that the patent
claims are built upon a linear predictive frame-based method for equalizing
the sound power at the boundaries between concatenated segments.—SAF

7,139,712

43.72.Ja SPEECH SYNTHESIS APPARATUS,
CONTROL METHOD THEREFOR AND COMPUTER-
READABLE MEMORY

Masayuki Yamada, assignor to Canon Kabushiki Kaisha
21 November 2006 „Class 704Õ266…; filed in Japan 9 March 1998

This patent proposes three different embodiments which all purport to
decrease processing time of the phoneme search process in a concatenative
speech synthesizer. The document is difficult and short on details, but the
general ideas revolve around determining suitable phoneme substitutions in
a given context where the perfect matching phoneme �with matching
prosody as well� that would be desired is not present in the recorded
database.—SAF

7,143,029

43.72.Ja APPARATUS AND METHOD FOR
CHANGING THE PLAYBACK RATE OF RECORDED
SPEECH

Moustafa Elshafei, assignor to Mitel Networks Corporation
28 November 2006 „Class 704Õ211…; filed in the United Kingdom

4 December 2002

A novel method is described for changing the playback rate of a digital
speech signal. The method is embodied in an arcane scheme of ad hoc
decision rules that promise to take the best possible actions to achieve a
user-entered playback speed. The decision rules somehow depend upon ex-
tracting, for each speech frame, the periodicity jitter, energy jitter, and pe-
riodicity strength jitter, and then making the right decisions accordingly. It is
not possible to determine at a glance why the given rules should work.—
SAF

7,143,038

43.72.Ja SPEECH SYNTHESIS SYSTEM

Nobuyuki Katae, assignor to Fujitsu Limited
28 November 2006 „Class 704Õ258…; filed 3 March 2005

A method is described �using the term charitably� which employs an
arcane scheme to augment a typical concatenative speech synthesizer with
an ability to select recorded segments which are longer than those usually
employed. The use of longer segments �such as pairs of syllables or entire
words� drawn from the prerecorded speech corpus is intended to comple-
ment the usual short segment concatenation, with the aim of improving
naturalness insofar as is possible given the corpus at hand.—SAF

7,155,390

43.72.Ja SPEECH INFORMATION PROCESSING
METHOD AND APPARATUS AND STORAGE
MEDIUM USING A SEGMENT PITCH PATTERN
MODEL

Toshiaki Fukada, assignor to Canon Kabushiki Kaisha
26 December 2006 „Class 704Õ254…; filed in Japan 31 March 2000

This patent presents a technique for generating a pitch pattern for
speech synthesis, given a segment sequence. The method involves a ‘‘poly-
nomial segment model’’ which is described in some detail. It is a statistical
time series model for aligning a pitch contour with the segment sequence.—
SAF

7,020,607

43.72.Ne DIALOGUE PROCESSING SYSTEM AND
METHOD

Akira Adachi, assignor to Fujitsu Limited
28 March 2006 „Class 704Õ257…; filed in Japan 13 July 2000

The grammar used in this human-computer dialog system is somewhat
similar to the simple ‘‘item in position’’-type of grammar, sometimes re-
ferred to as a slot grammar. What is called a ‘‘slot’’ 11 in this patent, how-
ever, is more abstract in that it represents items of information needing to be
satisfied as the dialog proceeds, but which need not be ‘‘filled in’’ by the
user in any particular sequence or grammatical structure. Details of the
application, such as plane schedules, prices, etc., are provided by a database
9, which plugs into the dialog system much as does the slot package. As a
dialog proceeds, the user may follow a relatively free-form style, while the
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dialog manager tracks progress by filling in slot information as it is pro-
vided. Finally, the dialog manager may request items of information needed
to complete the slot and finalize the transaction.—DLR

7,020,608

43.72.Ne SPEECH RECOGNITION HANDLING WITH
SYNTHESIZED MANUAL INPUT EVENTS

Sagarika A. Chavan, assignor to Delphi Technologies,
Incorporated

28 March 2006 „Class 704Õ270…; filed 21 June 2001

This speech recognition system receives inputs from a mechanical sub-
system as well as from the speech input. Mechanical functions may then be
performed either by voice inputs or by mechanical operations. The way the
functions are performed when using voice inputs is described as a system of
simulated mechanical operations, which are then transformed into the actual
mechanical functions, thus allowing the same mechanical control system to
be used for either voice or physical commands. It all seems like a rather
elaborate way to implement a dual control system.—DLR

7,024,363

43.72.Ne METHODS AND APPARATUS FOR
CONTINGENT TRANSFER AND EXECUTION OF
SPOKEN LANGUAGE INTERFACES

Liam David Comerford and David Carl Frank, assignors to
International Business Machines Corporation

4 April 2006 „Class 704Õ270…; filed 14 December 1999

This speech recognition system and dialog manager would centralize
the voice interface functions in a hand-held device, isolating such functions
from the various applications that would use the speech interface. It thus
moves in the direction that operating systems have been moving inexorably,
toward centralization of commonly needed capabilities and simplification of
the application software. The key issues are the same as what recognition
system builders have struggled with for many years, how to manage
application-specific speaker data, grammars, vocabulary, etc. As has always
been the case, such a move was not possible until the application builders
could agree on the details of the needed functions. To what extent those
thorny issues have yet been settled remains to be seen. Furthermore, it
seems clear that the process of reaching compromises on the corresponding
issues in dialog design has hardly begun.—DLR

7,027,565

43.72.Ne VOICE CONTROL SYSTEM NOTIFYING
EXECUTION RESULT INCLUDING UTTERED
SPEECH CONTENT

Masahiko Tateishi and Kunio Yokoi, assignors to Denso
Corporation

11 April 2006 „Class 379Õ88.01…; filed in Japan 25 June 2002

The essence of this patent on speech recognition system design is
simply that, as a word is recognized, it is associated with both a word code
and a command code. The word code can be sent to a synthesizer to request
confirmation of the impending action and the command code can be sent to
a control mechanism to implement the desired function.—DLR

7,027,985

43.72.Ne SPEECH RECOGNITION METHOD WITH A
REPLACE COMMAND

Heribert Wutte, assignor to Koninklijke Philips Electronics, N.V.
11 April 2006 „Class 704Õ235…; filed in the European Patent Office

8 September 2000

This patent, concerned with the use of a speech recognition system for
dictation and editing of the resulting text, deals entirely with some low-level
details concerning how the editing operations would be performed by voice
commands and how the commanded operations are carried out in the pro-
cess of modifying the text. The author charges that previous voice editing
systems did this in a clumsy way.—DLR

7,027,991

43.72.Ne VOICE-RESPONSIVE COMMAND AND
CONTROL SYSTEM AND METHODOLOGY FOR USE
IN A SIGNAL MEASUREMENT SYSTEM

Jay A. Alexander and Michael J. Karin, assignors to Agilent
Technologies, Incorporated

11 April 2006 „Class 704Õ275…; filed 26 March 2002

The implementation of a speech recognizer set up to operate electronic
test equipment in a circuit design or repair shop or lab is described. Text line
610 shows a sample of text which has just been entered via the voice input
and recognized. The patent includes extensive tables and flowcharts of the

special vocabulary for this application and how such vocabulary items are
translated into control operations. In this oscilloscope example, the intent is
that no manual actions would be required. Everything can be done using
speech.—DLR
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7,031,917

43.72.Ne SPEECH RECOGNITION APPARATUS
USING DISTANCE BASED ACOUSTIC MODELS

Yasuharu Asano, assignor to Sony Corporation
18 April 2006 „Class 704Õ238…; filed in Japan 22 October 2001

Apparently, when you build a speech recognizer into a toy robotic
animal, you have to deal with a severe case of a lack of control over the
speaker’s distance from the microphone. The patent describes several stud-
ies done to determine the spectral and amplitude effects of very close and
very far mic distances. CCD visual sensors 22L and 22R are located in the

robot pet’s eyes. A simple stereo image analyzer performs triangulation to
measure the distance to an object in the robot’s view. An optional ultrasound
sensor 111 may be located in the pet’s nose or mouth and provides an
additional distance calculation. The recognizer includes multiple acoustic
models, each trained for best results at a particular speaking distance.—DLR

7,031,918

43.72.Ne GENERATING A TASK-ADAPTED
ACOUSTIC MODEL FROM ONE OR MORE
SUPERVISED ANDÕOR UNSUPERVISED CORPORA

Mei Yuh Hwang, assignor to Microsoft Corporation
18 April 2006 „Class 704Õ243…; filed 20 March 2002

It is well known that a speech recognizer trained by a single speaker
using utterances pertaining to a specific task will perform with significantly
lower error rates than if the training situation is less well controlled. How-
ever, such training can be tedious and expensive. Vast amounts of recorded
speech data are available, but by various speakers with wide-ranging vo-
cabulary, and often with no available transcription of the content. This
patent describes methods by which the recognizer can be used in various
‘‘bootstrap’’ modes to make use of such unstructured speech data. One tech-
nique is to obtain confidence measures on one pass, then to use that infor-

mation during the model-building stage of a second recognition pass. Many
of the techniques covered here have been in use by recognition system
builders for many years and some have been described in other patents.—
DLR

7,146,319

43.72.Ne PHONETICALLY BASED SPEECH
RECOGNITION SYSTEM AND METHOD

Melvyn J. Hunt, assignor to Novauris Technologies Limited
5 December 2006 „Class 704Õ254…; filed 31 March 2003

A method is presented for modifying the standard sort of matching
algorithm that takes the �errorful� output phone sequence from a speech
acoustic-phonetic decoder and finds the best matching reference pronuncia-
tion. Three different modifications are presented separately here, all having
the common signature of using some kind of ‘‘extra information’’ to aug-
ment the reference pronunciations and the match cost matrix, in the pursuit
of closer matches and fewer errors. One embodiment suggests adding stress
information, a second suggests adding syllable structure information, while
a third suggests using ‘‘combined’’ �disjunctive� phonetic units and freely
deletable phonetic units.—SAF

7,146,320

43.72.Ne ELECTRONIC MAIL REPLIES WITH
SPEECH RECOGNITION

Yun-cheng Ju and Peter K. L. Mau, assignors to Microsoft
Corporation

5 December 2006 „Class 704Õ257…; filed 29 May 2002

This speech recognition system would allow the user to reply verbally
to email messages that are read to the user via a text-to-speech converter.
However, the method would be applicable only for the special case where

the original email poses a question and, ideally, also includes a list of pos-
sible answers. The question and any proposed answers are converted to
speech and sent to the user. A response from the user is associated with a
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proposed answer via the speech recognizer and is converted from speech to
text and transmitted via email back to the sender.—DAP

7,155,391

43.72.Ne SYSTEMS AND METHODS FOR SPEECH
RECOGNITION AND SEPARATE DIALECT
IDENTIFICATION

George W. Taylor, assignor to Micron Technology, Incorporated
26 December 2006 „Class 704Õ257…; filed 24 May 2004

To reduce the time taken to reliably transcribe speech into text, a
processor queries users in an attempt to determine their dialect. The queries
include at least one of the following: user’s age, gender, educational level,

native language, geographic origin, and current geographic residence. The
user provides non-verbal answers to the queries and the system then com-
pares the dialect parameters obtained from the user to the stored dialect
parameter data to determine the likely dialect.—DAP

7,146,321

43.72.Ne DISTRIBUTED SPEECH RECOGNITION
SYSTEM

James Cyr et al., assignors to Dictaphone Corporation
5 December 2006 „Class 704Õ270.1…; filed 31 October 2001

Speech files from several users are stored until they can be forwarded
to a selected speech recognition engine for processing. Selection of the
speech recognition engine is based on comparing availability and turnaround
time.—DAP

7,149,689

43.72.Ne TWO-ENGINE SPEECH RECOGNITION

Sherif Yacoub, assignor to Hewlett-Packard Development
Company, L.P.

12 December 2006 „Class 704Õ255…; filed 30 January 2003

In voice-enabled telephony and interactive voice response applica-
tions, two speech recognition engines produce separate recognition output
hypotheses after receiving the same speech inputs. For each speech recog-
nition engine, a confusion matrix is generated and converted into an alter-
natives matrix in which every column is ordered by highest-to-lowest prior-
ity. The speech recognition engine outputs are cross-compared with the
alternatives matrices to find matches.—DAP

7,158,764

43.72.Ne SYSTEM AND METHOD FOR SENDING
HIGH FIDELITY SOUND BETWEEN WIRELESS
UNITS

Peter A. Thayer et al., assignors to Electronic Data Systems
Corporation

2 January 2007 „Class 455Õ90.1…; filed 13 December 2001

Wireless techniques, such as Bluetooth™, typically transmit analog
audio signals using a telephone standard of 8 K samples/s. In order to
transmit a higher fidelity audio signal, the signal is sampled twice and en-
coded into two separate signals which are individually transmitted over a

wireless synchronous channel. At the receiver, at least two samples each of
the two transmitted signals are grouped and then combined, resulting in a
sampling rate greater than eight kHz.—DAP
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7,144,370

43.80.Vj METHOD AND APPARATUS FOR IMAGING
OF TISSUE USING MULTI-WAVELENGTH
ULTRASONIC TAGGING OF LIGHT

Pavel Alexeyevich Fomitchov, assignor to General Electric
Company

5 December 2006 „Class 600Õ438…; filed 30 November 2004

Electromagnetic radiation is emitted at two or more wavelengths and
propagates through a volume of tissue to be imaged. Ultrasonic waves are
also directed through the imaging volume and modulate the electromagnetic
radiation at the ultrasonic frequency. The modulated electromagnetic radia-
tion is detected by electromagnetic radiation detectors.—RCW

7,144,371

43.80.Vj TRANSESOPHAGEAL ULTRASOUND
PROBE HAVING A ROTATING ENDOSCOPE SHAFT

Stephen Dodge Edwardsen and Dag Jordfald, assignors to
GE Medical Systems Global Technology Company, LLC

5 December 2006 „Class 600Õ459…; filed 22 March 2004

This probe includes an endoscope with an imaging element mounted
on the distal end of a rotating shaft. The probe also includes a mechanism in
the handle to control the imaging element and a rotatable tube that extends
through the rotating endoscope shaft into the control handle. The motion of
the shaft is relative to the rotatable tube and independent of the tube
rotation.—RCW

7,149,566

43.80.Vj SOFT TISSUE ORIENTATION AND
IMAGING GUIDE SYSTEMS AND METHODS

Roberta Lee, assignor to Manoa Medical, Incorporated
12 December 2006 „Class 600Õ429…; filed 31 October 2002

A frame defines an opening into which tissue fits, immobilizes the
tissue, and includes means to secure the frame to the tissue.—RCW

7,150,716

43.80.Vj MEASURING TRANSDUCER MOVEMENT
METHODS AND SYSTEMS FOR MULTI-
DIMENSIONAL ULTRASOUND IMAGING

Paul H. Jones et al., assignors to Siemens Medical Solutions USA,
Incorporated

19 December 2006 „Class 600Õ446…; filed 20 February 2003

An optical sensor in the transducer of an ultrasound imaging system
measures motion along the skin surface in a way similar to the measurement
of motion by a personal computer mouse. The motion information is used to

position b-scan images accurately relative to one another. The image posi-
tions are angle corrected when the transducer is scanned at an angle that is
not perpendicular to the skin surface.—RCW

7,153,268

43.80.Vj MOTION ADAPTIVE FRAME AVERAGING
FOR ULTRASOUND DOPPLER COLOR FLOW
IMAGING

Yadong Li et al., assignors to General Electric Company
26 December 2006 „Class 600Õ455…; filed 9 September 2004

Motion is determined by comparison of b-scan image frames and the
number of frames averaged is changed according to a motion factor that is
computed from the frame comparisons.—RCW

7,156,811

43.80.Vj ULTRASONIC IMAGING METHOD AND
APPARATUS

Franco Bertora, assignor to Esaote, S.p.A.
2 January 2007 „Class 600Õ447…; filed in Italy 16 October 2002

Backpropagation is used to obtain signals that reduce the number of
channels needed to beamform received signals.—RCW

7,156,812

43.80.Vj VOLUMETRIC IMAGE ULTRASOUND
TRANSDUCER UNDERFLUID CATHETER SYSTEM

James Bernard Seward and Abdul Jamil Tajik, assignors to Mayo
Foundation for Medical Education & Research

2 January 2007 „Class 600Õ466…; filed 27 March 2003

This catheter system contains an ultrasonic transducer array mounted
near the distal end of the catheter. A lens mounted on the array spreads the
ultrasound beam in a direction perpendicular to the axis of the array to
illuminate a volume of fluid. Alternatively, multiple rows of transducer ele-
ments are used to illuminate the volume. Features in the volumetric field of
view can be imaged, measured, or treated therapeutically.—RCW
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Retrofocusing techniques in a waveguide for acoustic
communications (L)

H. C. Songa� and S. M. Kimb�

Marine Physical Laboratory, Scripps Institution of Oceanography, La Jolla, California 92093-0238

�Received 8 November 2006; revised 29 January 2007; accepted 2 March 2007�

In the paper “Retrofocusing technique for high rate acoustic communications” �M. Stojanovic, J.
Acoust. Soc. Am. 117, 1173–1185 �2005��, it is suggested that the time reversal approach requires
a large number of array elements to compete with other approaches. Here the analysis of that paper
is extended with a modified example to compare the performance of various approaches in three
respects: �1� array element distribution across the water column, �2� channel normalization, and �3�
phase delay across the array. In contrast, our results show that the time reversal approach combined
with channel equalization can offer nearly optimal performance with a very small four element
array. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2721877�

PACS number�s�: 43.60.Dh, 43.60.Gk, 43.60.Fg �ADP� Pages: 3277–3279

A recent paper by Stojanovic1 explored various possible
approaches to the acoustic communication between a single
element and a multi-element array including time reversal2,3

and channel equalization,4 under the assumption that the
channel transfer function is available to the transmitter
and/or the receiver. Motivated by the limitations of the time
reversal approach �SNR0� due to residual intersymbol inter-
ference �ISI�,5,6 optimization techniques �SNR1 and SNR2�
were developed which simultaneously eliminate ISI and
maximize the output signal-to-noise ratio �SNR�, while
maintaining maximal data rate in a given bandwidth subject
to a constraint on the transmitted symbol energy. In addition,
an optimal solution involving channel equalization �SNR4�
was proposed to offer the best performance at the expense of
the complexity of the overall system. The paper1 provides
theoretical bounds on the performance of various approaches
in terms of the output SNR and examines the performance
using a simple model channel.

However, the simple channel model chosen for the
analysis in Ref. 1 did not include important propagation
physics that, if included, potentially alter some of the con-
clusions in Ref. 1. In this letter, the analysis of the paper is
extended to arrays that are capable of utilizing the spatial
diversity of the model channel to compare the performance
of the various approaches. It is found that the various ap-
proaches collapse to basically four different approaches: �1�

time reversal alone, �2� time reversal with equalization, �3�
equalization with a fixed transmit array, and �4� optimal ap-
proach. Approach �3� does not use the channel information
and generally performs poorly as compared to the other ap-
proaches except approach �1�. In this letter, we address the
following three components in the model channel used for
performance analysis: �i� array element spacing, �ii� channel
normalization, and �iii� phase delay across the array.

�i� The major issue is the inter-element spacing em-
ployed in the channel model. The typical requirement of the
element spacing being equal to or less than half the wave-
length �d�� /2� to avoid spatial aliasing can be relaxed for a
vertical array in an underwater waveguide since the propa-
gation angles are almost horizontal �broadside to the array�
as extensively studied in matched field processing.7 Thus, the
important question is how to distribute array elements across
the water column given the number of elements �M� where
the element spacing �d� constrains the aperture of the array
�i.e., L=d�M −1��. Specifically, the example in the paper us-
ing M =4 elements with d=� /2 spacing has an aperture of
L=3� /2 which is not large enough to resolve the three multi-
paths propagating at low grazing angles �e.g., �
=0° ,2.7° ,5.4°�. Then a four-element array with this small
inter-element spacing behaves effectively as a clustered
single element. As a result, there needed to be an increase in
the number of elements until the time reversal array reached
an aperture sufficient to resolve the three multipaths, requir-
ing a large number of array elements �e.g., M =32� to com-
pete with the other approaches.

Here we use the same number of array elements, M =4,
but with an element spacing of d=4� which provides a suf-

a�Author to whom correspondence should be addressed. Electronic mail:
hcsong@mpl.ucsd.edu

b�Dr. Sea-Moon Kim is now with Korea Ocean Research and Development
Institute, Daejeon, Korea. Work done while at MPL.
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ficient aperture to benefit from the spatial diversity3 of the
field as illustrated in Fig. 1. The difference between � /2 and
4� element spacing results in as many as eight times the
number of elements. The composite channel function ��f� is
shown in Fig. 1�a� �top� while the impulse response of the
overall system with time reversal q�t�3 is shown in Fig. 1�a�
�bottom�. The performance of time reversal communications
depends on the behavior of q-function2 whose Fourier trans-
form is ��f� defined in Eq. 12 of Ref. 1 as the summation of
autocorrelation functions of each channel impulse responses
Ci�f�. To minimize the ISI, it would be desirable to have a
q-function that approaches a Dirac delta function. Even with
M =4 elements, however, the ��f� flattens out and the overall
system obtained with time reversal q�t� shows much smaller
sidelobes as compared to those in Fig. 3 of Ref. 1 with d
=� /2=0.05 m. In fact, the aperture of M =4 elements with
4� spacing is still modest with L=1.2 m in 75-m deep water.

Figure 1�b� summarizes the corresponding performance
results using M =4, L=1.2 m array. Several observations can
be made. First, Fig. 1�b� looks very similar to Fig. 4 of Ref.
1 where L�1.6 m with M =32 and d=� /2, clearly indicat-
ing the redundancy of the array elements with smaller ele-
ment spacing. Second, note that there are only four distinct
curves shown in Fig. 1�b� while there are seven different
legends. Apparently, all the optimal techniques �SNR1,
SNR2, SNR4� as well as passive time reversal with equaliza-
tion �SNR3,up� collapse onto one another, which can be
grouped as an optimal approach �4�. The other three curves
represent: time reversal alone �SNR0, dashed with squares,
approach �1��, active time reversal with equalization
�SNR3,tr, cross, approach �2��, and equalization with a fixed
transmit array �SNR3,down, circle/dashed, approach �3��.
Third, approach �2� also offers performance very close to the
optimal approach �4�, suggesting that time reversal alone �ei-
ther active or passive� can be optimized in conjunction with
channel equalization by removing the residual ISI.2 Ap-

proach �4� shows a linear curve proportional to the input
SNR, E /N0, which provides an upper bound to the other
approaches. Fourth, it is noticeable that time reversal ap-
proach �1� saturates eventually due to residual ISI at a value
1/� �defined in Eq. 34 of Ref. 1� which is determined by the
channel function ��f�. On the other hand, approach �1� is
almost identical to the optimal approach �4� at low SNR
below E /N0�7 dB. This is because the impact of ISI
through � will be either comparable to or negligible with
respect to the noise level at low SNR and as E /N0→0, the
output SNR0 reduces to SNR0L= �E /N0��−�

� X�f���f�df , lin-
early proportional to E /N0. The characteristics of the
q-function affect the point of separation from the optimal
curves. Finally, approach �3�, which does not use the channel
knowledge consistently, is outperformed �about 2 dB� by the
optimal approach �4�.

�ii� For convenience, the q-function is normalized such
that q�0�=1 in Fig. 1 where q�0� represents the total energy
of the channel impulse responses �three multipaths in our
example�. However, this normalization should not be im-
posed when calculating the performance bounds since we
have a constraint on the transmitted symbol energy E inde-
pendent of M. This allows us to distinguish the impact of
varying the number of array elements from the impact of
varying the total transmitted power.8 For uplink scenarios,
one should pick up more energy by increasing the number of
receivers for a fixed transmitted power.

Performance sensitivity with respect to the number of
array elements �or, equivalently, array size� is shown in Fig.
2�a� illustrating the output SNR as a function of M for a
given symbol SNR of E /N0=20 dB. The performance char-
acteristics are quite different from Fig. 5 of Ref. 1 where d
=� /2 with the normalization imposed. Three observations
can be made. As in Fig. 1�b�, the performance of all of the
optimal focusing techniques collapse onto each other as well
as approach �2� forming a single curve, while the perfor-

FIG. 1. �a� Composite channel power spectral density ��f� when M =4 and d=4�, and the corresponding impulse response of time-reversal q�t� which is the
inverse Fourier transform of ��f�. �b� Performance of various techniques on the example channel: output SNR vs E /N0. The array aperture is L=1.2 m. Note
that the four curves �marked with two �s, solid �, and �� collapse to each other and can be grouped simply as optimal approach �4�.
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mance improves quite rapidly with the first few elements
where the spatial diversity is exploited maximally.3 Second,
approach �3� is outperformed by the optimal approach �4� as
in Fig. 1�b�. In addition, approach �3� initially shows better
performance than approach �1� up to M�4, but is saturated
and eventually outperformed by approach �1� due to an inef-
ficient use of energy without exploiting the channel knowl-
edge. Finally, the oscillatory behavior of time reversal ap-
proach is quite peculiar with a period of �M =5,
corresponding to about 2 m in the array aperture. The period
of 2 m turns out consistent with the period shown in Fig. 6 of
Ref. 1, which is explained below.

�iii� The vertical wave number interference between two
multipaths denoted by �ij is

�ij =
2	

��kz�i − �kz� j�
=

�

�sin �i − sin �j�
, �1�

where kz is a vertical wave number. For the three multipaths
shown in Fig. 1 of Ref. 1, the interference distances at
15 kHz are �13�1.06 m, �23�2.13 m, and �12�2.12 m,
respectively. The least common denominator �LCD� is
then �=2.12 m, which is approximately the period of the
oscillatory characteristics.

Since we are dealing with a broadband signal of 5 kHz
bandwidth centered at 15 kHz in the example, the oscillatory
phenomenon normally would not occur if the phase delay
was frequency-dependent such that 
�f�=2	�d /��sin �
where �=c / f . This is because the interference varies with

frequency �or � in Eq. �1�� and smears out over the band of
frequency. It should be mentioned that the frequency depen-
dent phase across the array is a direct result of the simple
time delay relationship between the array elements. Figure
2�b� re-evaluates Fig. 2�a� using the frequency-dependent
phase 
�f�. As expected, the oscillatory behavior of time
reversal approach �1� clearly has diminished.
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FIG. 2. Performance of various techniques on the example channel: output SNR vs M for fixed symbol SNR=E /N0=20 dB. �a� d=4� without the channel
normalization q�0�=1 imposed. Note the aperture of M =35 elements array is 17 m in 75-m deep water. �b� Reproduction of plot �a� when the phase delay is
frequency-dependent such that 
�f�=2	�d /��sin �.
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On the relation between the phonation threshold lung pressure
and the oscillation frequency of the vocal folds (L)
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This Letter presents an extension of a previous equation for the phonation threshold pressure by
Titze �I. R. Titze, J. Acoust. Soc. Am. 83, 1536–1552 �1988��. The extended equation contains the
vocal-fold oscillation frequency as an explicit factor. It is derived from the mucosal wave model of
the vocal folds by considering the general case of an arbitrary time delay for the mucosal wave to
travel the glottal height. The results are illustrated with a numerical example, which shows good
qualitative agreement with experimental measures. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2722210�

PACS number�s�: 43.70.Aj, 43.70.Bk �BHS� Pages: 3280–3283

I. INTRODUCTION

Almost two decades ago, Titze �1988� set forth the dy-
namical principles of the vocal-fold oscillation. He proposed
a mucosal wave model in which motion of the vocal-fold
tissues is represented as a surface wave propagating in the
direction of the airflow. His model demonstrated the
aeroelastic nature of the oscillation, born from the interaction
between the airflow blowing through the glottis and the elas-
tic structure of the tissues. Since then, the original model and
its several variations have been used in further studies of
phonation dynamics �e.g., Chan and Titze, 2006; Drioli,
2005; Laje et al., 2001; Lucero, 1999�, and have even been
applied to the production of sound in the avian syrinx �Laje
and Mindlin, 2005�.

An important result of Titze’s work was an equation for
the phonation threshold value of lung pressure, defined as the
minimum value required to initiate the vocal-fold oscillation.
At this threshold value, the energy transferred from the air-
flow to the vocal folds is large enough to overcome the en-
ergy dissipated in the tissues, so that an oscillatory move-
ment of growing amplitude may take place. Titze’s equation
related the threshold pressure to biomechanical parameters,
namely, glottal geometry, tissue damping coefficient, and
mucosal wave velocity. It has found important applications
in studies of glottal aerodynamics �Titze, 1992�, and its va-
lidity has been tested in various experimental setups �e.g.,
Chan et al., 1997; Chan and Titze, 2006; Titze et al., 1995�.
The threshold pressure value has also been interpreted as a
measure of ease of phonation, and proposed as a diagnostic
tool for vocal health �Titze et al., 1995�. Its clinical signifi-
cance has been explored in several studies �e.g., Fisher and

Swank, 1997; Fisher et al., 2001; Milbrath and Solomon,
2003; Roy et al., 2003; Sivasankar and Fisher, 2002; Verdo-
lini et al., 2002�.

Naturally, the mucosal wave model included several
simplifying assumptions, necessary to permit the analytical
treatment. One of those assumptions was a small time delay
for the mucosal wave to travel along the vertical dimension
of the vocal folds. This is equivalent to a small phase delay
of the oscillatory motion of the upper edge of the vocal folds
in relation to the lower edge.1 As will be shown later, a
consequence of that assumption is that the equation for the
phonation threshold pressure lacks the oscillation frequency
as a parameter. It is well-known that phonation threshold
pressure increases with frequency, as demonstrated by ex-
perimental measures �e.g., Titze, 1992�. This result is consis-
tent with data suggesting that phonation onset is delayed
when speakers use higher frequencies �e.g., Koenig et al.,
2005�. The data on how frequency affects phonation are
somewhat conflicting, however �cf. McCrea and Morris,
2005�. Titze �1988, 1992� pointed out the lack of a frequency
factor and offered a possible solution by relating other pa-
rameters in the phonation threshold pressure expression,
such as vocal-fold thickness and mucosal wave velocity, to
the oscillation frequency.

This Letter will show that a more general analysis of the
model allowing for arbitrary time delay results in an ex-
tended equation for the phonation threshold pressure which
includes the oscillation frequency explicitly.

II. MUCOSAL WAVE MODEL

For details on the derivation of the model’s equations,
we refer the reader to Titze’s �1988� original work. Figure 1
shows a schematic of the mucosal wave model. Complete
right-left symmetry of the folds is assumed, and motion of
tissues is allowed only in the horizontal direction. A surface
wave propagates through the superficial tissues, in the direc-
tion of the airflow �upward�.

a�Electronic mail: lucero@unb.br
b�Electronic mail: koenig@haskins.yale.edu
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The equation of motion of the vocal-fold tissues is ob-
tained by lumping their biomechanical properties at the mid-
point of the glottis, and assuming that they are forced by the
mean glottal pressure Pg, which yields

M�̈ + B�̇ + K� = Pg, �1�

where � is the tissue displacement at the midpoint, and M, B,
K are the mass, damping, and stiffness, respectively, per unit
area of the medial surface of the vocal folds.

The glottal aerodynamics is modeled by assuming that
the flow is frictionless, stationary, and incompressible. Under
such conditions, the mean glottal air pressure Pg may be
expressed by

Pg = Pi + �Ps − Pi��1 − a2/a1 − ke�/kt, �2�

where Ps is the subglottal pressure, Pi is the supraglottal
pressure �at the entry of the vocal tract�, ke is a pressure
recovery coefficient for the turbulent region at the glottal exit
�0�ke�0.2, depending on the relation of the vocal-tract
input area to the glottal area�, kt is a transglottal pressure
coefficient �kt=kc−ke, where kc is a pressure loss coeffi-
cient for the region upstream the glottal exit, with values
1.0�kc�1.4 depending on the glottal channel shape�, and
a1, a2 are the glottal areas at the lower and upper edges of
the glottal channel, respectively. The time-varying glottal
areas are given by

a1�t� = 2L��01 + ��t + ��� , �3�

a2�t� = 2L��02 + ��t − ��� , �4�

where �01 and �02 are the lower and upper prephonatory
glottal half-widths, respectively, � is the time delay for the
mucosal wave to travel half the glottal height �T /2 in Fig.
1�, and L is the vocal-fold length. The delay � depends on
the velocity of the mucosal wave, which is related to the
compliance of superficial tissues �Titze, 1992�.

Following Titze, we assume that the subglottal pressure
Ps is equal to a constant lung pressure PL, the vocal-tract
pressure is atmospheric �Pi=0�, and the vocal-tract input
area is much larger than the glottal area so that ke�0. Fur-
ther, and for simplicity of the present analysis, we consider
only the case in which the prephonatory glottal channel is
rectangular, i.e., the glottal half-width has a constant value
�0=�01=�02 along the glottal height. Under such conditions,
the mean glottal pressure simplifies to

Pg =
PL

kt
�1 −

a2

a1
� . �5�

Substituting into Eq. �1�, we obtain the final equation for the
vocal-fold oscillation

M�̈ + B�̇ + K� = �PL

kt
� ��t + �� − ��t − ��

�0 + ��t + ��
. �6�

III. STABILITY ANALYSIS

A. Small � approximation

Equation �6� is a functional differential equation with
advance and delay arguments �t+� and t−�, respectively�.
First, let us assume that the time delay � is small enough so
that the advanced-delay terms may be approximated by the
linearization

��t ± �� � ��t� ± ��̇�t� , �7�

which reduces Eq. �6� to an ordinary differential equation

M�̈ + B�̇ + K� = �PL

kt
� 2��̇

�0 + � + ��̇
. �8�

The above equation may now be analyzed by standard
qualitative methods for dynamical systems. It has a unique
fixed point at �=0 �the prephonatory position�. This position
is stable for low values of PL, and becomes unstable when
PL reaches the threshold value

Pth =
kt�0B

2�
. �9�

At this threshold value, the vocal-fold oscillation is gener-
ated. The oscillation threshold constitutes a Hopf bifurcation
of the subcritical type, where the prephonatory position be-
comes unstable and at the same time absorbs an unstable
limit cycle �Lucero, 1999�.

B. General case for arbitrary �

Let us consider now the general case, given by Eq. �6�.
The stability of the prephonatory position at �=0 is deter-
mined by the roots of the characteristic equation associated
with the linearization �variational equation� around that po-
sition �see, e.g., Hale, 1977�. The linearization may be ob-
tained by replacing the right side of Eq. �6� by the linear
terms of a Taylor expansion around �=0, which produces

M�̈ + B�̇ + K� = � PL

kt�0
����t + �� − ��t − ��� . �10�

The characteristic equation may be obtained by the standard
technique of proposing a solution ��t�=Ce�t, where C and �
are constants, and seeking nonzero solutions, which yields

M�2 + B� + K −
2PL

kt�0
sinh���� = 0. �11�

For PL=0, Eq. �11� has the roots

FIG. 1. Vocal-fold model �after Titze, 1988�.
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� = −
B

2M
±�� B

2M
�2

−
K

M
, �12�

which have negative real parts. For PL�0, Eq. �11� may
have an indefinite number of roots. Let us assume a pair of
imaginary roots �= i�. Substituting into Eq. �11�, using the
identity sinh�ix�= i sin�x�, and separating real and imagi-
nary parts, we obtain

− �2M + K = 0, �13�

�B −
2PL

kt�0
sin���� = 0. �14�

The first equation produces the oscillation angular frequency
�=�K /M. The value of PL given by the second equation
is the oscillation threshold pressure

Pth =
kt�0B�

2 sin����
, �15�

with 0� ������.
According to Rouché’s theorem �Dieudonné, 1960�, the

roots of the characteristic equation depend continuously on
the parameter PL. Hence, for 0� PL� Pth, all roots have
negative real parts, and at PL= Pth, a pair of roots becomes
imaginary. We verify next that those roots cross the imagi-
nary axis from left to right. Implicit differentiation of Eq.
�11� produces

	2M� + B −
2�PL

kt�0
cosh����
 d�

dPL
=

2

kt�0
sinh���� . �16�

Substituting �= i�, PL= Pth, given by Eq. �15�, and separat-
ing the real part, we obtain finally

�d Re���
dPL

�
PL=Pth

=
4�M sin����

kt�0�B2�1 − �� cot�����2 + 4�2M2

� 0, �17�

for 0� ������. This is the transversatility condition, which
proves that the roots cross the imaginary axis and therefore
their real parts become positive.

The above results imply that the equilibrium position at
�=0 is stable for PL� Pth, and unstable for PL� Pth. Further,
by the Hopf bifurcation theorem for functional differential
equations �Hale, 1977�, a limit cycle is generated at PL

= Pth.

IV. PHONATION THRESHOLD PRESSURE

The phonation threshold pressure is then given by Eq.
�15�. Note that it now contains the oscillation frequency � as
an explicit factor. Rewriting it in the form

Pth =
kt�0B

2�

��

sin����
, 0 � ���� � � , �18�

and considering that sin�x� /x is a monotonically decreasing
function in �0,��, then we have that Pth increases with the
oscillation frequency �, if all other factors are fixed. Note
also that, for �→0, sin����→��, it simplifies to Titze’s
result �Eq. �9��.

Let us consider a numerical example, with kt=1.1, �0

=1 mm, B=1000 Pa s /m, c=1 m/s, K=2	106 Pa/m, T
=3 mm, �=T / �2c�=1.5 ms �Titze, 1988�. Figure 2 shows the
phonation threshold pressure computed from Eq. �15�, as a
function of the frequency f =� / �2��. For comparison, the
figure also shows values from Titze’s �1988� Eq. �9�. That
equation produces a horizontal line, since it is independent of
the frequency f , and coincides with Eq. �15� at f =0. Finally,
it also shows results from an empirical model by Titze
�1992�, expressed by Pth=0.14+0.60�f /120�2. This equation
was obtained by fitting a quadratic polynomial to experimen-
tal measures of phonation pressures. As the example illus-
trates, Eq. �15� provides a good qualitative prediction of the
relation of phonation threshold pressure with oscillation
frequency.

V. CONCLUSION

We have presented an equation for the phonation thresh-
old pressure as a function of vocal-fold biomechanical pa-
rameters, which extends a previous result by Titze �1988�. It
contains the vocal-fold oscillation frequency as an explicit
factor, and provides a good prediction for the observed in-
crease of the threshold pressure with oscillation frequency.

The analysis was based on Titze’s mucosal wave model,
and considering the general case of an arbitrary time delay
for the the mucosal wave to travel the glottal height. Several
interesting questions appear now for further research, such
as: �1� In the case of small time delay, the Hopf bifurcation at
threshold is of the subcritical type �Lucero, 1999�. Is it still
subcritical at large time delays? �2� Titze �1992� built an
empirical model of the relation between phonation threshold
pressure vs frequency by fitting a quadratic polynomial to
empirical data. Could a better model be obtained by fitting a
function with the factor x / sin�x�? �3� Our analysis assumed a
rectangular prephonatory glottis, but it may be extended to a
convergent-divergent shaped glottis, as in Titze’s �1988�
work. �4� The mucosal wave model has been used to study
many aspects of phonation, including the following: the bal-
ance between the energy transferred from the airflow to the
tissues and the energy dissipated �Lucero, 1999�; the optimal
glottal geometry for ease of phonation �Lucero, 1998�; the

FIG. 2. Phonation threshold pressure vs oscillation frequency. �a� Value
given by our extended expression Eq. �15�; �b� Titze’s �1988� theoretical
expression, �c� Titze’s �1992� empirical model.
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influence of vocal-tract acoustics on phonation threshold
pressure �Chan and Titze, 2006�; and characteristics of labial
oscillation in the avian syrinx �Laje and Mindlin, 2005�.
Those and other similar studies could be improved by ex-
tending them to the general case of arbitrary time delay.

Finally, let us note that the two-mass model of the vocal
folds predicts a linear increase of phonation threshold pres-
sure when the natural frequencies of the model are increased
�e.g., Lucero and Koenig, 2005; Mergell et al., 1999�, instead
of the above nonlinear relation. The consequences of that
difference, and a possible way to reconcile both models is
also a good subject for further analysis.
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This letter presents a modified diffusion model using an Eyring absorption coefficient to predict the
reverberation time and sound pressure distributions in enclosures. While the original diffusion
model �Ollendorff, Acustica 21, 236–245 �1969�; J. Picaut et al., Acustica 83, 614–621 �1997�;
Valeau et al., J. Acoust. Soc. Am. 119, 1504–1513 �2006�� usually has good performance for low
absorption, the modified diffusion model yields more satisfactory results for both low and high
absorption. Comparisons among the modified model, the original model, a geometrical-acoustics
model, and several well-established theories in terms of reverberation times and sound pressure
level distributions, indicate significantly improved prediction accuracy by the modification. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2727331�

PACS number�s�: 43.55.Br, 43.55.Ka �EJS� Pages: 3284–3287

I. INTRODUCTION

Recently, a diffusion equation has drawn attention in
room-acoustic predictions. Ollendorff1 first proposed the dif-
fusion equation to describe diffuse sound fields in enclo-
sures. More recently, Picaut2 and his co-workers3–5 have ex-
tended the application of the diffusion equation model based
on the concept of acoustic particles6,7 to a variety of space
types, including elongated space, such as street canyons,3

single-space enclosures,4 and coupled-volume spaces.5 The
previous work, however, shows that the diffusion model is
only suitable for low absorption coefficients.3,4 The subject
of this work is to present a modification to the diffusion
model, as already applied in room acoustics,3–5 using an im-
proved absorption coefficient from Eyring’s equation,8 which
suggests a better prediction of the sound fields in enclosures
with both low and high absorption coefficients.

Predicted reverberation times and sound pressure levels
�SPLs� are compared among the modified diffusion model,
the original diffusion model, and other classical theories for
cubic rooms with both uniformly and nonuniformly distrib-
uted absorbing surfaces of varied absorption coefficients. For
flat and long rooms, a geometrical-acoustics model is used
for comparisons of the SPL distributions. The results show
that the modified diffusion model improves the room acous-
tic prediction. Experimental work of SPL distributions for
various room types to verify the modified diffusion model is
being undertaken.

In Sec. II, the modified diffusion equations are formu-
lated based on the original diffusion equations. Section III
briefly discusses simulation results for different kinds of
spaces in terms of comparisons among the modified, the
original diffusion model, and other approaches. Section IV
concludes the paper.

II. DIFFUSION EQUATION MODIFICATION

The energy balance for a room of volume V containing a
sound source of power output F�r , t� can be written by a
diffusion equation,2–4

�w�r,t�
�t

− D�2w�r,t� +
cS�̄

4V
w�r,t� = F�r,t� , �1�

where F�r , t� is an acoustic source term and D is termed
diffusion coefficient for introducing a term of Laplace opera-
tor �2 on sound energy density w�r , t� for a nonuniform dis-
tribution of the sound energy.1,2 �̄ is the average absorption
coefficient of the room, and S is the surface area of the room.

The original diffusion equation is only valid when the
absorption is very weak since it is the first-order approxima-
tion of an integral equation.9 In fact, the absorption term
�cS�̄ /4V� in Eq. �1� is the probability rate of a particle to be
absorbed during 1 s when the average absorption coefficient
is small.2,8 However, in room acoustics, the absorption coef-
ficient can be very large, for instance, the audience in a con-
cert hall. In the statistical theory of room acoustics, a similar
case is that Sabine equation is usually only valid for low
absorption because it essentially represents the first-order ap-
proximation of Eyring equation. The later is valid for both
low and high absorptions. Reducing Eq. �1� to the classical
statistical model4 by dropping the term with the diffusion
coefficient D, a sound energy decay equation is written as

�w�t�
�t

+
c�̄S

4V
w�t� = 0, �2�

the solution of this equation is

w�t� = w0e−�c�̄S/4V�t, �3�

where w0 is the initial sound energy density of the sound
source. The solution leads to the well-know Sabine’s for-
mula. Changing Eq. �2� to

a�Author to whom correspondence should be addressed; electronic mail:
xiangn@rpi.edu
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�w�t�
�t

−
c ln�1 − �̄�S

4V
w�t� = 0, �4�

its solution leads to the Erying’s formula.
In similar fashion, a substitution of �̄ by −ln�1− �̄� ac-

cording to Eyring’s formula modifies the original diffusion
equation in Eq. �1� to

�w�r,t�
�t

− D�2w�r,t� −
ln�1 − �̄�cS

4V
w�r,t� = F�r,t� . �5�

Solutions of this equation require certain boundary con-
ditions. For rooms with uniformly absorbing surfaces, a ho-
mogenous Neumann boundary condition4

�w

�n
= 0 on �V , �6�

can be used with �V being the surface of the room. For
nonuniformly distributed surface properties, a mixed bound-
ary condition can be derived using an exchange coefficient
h.4 The term h is chosen so that the energy flux through the
room boundaries equals the absorption over the whole room
due to the absorption term from Eq. �5�,

�
V

−
ln�1 − �̄�cS

4V
w�r,t�dV = �

�V

h�S�w�r,t�dS , �7�

while the sound field is diffusive, which means the sound
energy density is quite uniform in the room, w�r , t� can be
treated as a constant and taken out of the integral, thus

−
ln�1 − �̄�cS

4
= �

�V

h�S�dS . �8�

For a room with N walls, an hi can be attributed to each wall
Si with different absorption coefficient �i in terms of

hi � −
ln�1 − �i�c

4
, i = 1, . . . ,N , �9�

since

ln�1 − �̄� = ln�1 − �
i=1

N
�iSi

S
	 � �

i=1

N

ln�1 − �i�
Si

S
. �10�

The equation to describe the energy exchanges at bound-
aries is written as

− D
�w

�n
= hw�r,t� on �V , �11�

where �w /�n is the gradient of w�r , t� along the boundary
normal.

Overall, the local diffusion equation and the mixed
boundary condition can be written as

�w�r,t�
�t

− D�2w�r,t� = F�r,t� in V, �12�

D
�w�r,t�

�n
−

c ln�1 − ��
4

w�r,t� = 0 on �V , �13�

which is more practical than Eq. �5� along with Eq. �6� be-
cause it defines the boundary condition to each specific sur-
face with specific absorption coefficients. Moreover, this
boundary condition is also an appropriate approximation
when applied to flat rooms or long rooms.3,4 To solve the
diffusion equations, a volume sound source is used.4

The difference between the modified diffusion equation
and the original form lies in a substitution of the logarithmic
absorption term to the absorption term. Section III discusses
simulation results indicating that this modified model im-
proves predictions of SPL distributions and sound energy
decays in rooms with varied shapes not only for low, but also
for high absorption coefficients.

III. SIMULATION RESULTS

This section investigates three basic room shape varia-
tions with varying absorption coefficients on interior wall
surfaces. For cubic rooms with uniformly distributed absorp-
tion properties of wall surfaces, several classic theories are
used, since the sound energy density is assumed uniform for
totally diffusive sound field. For flat or long rooms, the
geometrical-acoustics model is considered because the sound
energy density is known to be not uniform.

The original and modified diffusion model are imple-
mented by a finite element modeling software with
1500 mesh elements for cubic rooms and 3000 mesh ele-
ments for flat and long rooms. The size of the elements is
chosen to be on order of or smaller than one mean free path
4V /S.4 Equation �5� along with Eq. �6� and Eq. �12� along
with Eq. �13� are solved for different initial conditions,

w�r,0� = 0 in V , �14�

w�r,0� = w0 in Vs �15�

in the room under acoustic excitations by the volume sound
source to obtain the reverberation time �RT�, Vs is the vol-
ume occupied by the sound source.

With a time dependent solution w�r , t�, the SPL can be
expressed as10

Lp�r,t� = 10 log�w�r,t��c2

Pref
2 	 , �16�

where Pref is equal to 2�10−5 Pa. The sound energy decay
functions can then be obtained.

To calculate the steady state sound field, Eq. �5� along
with Eq. �6� and Eq. �12� along with Eq. �13� are solved for
a given sound power Ws of the source, and then F�r , t� is set
to be equal to Ws /Vs. With a stationary solution w�r�, the
total SPL can be expressed as4

Lp
tot�r� = 10 log
�c�Ws/�4�r2� + w�r�c�/Pref

2 � , �17�

where the time variable t is omitted here.
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A. Cubic rooms with uniformly distributed absorption
coefficients

A cubic room �−2.5 m�x�2.5 m, −2.5 m�y�2.5 m,
−2.5 m�z�2.5 m� is modeled. The source is in the middle
of the room with coordinate �0, 0, 0� m. The absorption
coefficient is assigned uniformly for all room surfaces. RT is
estimated over sound energy level range from −5 to
−35 dB.11 RTs are determined from results of both diffusion
models with two kinds of boundary conditions, Sabine’s for-
mula, Eyring’s formula, and Kuttruff’s formula.8 To compare
these different methods in terms of predicted RTs, Fig. 1
illustrates the difference between the results from Kuttruff’s
formula and other methods. In Fig. 1, the original model with
homogeneous Neumann boundary condition agrees more
with Sabine’s formula, the modified model with this bound-
ary condition agrees more with Eyring’s formula. The modi-
fied model with mixed boundary condition is very close to
the prediction of Kuttruff’s formula even when the absorp-
tion coefficient is relatively high, and thus has the best per-
formance.

The SPLs are calculated using Eq. �17� along a line hav-
ing a distance �2 m to the source �y=1 m, x is from
−2.5 to 2.5 m, z is 1 m� by two diffusion models with the
mixed boundary condition, and are compared to the results
of Barron-Lee’s equation which has been verified by the
measurements of “reasonably diffusive hall.”12 Figure 2 il-
lustrates comparison results for two different cases. For case
�a�, the power of the source is 0.01 W and the absorption

coefficient of each wall is 0.1. In case �b�, the power of the
source is 0.02 W and the absorption coefficient of each wall
is 0.5. As shown in Fig. 2 the modified diffusion model
shows predicted values closer to those determined by Ref.
12.

B. Cubic rooms with nonuniformly distributed
absorption coefficients

Again, a cubic room with dimension 5 m�5 m�5 m,
but interior surfaces are featured with two different absorp-
tion coefficients. The source is in the middle of the room. In
this case, only the mixed boundary condition is used because
each wall can be assigned to a specific absorption coefficient.
Results of RTs are compared to Kuttruff’s formula and
Kuttruff-Embleton’s formula,13,14 the latter one deals with a
room having only two distinct types of surfaces. The results
listed in Table I indicate that the modified diffusion model
agrees more with Kuttruff-Embleton’s formula.

C. Flat rooms

The modified diffusion model and the original diffusion
model are compared with a geometrical-acoustics model
�CATT Acoustics®�. For a flat room with dimension 15 m
�15 m�2 m, the source is at �2,5 ,1� m, the sound power
level Ws is 100 dB. The total SPL is obtained using Eq. �17�.
Figure 3�a� illustrates SPL distributions along the line x
=2.5 �y is from 0 to 15 m� and at the height 1 m. Figure 3�b�
illustrates a sketch of the configuration. The absorption co-

FIG. 1. Deviations of the reverberation times calculated by Kuttruff’s for-
mula and other classical methods, along with the original and the modified
diffusion models. �1� Homogeneous Neumann boundary condition, and �2�
the mixed boundary condition.

FIG. 2. Comparison of sound pressure level distributions along y=1 m �x
=−2.5–2.5 m, z=1 m�, by three different models in a cubic room with two
configurations of absorption coefficients: 0.1 for each wall �a� and 0.5 for
each wall �b�.

TABLE I. Reverberation times �s� for nonuniformly distributed absorptions in a room predicted by Kuttruff’s
formula, Kuttruff-Embleton formula, the original diffusion model and the modified one.

Distribution of absorption Kuttruff Kuttruff-Embleton Original Modified

One wall with 0.9, others with 0 0.8491 0.7148 1.2134 0.6826
One wall with 0.5, others with 0 1.5652 1.4311 1.9232 1.4774
One wall with 0.5, others with 0.1 0.7596 0.7346 0.8716 0.7441
One wall with 0.5, others with 0.2 0.4905 0.4835 0.5723 0.4869
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efficient of one wall is 0.8, other walls are 0.3. CATT Acous-
tics software is used, the number of rays and the ray trunca-
tion time are chosen as 5�104 and 1000 ms, respectively.
These numbers are assumed to be big enough to achieve
well-converged results. The reflections are set to be com-
pletely diffusive. The modified model agrees better with the
geometrical-acoustics model.

D. Long rooms

For a long room with dimension 4 m�4 m�40 m, the
source is at �3,2 ,3� m, the sound power level is 100 dB.
Figure 4�b� illustrates a sketch of the room configuration.
The SPL distribution is calculated in the same way as the flat
room and is plotted in Fig. 4�a� along the line y=0.5 m �x is
from 0 to 40 m� and at the height 1 m. The absorption coef-
ficient of one wall is 0.4, other walls are 0.9. CATT Acous-
tics software is again used. The modified model still agrees
more with the geometrical-acoustics model.

IV. CONCLUSIONS

This work introduces a modification into a diffusion
equation recently applied in room-acoustic predictions, the
substitution of Eyring coefficient for Sabine coefficient in the
diffusion equation results in more accurate results, especially
for high absorption coefficients. Examples of cubic rooms
are first given and compared with several well-established
classical room-acoustic theories. For uniformly distributed
absorption coefficients, the modified diffusion model shows
a good agreement with Kuttruff’s formula8 and Barron-Lee’s
equation,12 for nonuniformly distributed absorption coeffi-
cients, the results of the modified diffusion model are more
close to Kuttruff-Embleton’s formula.13,14 At last, the sound
pressure distributions of a flat and a long room are simulated.
The modified diffusion model yields more similar results to
those estimated by the geometrical-acoustics method. Com-
parisons carried out in this work among the modified model,

the original model, the geometrical-acoustics model, and
several classical theories indicate that a slight modification
of the diffusion equation, as already applied in room acous-
tics, results in significant improvement in the prediction ac-
curacy.
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FIG. 3. �a� Comparison of sound pressure level distribution along x
=2.5 m line in a flat room by the original, modified diffusion model and the
geometrical-acoustics �ray tracing� model in a flat room. One wall surface is
featured with absorption coefficient 0.8 while the other wall surfaces with
absorption coefficient 0.3. �b� Top view of the flat room with dimension
15 m �15 m �2 m, the sound source is at �2,5,1�.

FIG. 4. �a� Comparison of sound pressure level distribution along y
=0.5 m in a long room by the original, modified diffusion model and the
geometrical-acoustics �ray-tracing� model in a long room. One wall surface
is featured with absorption coefficient 0.9 while the other wall surfaces with
absorption coefficient 0.4. �b� Top view for the long room with dimension
4 m�4 m�40 m, the sound source is at �3,2,3� m, the sound pressure level
is calculated along y=0.5 m line.
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The propagation of a normally incident plane acoustic wave through a three-dimensional rigid slab
with periodically placed holes is modeled and analyzed. The spacing of the holes A and B, the
wavelength �, and the thickness of the slab L are order one parameters compared to the
characteristic size D of the holes, which is a small quantity. Scattering matrix techniques are used
to derive expressions for the transmission and reflection coefficients of the lowest mode. These
expressions depend only on the transmission coefficient, �0, of an infinitely long slab with the same
configuration. The determination of �0 requires the solution of an infinite set of algebraic equations.
These equations are approximately solved by exploiting the small parameter D /�AB. Remarkably,
this structure is transparent at certain frequencies and opaque for all others. Such a structure may be
useful in constructing narrow-band filters and resonators. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2721878�
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I. INTRODUCTION

The propagation of acoustic and elastic waves through
periodic structures with different mechanical properties has
received considerable study.1–9 These phenomena are similar
to the propagation of electromagnetic waves in photonic
crystals. The existence of pass and stop bands is a common
feature shared by all. These are observed both
theoretically1,3,7 and experimentally.5,6,8,9 In electromagnetic
applications these photonic structures are used to construct
frequency selective filters. Similarly, their acoustic counter-
parts are used in constructing vibrationless environments,4

building ultrasonic transducers and filters, and designing new
acousto-optical devices.9

In this paper, the propagation of acoustic waves is inves-
tigated for a particular periodic structure. It is a rigid slab
with periodically perforated holes. The motivation for this
research partly comes from the analogy between the periodic
elastic composites and periodic dielectrics. Recently consid-
erable attention has been focused on the propagation of elec-
tromagnetic waves through a particular two-dimensional,
metallic grating.10–12 This grating is a perfectly conducting
metallic slab of finite thickness in which slits are periodically
cut through it. It was found that at certain frequencies there is
complete electromagnetic transmission through the structure
although the width of the slits is much smaller than the inci-
dent wavelength and the spatial period of the structure. Sev-
eral explanations of this phenomenon are given.13,14 The
acoustic analog of this problem consists of a rigid material,
which plays the role of the metal slab, and an incident plane,
acoustic wave, which takes the role of a properly polarized

electromagnetic wave. Since the two-dimensional electro-
magnetic and acoustic problems are mathematically equiva-
lent, the phenomenon will be the same. This is true when the
grating is composed of a periodic array of closely space hard
cylinders.15 The purpose of this paper is to show that our
three-dimensional structure has the same feature of complete
transmission at certain discrete frequencies.

Our structure has been studied16 for a slab of infinite
length, with circular holes; it was used as a model of a
simple porous medium. Reflection coefficients over a wide
range of frequencies were investigated in detail to the first
cutoff frequency by using perturbation analyses.

In this paper, we apply a scattering matrix technique to
theoretically find the acoustic transmission properties of a
rigid slab with periodically arranged air holes. Specifically,
the scattering matrix of the structure is derived for arbitrarily
shaped holes. It is found that this matrix depends on only one
parameter. Under the assumption that the incident wave-
length is of the same order as the spacing of the holes and is
much bigger than the hole size, the total transmission and
total reflection properties of the structure at certain frequen-
cies are obtained for circular holes. In constructing the scat-
tering matrices to show this interesting phenomena we revisit
the problem considered in Ref. 16 and re-derive some of the
results contained therein. However, the derivations in this
paper are more straightforward and the results are obtained
for general hole shapes. In this paper we show that our pe-
riodic structure possesses very sharp pass bands and very
broad stop bands. That is, only certain discrete frequencies
pass through the slab. This feature may be exploited to build
filters and Fabry Perot resonators, the latter being con-
structed by placing two parallel slabs a few wavelengths
apart.a�Electronic mail: zhoulin@math.udel.edu
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The remainder of this paper is organized as follows. In
Sec. II we present the mathematical formulation of the prob-
lem and our assumptions. This is followed by presenting
modal solutions for each part of the structure. The form of
the solution outside the slab is explicit. The solution inside
the holes depends on their shape. However, the lowest eigen-
value and the eigenfunction for different shapes are found to
be the same. In Sec. III we present and discuss two auxiliary
problems, which are to construct the scattering matrix S for
the structure. This allows both the transmission and the re-
flection coefficients to be obtained using S. We find remark-
ably that the transmission and reflection coefficients of our
structure only depend upon one parameter, �0. This param-
eter is the transmission coefficient of the first auxiliary prob-
lem. In Sec. IV we present a Green’s function argument in
conjunction with a modal analysis to derive an infinite sys-
tem of algebraic equations whose solution gives �0. In Sec.
V, we exploit the small parameter D /S to obtain an approxi-
mation of �0 for the circular holes. In Sec. VI, we show that
our structure possesses the complete transmission property
described above. Finally, we present our conclusions in Sec.
VII.

II. MATHEMATICAL FORMULATION

A schematic diagram of the structure is shown in Fig. 1.
It is a rigid slab, infinitely long in both X and Y directions. In
the Z direction the thickness of the slab is L. Holes are ar-
ranged periodically in the XY plane, and the cross section of
the hole is uniform along the Z direction. All the holes are of
the same shape. Since the structure is periodic, we consider a
fundamental cell, which is also shown in Fig. 1. The length
and the width of the fundamental cell are A and B, respec-
tively. For an arbitrarily shaped hole, we define D, the square
root of the hole’s area, as the characteristic size of the hole.

A plane acoustic wave with frequency � is normally
incident on the perforated slab. The incident wavelength � is
of the same order as A and B. We assume that the viscosity of
air is small enough so that the boundary layer on the surface
of the hole channel can be neglected. Then the acoustic pres-

sure U satisfies Helmholtz equation, �2U+K2U=0 both in-
side the pores and outside the slab. The constant K in the
Helmholtz equation is the wave number defined by K
=2� /�. The boundary condition is �U /�n=0 on the rigid
portions of the slab, where n denotes the normal direction to
the rigid surfaces.

We assume that the hole is small compared to the size of
the fundamental cell, that is, D��AB. Under this assump-
tion, it is intuitive that most of the incident wave will be
reflected from the slab and only a small remnant of the wave
will be able to reach the region Z�L. However, as men-
tioned above, we shall show that complete transmission is
achieved at certain frequencies and slab thicknesses.

All upper case letters used so far represent dimensional
parameters and variables. We will use lower case letters to
denote the corresponding dimensionless quantities. We scale
all lengths by �AB. Therefore, the fundamental cell has
length a and width b, and ab=1. The slab thickness l
=L /�AB and the dimensionless wave number k=K�AB are
both order one parameters in our problem. The dimension-
less size of the hole is d=D /�AB�1 by our assumption that
D��AB. The pressure U is scaled by the amplitude of the
incident wave. After nondimensionalization, the governing
equation and the boundary conditions become

�2u + k2u = 0,

�1�
�u

�n
= 0.

Since the structure is periodic and the incident wave
strikes it normally, it is expected that in regions z�0 and z
� l, both u and its normal derivative are periodic functions of
x and y with period a and b, respectively. By applying the
boundary conditions, the solutions in regions z�0 and z� l
can be written as eigenfunction expansions,

u�x,y,z� = eikz�00 + �
m=0

	

�
n=0

	

Rmn�mn�x,y�e−i
mnz, z � 0,

�2a�

FIG. 1. Schematic diagram of the periodic structure
considered in this problem.
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u�x,y,z� = �
m=0

	

�
n=0

	

Tmn�mn�x,y�ei
mnz, z � l , �2b�

where we have suppressed a time dependence of e−i�t. In the
region z�0, the solution consists of the incident wave ui

=eikz and reflected waves. The unknowns Rmn are the ampli-
tudes of the mnth reflected modes and 
mn are the corre-
sponding propagation constants. In the region z� l, the mnth
mode of the transmitted wave has an unknown amplitude
Tmn. In �2a� and �2b� �mn are normalized eigenfunctions of
the periodic structure. If we choose the origin of the coordi-
nate system to be at the center of the fundamental cell, these
eigenfunctions can be written explicitly as

�00 = 1, �3a�

�0n = �2 cos
2n�y

b
, �m0 = �2 cos

2m�x

a
, �3b�

�mn = 2 cos
2m�x

a
cos

2n�y

b
, m,n = 1,2,3, . . . , �3c�

and the propagation constants are


mn =�k2 −
4m2�2

a2 −
4n2�2

b2 , m,n = 0,1,2, . . . . �4�

In the channel where 0�z� l, there are waves in both z
and −z directions. If we can find the eigenvalues and eigen-
functions corresponding to a particular hole shape, we can
write down the solution of the Helmholtz equation in terms
of the eigenvalues and eigenfunctions in this region, just as
we did for the regions outside the slab. We know that for the
Laplace operator with a Neumann boundary condition, all
the eigenvalues are real and positive, therefore the eigenval-
ues can be ordered. Let �p denote the eigenvalues and �p

denote the corresponding eigenfunctions, where p
=0,1 ,2 , . . .. Then the solution in the channel can be ex-
pressed as

u�x,y,z� = �
p=0

	

�Ape−ikpz + Bpeikpz��p�x,y�, 0 � z � l .

�5�

In Eq. �5� the propagation constants kp are defined as kp

=�k2−�p
2, and the amplitudes Ap and Bp of each mode are

unknown. Although the eigenvalues and eigenfunctions de-
pend on the shape of the hole, the smallest eigenvalue and its
corresponding normalized eigenfunction are the same for all
shapes. The smallest eigenvalue is �0=0 and its correspond-
ing eigenfunction is �0=1/d. Therefore, we have

k0 = k , �6a�

�0 =
l

d
. �6b�

All the eigenvalues �p for p�1 are greater than 0 and of
order 1 /d. �The proof is given in Appendix A.� Since �p

1, kp= i��p
2 −k2 for any fixed k as d→0. Therefore, the

propagation constants kp can be approximated by

kp � i�̃p/d, p = 1,2, . . . , �7�

with �̃p being order one quantities. This means that all the
higher modes in the hole channel are highly damped.

III. THE METHOD

A. Scattering matrix method

In Sec. II, we derived solutions of the slab problem in
terms of eigenfunction expansions. By finding the unknown
coefficients of each mode, the problem will be solved com-
pletely. One way to find the unknown coefficients is by using
the boundary conditions that connect the three regions, z
�0, 0�z� l, and z� l. This can be attained by using
Green’s function arguments to derive two integral equations,
one at z=0 and the other at z= l, and substituting these modal
solutions in the integral equations. Then, by exploiting the
orthonormal properties of eigenfunctions, two coupled infi-
nite systems of algebraic equations can be derived and
solved numerically to obtain the transmission coefficients
Tmn and the reflection coefficients Rmn.

The other approach to solve the problem is by the appli-
cation of scattering matrix theory. In microwave circuit
analysis and design, the scattering matrix is widely used to
characterize a component, such as an amplifier or other cir-
cuit elements.17 As shown in Fig. 2, a two-port circuit has
two input voltages, a0 and b0, and two output voltages, c0

and d0. These are proportional to the strengths of the incident
and reflected modes, respectively. They are connected
through the scattering matrix S, which is often obtained ex-
perimentally, that is, the inputs and the outputs are related by
the following equation,

�c0

d0
	 = �S11 S12

S21 S22
	�a0

b0
	 = S�a0

b0
	 . �8�

Once the scattering matrix S of the device is known and a0

and b0 are prescribed, the scattered amplitudes c0 and d0 are
found from �8�.

We are going to construct a scattering matrix for the slab
problem, which connects the lowest mode of transmitted and
reflected waves to the amplitudes of the incident waves. In
order to do so, we will divide the slab into two parts at z
= l /2. A scattering matrix for each part will be constructed
individually. Then, neglecting the evanescent modes at z
= l /2, a very good approximation by Eq. �7�, we can combine
these two matrices to construct S for our slab structure.

As a consequence of neglecting the exponentially small
evanescent modes the acoustic field in the channel near z
= l /2 is given by

FIG. 2. A typical component of microwave circuits.
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u = �A0e−ikz + B0eikz��0. �9�

We now assume that k�2� /a if a�b, otherwise k�2� /b.
Then from Eq. �4� it follows that all the 
mn are purely
imaginary except for 
00, which is equal to k. Thus, at a
distance several wavelengths to the left of the aperture z=0,
the field is

u = �eikz + R00e
−ikz��00. �10�

Similarly, the transmitted acoustic field in the region z� l is
given by

u = T00e
ikz�00. �11�

As we shall soon demonstrate, there exists a scattering
matrix S1 that connects the amplitudes of the outgoing waves
R00 and. B0 with the amplitudes of the incident waves 1 and
A0. The scattering matrix S1 can be considered to character-
ize the first half of the structure �−	 �z� l /2�.

We shall also show that there exists another scattering
matrix S2 that characterizes the second half of the structure
�l /2�z� 	 � and connects A0, B0, and T00. A combination of
the two scattering matrices S1 and S2 yields the scattering
matrix S of the slab.

B. Two auxiliary problems

In order to determine matrices S1 and S2, we consider
two auxiliary problems. The structure of these two auxiliary
problems is the same as that of the fundamental cell, except
that the channel is infinitely long �l= 	 �. This is the structure
studied in Ref. 16.

In the first auxiliary problem, the wave is incident upon
the periodic structure and is transmitted into the channel, as
shown in Fig. 3. As before, we can write a modal solution of
the problem as follows,

u�x,y,z� = eikz�00 + �
m=0

	

�
n=0

	

rmn�mn�x,y�e−i
mnz, z � 0,

�12a�

u�x,y,z� = �
p=0

	

�p�p�x,y�eikpz, z � 0, �12b�

in which u1 denotes the acoustic pressure in the first auxiliary
problem. The first transmission coefficient �0 and the first
reflection coefficient r00 in Eqs. �12� are related by the
simple equation

1 − r00 = d�0. �13�

Equation �13� is derived in the following way. To the left of
z=0 �at z=−��, we differentiate u1 with respect to z, then
multiply �u1 /�z by �00. After integrating it over the area of
the fundamental cell and using the orthonormality of the
eigenfunctions, we obtain



−a/2

a/2 

−b/2

b/2 �� �u1

�z
�

z=−�
�00 dx dy = ike−ik� − ikr00e

ik�.

�14�

Similarly, to the right of z=0 �at z=�� we have


 

H
�� �u1

�z
�

z=�
�0 dx dy = ik�0eik�, �15�

in which the double integral ��H is over the area of the hole.
Letting �→0, the region of integration in �14� will coincide
with H because �u1 /�z=0 outside the hole. Equation �13�
now follows from the facts that �u1 /�z is continuous in the
hole at z=0 and �0d=�00.

The second auxiliary problem has the same structure as
the first one. However, the wave is incident from the channel
and is transmitted into the air region, as shown in Fig. 4.
Therefore, the modal solution to this problem is

u2�x,y,z� = �
m=0

	

�
n=0

	

�mn�mn�x,y�e−i
mnz, z � 0, �16a�

u2�x,y,z� = e−ikz�0 + �
p=0

	

�p�p�x,y�eikpz, z � 0. �16b�

Using the same argument as in the derivation of Eq. �13�, it
follows that the first transmission coefficient �00 and the first
reflection coefficient �0 in the second auxiliary problem are
related by

�00 = d�1 − �0� . �17�

The two auxiliary problems are not independent. In Ap-
pendix B we prove that

�00 = �0. �18�

Equations �13�, �17�, and �18� form a system of three
equations in four unknowns. Thereby, we are able to express
any three parameters in terms of the fourth. We choose to
express �00, r00, and �0 in.terms of �0. Explicitly we have

r00 = 1 − d�0, �19a�

FIG. 3. Schematic diagram illustrating the structure and the incident, re-
flected, and transmitted waves considered in the first auxiliary problem.

FIG. 4. Schematic diagram illustrating the structure and the incident, re-
flected, and transmitted waves considered in the second auxiliary problem.
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�0 = 1 −
�0

d
, �19b�

�00 = �0. �19c�

The above result that any three of the four fundamental re-
flection and transmission coefficients can be written in terms
of the fourth coefficient is also derived in Ref. 16, in which,
a more complicated integral representation method is in-
volved with the results holding only for circular holes.

These two auxiliary problems and their simple results
enable us to find the scattering matrix of the slab, which
depends on only one parameter.

C. Scattering matrix of the slab structure

Now we consider the slab problem. The scattering ma-
trix for the first half �−	 �z� l /2� is derived by linearly
combining the two auxiliary problems, since both the Helm-
holtz equation and the boundary conditions are linear. From
Fig. 5 we observe that the first half of the structure can be
viewed as having incident modes with amplitudes 1 and A0,
and reflected modes with amplitudes R00 and B0. Hence, the
results of the two auxiliary problems imply that

R00 = r00 · 1 + �00A0, �20a�

B0 = �0 · 1 + �0A0. �20b�

Rewriting Eq. �20� in matrix notation and using the relations
given in Eq. �19� gives

�R00

B0
	 = S1� 1

A0
	 , �21�

where the scattering matrix S1 is

S1 = �1 − d�0 �0

�0 1 − �0/d
	 . �22�

The scattering matrix S1 represents the first half of the
slab structure. In Appendix C we prove that S1 is unitary, i.e.,

S1S̄1
T= I, where T denotes the transpose of the matrix, the bar

denotes the complex conjugate, and I is the 2�2 identity
matrix. From this relationship it follows that

��0 −
d

1 + d2�2

= � d

1 + d22

. �23�

The locus of Eq. �23� is a circle in the complex �0 plane. This
circle can be equivalently expressed by

�0 =
2d

1 + d2 + i�
, �24�

where −	 ���	, which is just a conformal mapping of the
real line onto the circle.

We now derive the scattering matrix S2, which relates
the amplitudes of incident and reflected modes at the channel
opening z= l. We introduce a new independent variable z̄= l
−z, which maps the second half of the structure into the first
half. Using the result of S1, we deduce that

S2 = ��1 − d�0�e−2ikl �0

�0 �1 − �0/d�e2ikl	 , �25�

where e2ikl and e−2ikl take into account the physical location
of the channel at z= l. Therefore, the amplitudes of outgoing
waves T00 and A0 are related to the amplitudes of the incom-
ing waves B0 by S2, as follows,

�T00

A0
	 = S2� 0

B0·
	 �26�

One of the input wave amplitudes is 0 because there is no
incident wave in the region z� l.

To determine a scattering matrix of our perforated slab
structure, we first solve for A0 in terms of B0 from Eq. �21�.
Then we substitute A0 in Eq. �26� and find B0. The transmis-
sion coefficient T00 and the reflection coefficient R00 are de-
termined from �21� and �26�, respectively. These results are
summarized as

�R00

T00
	 = S�1

0
	 , �27�

where

S = ��1 − d�0� +
�0

2�1 − �0/d�e2ikl

M

�0
2

M

�0
2

M
�1 − d�0�e2ikl +

�0
2�1 − �0/d�

M
� , �28�

and M =1− �1−�0 /d�2e2ikl. The scattering matrix S connects
the reflected and transmitted waves of the lowest mode to the
incident wave, as long as k is restricted to ensure single
mode propagation in the regions z�0 and z� l. It is impor-
tant to note that S only depends on �0, which, from �24�, is
completely specified by �. Therefore, the reflection and
transmission coefficients, R00 and T00, only depend upon this
one real parameter. This feature arises in the two-
dimensional grating analyzed in Ref. 14. In the following

FIG. 5. Schematic diagram illustrating the structure and
the incident, reflected, and transmitted waves consid-
ered in the slab structure.
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sections, we will approximate � numerically and find the
transmission properties of the slab structure.

IV. THE DETERMINATION OF �0

The diagram of the first auxiliary problem is shown in
Fig. 3. A part of the normally incident wave is reflected from
this structure and the rest is transmitted into the channel. The
modal solution, Eq. �12�, of this problem was presented in
Sec. III B, where the reflection and transmission coefficients
are unknown. We shall now derive an expression for the field
u1 in the region z�0 using a standard Green’s function rep-

resentation. From this result we will deduce an infinite sys-
tem of algebraic equations for the �n from which �0 will be
determined.

The Green’s function we employ satisfies

�2G + k2G = ��x − x��, z� � 0, �29a�

�G

�z
= 0, z = 0, �29b�

which is periodic in both x and y directions and represents
outgoing, or evanescent, modes as z→ ±	. It is explicitly
given by

G�x��x��� = ��
−	

	

�
−	

	
cos 
mnz�

i
mn
e2m�i�x−x��/ae2n�i�y−y��/be−ikz, − 	 � z � z�,

�
−	

	

�
−	

	
cos 
mnz

i
mn
e2m�i�x−x��/ae2n�i�y−y��/be−ikz�, z� � z � 0.

�30�

Applying standard Green’s function arguments, using the pe-
riodicity of both u1 and G, their behaviors at infinity, and
boundary conditions at z=0, we find that

u1�x,y,z� = �2 cos kz��00

−
 

H

G�x�,y�,0−�x,y,z�
�u1

�z
�x�,y�,0−� ds�.

�31�

Equation �31� is our integral representation of u1 in the re-
gion z�0. The first term in Eq. �31� is the sum of the nor-
mally incident wave eikz and its rigid reflection e−ikz. It is the
field that would occur if no holes were present. In the second
term, the integration is over the surface of the hole. Since the
hole is small, the second term can be considered as a pertur-
bation to the field in the region z�0 due to the existence of
small holes in the structure.

Setting z=0− in Eq. �31�, we obtain the field at the in-
terface z=0,

u1�x,y,0−� = 2�00 −
 

H

G�x�,y�,0−�x,y,0−�

�
�u1

�z
�x�,y�,0−� dx� dy�. �32�

Since both u1 and �u1 /�z are continuous across z=0 on the
surface of the hole, we let z=0+ and substitute the modal
expansion �12b� to obtain

�
p=0

	

�p�p�x,y� = 2�00 −
 

H

G�x�,y�,0�x,y,0�

��
p=0

	

ikp�p�p�x�,y�� dx� dy�. �33�

Multiplying both sides of this equation by �q, integrating the
resulting equation over the surface of the hole, and using the
othonormality of the eigenfunctions yields

�q = 2d�q0 − i�
p=0

	

kp�pZqp, q = 0,1,2, . . . , �34�

where

Zqp =
 

H

 


H

G�x�,y�,0�x,y,0��p�x�,y��

��q�x,y� dx� dx dy� dy �35�

and �q0 is the Kronecker delta function. We recall from Eq.
�7� and our limit d→0 that kp= i �kp� for p�1. Using this
observation we rewrite Eq. �34� as

�0 = 2d − ik�0Z00 + �
p=1

	

�kp�Z0p�p, �36a�

�q = ik�0Zq0 + �
p=1

	

�kp�Zqp�p, q = 1,2, . . . . �36b�

The equations in �36� form an infinite system of algebraic
equations with unknowns �p. The quantities Zqp are defined
in �35�. If the eigenfunctions �p are known, Zqp can be found
either analytically or numerically for each p and q. There-
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fore, each �p can be solved for approximately by truncating
the infinite system.

Before truncating the algebraic system �36�, we simplify
it further, so as to find an explicit representation for �0 that is
comparable to �24�. Setting �q=�q / �−ik�0� for q�1 and sub-
stituting �q in �36b� gives

�q = Zq0 + �
p=1

	

�kp�Zqp�p, q = 1,2, . . . . �37�

The same change of variable applied to �36a� yields

�0 =
2d

1 + ikZ00 + ik�p=1

	
�kp�Z0p�p

. �38�

Thus, �0 can be found explicitly provided that Eq. �37� can
be solved for the �q.

The quantities Zqp depend upon the shape of the hole.
However, the first eigenfunction �0=1/d is the same for all
shapes. Therefore, we deduce from Eq. �35� that Z00 is given
by

Z00 =
 

H

 


H

G�x�,y�,0�x,y,0�
1

d2 dx� dx dy� dy .

�39�

Now, G in Eq. �30� can be rewritten for z=z�=0 as

G�x�,y�,0�x,y,0� =
1

ik
− �

n=1

	
2

�
0n�
cos

2n��y − y��
b

− �
m=1

	
2

�
m0�
cos

2m��x − x��
a

− �
m=1

	

�
n=1

	
4

�
mn�
cos

2m��x − x��
a

�cos
2n��y − y��

b
, �40�

where we have used that fact that 
nm= i �
nm� for our re-
stricted values of k. Substituting this into the expression for
Z00 and integrating the first term implies that the first term is
d2 / ik for any shape of the hole. Hence, Z00 can be rewritten
as

Z00 =
d2

ik
+ Z̃00, �41�

where Z̃00 is real. Finally, substituting this result into Eq. �38�
gives

�0 =
2d

1 + d2 + ik�Z̃00 + �p=1

	
�kp�Z0p�p�

. �42�

Equations �42� and �24� are identical with

� = k�Z̃00 + �
p=1

	

�kp�Z0p�p . �43�

Thus, �0 lies on the circle given by Eq. �23� regardless of the
shape of the hole. We observe that the system �37� must be

truncated in order to obtain an approximate solution for the
�q. Once these are determined, then Eqs. �42� and �43� can
be truncated to yield an approximation to �0, and this in turn
will be used to approximate T00. It is interesting to note in
closing this section that our truncated approximation of �0

satisfies �24� regardless of either the truncation level or the
accuracy used in computing the Zqp. However, the accurate
location of �0 on this circle requires careful approximations
and truncations.

V. AN APPROXIMATION TO �0 FOR CIRCULAR
HOLES

In the expression for �0 in Eq. �42�, the real number �
needs to be computed. Since � is a function of Zqp and �q

�Eq. �43��, we shall first evaluate the parameters Zqp and �q

in order to determine � and hence determine �0. In this sec-
tion, �0 is determined for circular holes.

If the dimensional radius of the hole is R, then the char-
acteristic size of the hole is D=��R. After nondimensional-
ization, we obtain that d=��r. Therefore, the eigenfunctions
corresponding to the circular hole can be easily obtained as
follows,

�0 =
1

d
, �44�

�p�r� =
1

d

J0��pr�
J0��pd/���

, p = 1,2, . . . , �45�

where J0 is the zeroth order Bessel function. The correspond-
ing eigenvalues are found to be �p= j1p

�� /d, where j1p is the
pth root of the first order Bessel function. Note that only the
radial eigenfunctions are employed since the incident wave
impinges normally upon the slab. As mentioned before, for
d�1, the propagation constants

kp = �k2 − �p
2 �46�

in the channel can be approximated by

kp � ij1p
��/d, p � 1. �47�

Now, the quantities Zqp can be found explicitly using the
explicit expressions of the Green’s functions and the eigen-
functions. The integral in Eq. �35� is computed by inter-
changing the order of integration and the summation. The
results of these calculations yield

Z00 =
d2

ik
+ d2��

m=1

	
− 8

�
m0�
J1

2��1�
�1

2 + �
n=1

	
− 8

�
0n�
J1

2��2�
�2

2

+ �
m=1

	

�
n=1

	
− 16

�
mn�
J1

2��3�
�3

2  �
d2

ik
+ d2S00, �48�
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Zqp = d2�
m=1

	
− 8

�
m0�
�1

2J1
2��1�

��1
2 − j1p

2 ���1
2 − j1q

2 �

+ d2�
n=1

	
− 8

�
0n�
�2

2J1
2��2�

��2
2 − j1p

2 ���2
2 − j1q

2 �

+ d2�
m=1

	

�
n=1

	
− 16

�
mn�
�3

2J1
2��3�

��3
2 − j1p

2 ���3
2 − j1q

2 �
� d2Sqp,

p2 + q2 � 1, �49�

where �1, �2, and �3 are defined as

�1 = 2m��d/a , �50a�

�2 = 2n��d/b , �50b�

�3 = ��2m��d/a�2 + �2n��d/b�2. �50c�

We observe that in Eq. �49�, the quantities Zqp are symmetric
and hence Spq=Sqp. Substituting the new notation in Eqs.
�37� and �42�, respectively, gives

�q = d2Sq0 + d2�
p=1

	

�kp�Sqp�p, q = 1,2, . . . , �51�

and

�0 =
2d

1 + d2 + id2�kS00 + k�p=1

	
�kp�S0p�p�

. �52�

The infinite system of equations �51� cannot be solved
exactly; it must be truncated to obtain approximations to the
�q. For a fixed N we denote by �̂q the approximate solution
of �51�, which satisfies

�̂q = d2Sq0 + d�
p=1

N

j1p
��Sqp�̂p, �53�

where �47� has been used for simplification. The correspond-
ing approximation to �0 is denoted by �̂0, which is obtained
from �52� by truncating the series at p=N. We have solved
�53� for values of d ranging from 0.01 to 0.1, for several
values of N. We have found for these values of d that the
corresponding values of �̂0 are accurate to four decimal
places when N=3, i.e., increasing N does not significantly
alter their values. These results are similar to the trends seen
in the related problem of Ref. 14.

We will now derive an approximate solution of �53� and
the corresponding approximation of �̂0 by exploting the
smallness of d. Before doing this, we first check the order of
Sqp as d approaches 0. Figures 6, 7, and 8 show this behavior
for S00, S0p, and Sqp, respectively. In Fig. 6 we observe that,
as d approaches 0, S00 increases and behaves like 1/2d. In
Figs. 7 and 8 we observe that the S0p and Sqp are very small
compared to S00, and both the S0p and Sqp are order one
quantities as d approaches 0.

Using the fact that both the S0p and Sqp are of O�1� for
small values of d and the fact that d�1, a simple approxi-
mation to Eq. �53� yields

�̂q = d2Sq0 + O�d3�, 1 � q � N . �54�

Substituting this expression into the truncated version of Eq.
�52� we obtain the approximation to �̂0:

�̂0 =
2d

1 + d2 + ikd2�S00 + d2�p=1

N
j1p

��S0p
2 �

. �55�

As d approaches 0, the second term in curly brackets is much
smaller than the first term. This is because the S0p are of
O�1� and S00 is of O�1/d� for d�1. Therefore, neglecting
the second term in �55� we obtain

�̂0 =
2d

1 + d2 + id2kS00
. �56�

This approximation satisfies the constraint �24� and, more
importantly, is remarkably accurate. It agrees to within three
decimal places of the numerical results obtained from solv-
ing �53� and the truncated version of �52�.

FIG. 6. The behavior of S00 for small values of d.

FIG. 7. The behavior of S0p for small values of d.
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VI. TRANSMISSION PROPERTIES

Through the analysis in Sec. V, we obtained an approxi-
mation of �0 for small values of d. We are now ready to
numerically approximate T00. From Eqs. �27� and �28� we
readily solve for T00 and find

T00 =
�0

2

1 − �1 − �0/d�2e2ikl . �57�

Substituting the approximation �̂0 from Eq. �56�, we find
that

�T̂00� =
2d2

��2d2�1�2 + �2
2

,

�1 = d2kS00 sin kl + cos kl , �58�

�2 = �1 + d4 − d4k2S00
2 � sin kl − 2d2kS00 cos kl .

We note here that the formula �58� for T00 can be ob-
tained by carefully summing up the internal reflections
within the slit using the reflection and transmission coeffi-
cients from the two auxiliary problems and their relation-
ships to �0.

From this expression of the transmission coefficient, we
observe that if kl is such that �2 is an order one quantity, then
T00 is O�d2�, which is very small and there is very little
transmission into the region z� l. This agrees with our intu-
ition, because when the holes are small, most of the acoustic
wave reflects back into z�0. However, there exist values of
kl such that �2=0, that is,

tan kl =
2d2kS00

1 + d4�1 − k2S00�
; �59�

then, in this case,

�T̂00� = 1/�1 =
1/cos kl

1 + d2kS00 tan kl
. �60�

Using the fact that d�1, the values of kl that approximately
satisfy �59� are

kl � M� + 2d2kS00 + O��d2S00�2� , �61�

where M is any positive integer. Using the these values of kl
in Eq. �60�, we deduce

�T̂00� � 1 − O��d2S00�4� . �62�

Therefore, for these values of kl, the slab is almost transpar-
ent. This transparency is caused by a resonance phenomenon
in the small channels. Although only a small amount of the
wave propagates into a channel, �0=O�1�, it constructively
reflects back and forth within. This reflection is almost per-
fect within the channel because �0=1−�0 /d�−1. The lead-
ing order approximation of kl from �61�, kl�M�, would
occur if the channel openings were replaced by sound soft
surfaces. Thus, the result given by �61� shows the channels
behave as leaky resonators. The numerical results presented
in the next two paragraphs support this interpretation.

The transmission coefficient given Eq. �58� is plotted in
Fig. 9 as a function of l for k=� and d=0.05. It shows that
T00 is almost 0 for all thicknesses l of the slab except at l
�1,2 ,3 , . . . , where T00�1. Actually, the peaks occur just to
the left of these integers. The difference agrees with our ap-
proximation for l. This agreement is also seen in Fig. 10,
where k=�, S00=−4.33, and d=0.1. In this figure, the peaks
appear some distance to the left of l=1,2 ,3 , . . . , and the
difference is 0.086, which equals 2d2S00. Also, Figs. 9 and 10
verify that, away from the peaks, the values of T00 are O�d2�.
The resonances shown in these figures are very sharp due to
the fact that there are no losses in our model. We can relax
this idealization in a phenomenological way by making the
wave number k slightly complex. The result is shown in Fig.
11 where the dashed curve corresponds to Im�k�=0.05 and
the solid to Im�k�=0.01. In both cases Re�k�=� and d=0.1.
It is clear that increasing the imaginary part of k diminishes
the resonant peaks and effectively spreads out the response
as a function of l.

Similarly, we can fix the thickness of the slab and solve
Eq. �59� for k to find the frequency at which the structure is
transparent. Since S00 is also a function of k, it is not easy to
find an explicit expression. However, it is easy to check nu-

FIG. 8. The behavior of Sqp for small values of d. FIG. 9. Transmission coefficient T00 versus the thickness of the slab l for
d=0.05, k=�, and a=b=1.
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merically that, when k�2� /a ,S00 is not a sensitive function
of k. Thus from Eq. �61�, k can be approximated as

k �
M�

l − 2d2S00
. �63�

For these values of k, T00�1. The behaviors of �T00� as a
function of k are illustrated in Figs. 12 and 13, where l=1
and 2, respectively. The peaks occur just at the position es-
timated by Eq. �63�. The number of peaks increases as l
increases when the upper limit of k is fixed. Again, the reso-
nance shown in these figures is very sharp. These can be
smoothed somewhat by taking into account a small amount
of viscosity in the acoustic fluid. This amounts to letting the
imaginary part of the wave number depend quadratically on
frequency, or equivalently replacing k by k+ ik2�, where � is
a small number depending upon viscosity. The results for this
case are shown in Fig. 14. The resonances become less pro-
nounced as � and the frequency are increased.

It is clear from these figures that the perforated rigid slab
behaves like a narrow-band filter, in the absence of losses.

For certain frequencies, energy is transmitted almost 100%;
for other frequency bands, almost all the energy is reflected.
Also, the widths of the pass bands depend on the dimension-
less radius of the holes. If dimensions are reintroduced, then
these widths would depend upon the porosity of the rigid
slab. However, it is also clear from our figures that the prac-
tical use of this structure, as a filter, will be limited by the
losses present in a real application.

Finally, we note that our results can be extended to non-
circular channels. The calculations become complex, even in
the case of square crossections. The reader is referred to Ref.
18 for the details of this case.

VII. CONCLUSION

In this paper, we have analyzed the transmission prop-
erties of a periodically perforated rigid slab under normal,
plane wave incidence. We have assumed that the character-
istic size of a hole is much smaller than the spacing of the
holes, while the incident wave length is of the same order as

FIG. 10. Transmission coefficient T00 versus the thickness of the slab l for
d=0.1, k=�, and a=b=1.

FIG. 11. Transmission coefficient T00 versus the thickness of the slab l for
d=0.1, Re�k�=�, and a=b=1.

FIG. 12. Transmission coefficient T00 versus wave number k for d=0.1, l
=1, and a=b=1.

FIG. 13. Transmission coefficient T00 versus wavenumber k for d=0.1, l
=2, and a=b=1.
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the hole spacing. We have also restricted the range of the
incident wave frequency such that only one mode propagates
outside the slab and inside the holes. The length of the slab
in our problem is long enough so that all the evanescent
modes are negligible in the middle of the hole channel. Un-
der these assumptions, we have considered two auxiliary
problems. Both of the auxiliary problems have the same
structure as the slab except that they are infinitely long. In
the first auxiliary problem, the wave is incident from the air;
in the second auxiliary problem, the wave is incident from
the hole. The relationship of the transmission and the reflec-
tion coefficients of the two problems were discussed in de-
tail. The linear combination of the two auxiliary problems
gave a scattering matrix S for the original structure. Through
this matrix, the transmission coefficient T00 and the reflection
coefficient R00 of the slab were found explicitly. We have
found that, for arbitrary shaped holes, the coefficients T00

and R00 depend only on one parameter �0, which is the trans-
mission coefficient of the first auxiliary problem. This coef-
ficient was found to lie on a circle in the complex plane.

Numerical values of �0 were found for circular holes.
Specifically, an infinite system of algebraic equations was
derived from the integral representation of the solution of the
first auxiliary problem. The coefficient �0 was explicitly ob-
tained from these algebraic equations. By using the fact that
the hole size is very small compared to the spacing of the
holes, �0 was obtained numerically. The plots of �T00� were
given for circular holes. The plots showed that for fixed
thickness of the slab, the function �T00� is O�d2� quantities
except at certain frequencies, at which the wave can transmit
almost completely. On the other hand, if the frequency of the
incident wave is fixed, by adjusting the thickness of the slab,
we can have either completely transmitted or a completely
reflected wave. We have also considered the effects of losses
on the resonant behavior of our structure. If these are not too
large, then our structure may be potentially useful in con-
structing filters and resonators.

APPENDIX A

In this appendix we will find the order of eigenvalues of
a general hole shape. The characteristic size of the hole is d,

which is defined as the square root of the area of the hole.
We assume that the eigenvalues and the eigenfunctions are
�p and �p, respectively, with p=0,1 ,2 , . . .. They satisfy the
following equation:

�2�p�x,y� = − �p
2�p�x,y� . �A1�

Let x�=x /d and y�=y /d. Then x� and y� are O�1� variables.
After changing of variables, the eigenvalue problem be-
comes

�2�p

�x�2 +
�2�p

�y�2 = − d2�p
2�p, �A2�

where the domain is independent of d and is thus O�1�. The
eigenvalues for this problem are �p=d2�p

2 and these are O�1�
quantities, which depend upon the geometry of this scaled
domain. Hence the �p=O�1/d� as d→0.

APPENDIX B

To prove �00=�0, we consider the equation

� · �u2 � u1 − u1 � u2� = 0. �B1�

Integrating it over the cube �z � �z	, �x � �a /2, �y � �b /2 and
applying the divergence theorem, we obtain


 
 �u2
�u1

�n
− u1

�u2

�n
 ds = 0, �B2�

where the double integral is over the six surfaces of the cube
and n is the normal direction of each surface. The integrals
over four surfaces cancel off with each other because of the
periodic boundary conditions. Therefore, only the surface in-
tegrals over the top and the bottom remain, which gives



−a/2

a/2 

−b/2

b/2 ��u2
�u1

�z
− u1

�u2

�z
�

z=−	

dx dy

=
 

H
��u2

�u1

�z
− u1

�u2

�z
�

z=	

dx dy . �B3�

After substituting infinite series expansions for u1 and u1 in
this equation, most terms cancel off. We obtain

2ik�00 = 2ik�0, �B4�

which yields the result �00=�0.

APPENDIX C

Suppose we chose k properly such that all the higher
order modes are evanescent. Then, generally, we have u1

=a0e−ikz+b0eikz at z=−	 and u1=c0eikz+d0e−ikz at z=	. Con-
sidering � · �ū1�u1−u1� ū1�=0, which is equivalent to
� · �I�ū1�u1��=0, by using the same procedure as was done
in Appendix A, we obtain



−a/2

a/2 

−b/2

b/2

I��ū1
�u1

�z
�

z=−	

dx dy

=
 

H

I��ū1
�u1

�z
�

z=	

dx dy . �C1�

Substituting the expression of u1 at z= ±	 in Eq. �C1� yields

FIG. 14. Transmission coefficient T00 versus Re�k� for d=0.1, l=2, and a
=b=1.
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�a0�2 + �c0�2 = �b0�2 + �d0�2. �C2�

We know that a0, b0, c0, and d0 are related by matrix S1, that
is,

b0 = �1 − d�0�a0 + �0c0, �C3a�

d0 = �0a0 + �1 − �0/d�c0. �C3b�

Inserting them into Eq. �C2� gives

��1 − d�0�2 + ��0�2 − 1��a0�2 + ��1 − �0/d�2 + ��0�2 − 1��c0�2

+ 2R��1 − d�̄0��0ā0c0 + �1 − �0/d��̄0ā0c0� = 0. �C4�

Setting a0=1, c0=0 and a0=0 ,c0=1, respectively, we have
three equations

�1 − d�0�2 + ��0�2 = 1, �C5a�

�1 − �0/d�2 + ��0�2 = 1, �C5b�

�0 + �̄0 − d��0�2 − ��0�2/d = 0, �C5c�

which proves that S1 · S̄1
T= I.
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A complete solution is obtained for the two-dimensional diffraction of a time-harmonic acoustic
plane wave by an impenetrable elliptic cylinder in a viscous fluid. Arbitrary size, ellipticity, and
angle of incidence are considered. The linearized equations of viscous flow are used to write down
expressions for the dilatation and vorticity in terms of products of radially and angular dependent
Mathieu functions. The no-slip condition on the rigid boundary then determines the coefficients. The
resulting computations are facilitated by recently developed library routines for complex input
parameters. The solution for the circular cylinder serves as a guide and a differently constructed
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I. INTRODUCTION

The elliptic cylinder is an interesting and important two-
dimensional scatterer of finite cross section because it is
simple enough to conform to coordinate surfaces where the
wave equation is separable, and it naturally includes a degree
of geometric flexibility, i.e., the ellipticity. The two limiting
cases of the ellipse, namely the strip and the circle, are im-
portant canonical scatterers. Although a fundamental study,
the physical insight gained from this paper has important
implications for engineering systems that exploit the acoustic
signatures of elongated bodies in real fluid media: One ob-
vious application is antisubmarine warfare. The effect of a
small kinematic viscosity upon the scattered acoustic field is
analyzed, with particular attention to the vorticity of the ve-
locity field that exists in a boundary layer close to the surface
of the hard elliptic cylinder. The appropriate no-slip bound-
ary condition was first applied by Alblas1 to include the ef-
fect of a small viscosity in the classic Sommerfeld half-plane
problem. A sequence of studies of viscosity effects on sound
scattering by Davis and Nagem considered the half plane,2

the circular aperture,3 and the circular disk,4 avoiding pos-
sible ambiguities associated with the Helmholtz representa-
tion by writing down the solution form of the pressure and
deducing expressions for the velocity components before ap-
plying the boundary conditions. This method tended to
merge the distinct contributions from the dilatation �div� and
vorticity �curl� but, in a further paper, Davis and Nagem5

constructed the scattered field due to a solid or elastic sphere
by deducing the velocity components directly from the dila-
tation and vorticity.

Very few previous authors have included viscous effects
and very few have given complete solutions in terms of el-
liptic coordinates. The most notable predecessor of this paper
is by Barakat,6 who used the notation of Morse and
Feshbach7 to construct far field approximations to plane
wave inviscid diffraction by an elliptic cylinder. Without
modern computational power, the far field was necessarily
the focus of attention, yielding tables of results.8 This paper
fills that computational gap and shows how to work from the
dilatation and vorticity whose governing equations, but not
boundary conditions, are independent.

Murga9 used an ad hoc combination of potential and
boundary layer theory to study the two-dimensional �2D�
half plane problem but this method did not display the
Stokes wave feature. Tsoi10 used the Helmholtz representa-
tion and a Watson transformation to consider the high fre-
quency far field approximation. Zhuk11 retained inertia terms
to predict the time averaged force on a solid circular cylin-
der. Hinders12 studied the scattering by liquid or elastic
spheres but with rather lengthy algebra, despite his neglect of
the small damping factor in the acoustic component of the
external field. Homentkovschi et al.13 introduced the unnec-
essary complications of singular integral equations for 2D
scattering by a planar array of strips.

Elliptic geometry appears in the inviscid literature but
no serious use is made of elliptic coordinates which are often
unmentioned. Chinnery and Humphrey,14 with an impedance
boundary condition, give a solution in terms of Mathieu
functions but add only experimental results. Leon et al.15

prefer to handle the multiple interactions in a Fourier modal
method and give an extensive reference list.

The basic theory to accommodate a small viscosity is
summarized in Sec. II and the technique of simultaneously
considering the vorticity and divergence of the acoustic ve-a�Electronic mail: rscharst@bama.ua.edu
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locity is first explained in context of the simpler circle ge-
ometry. The full treatment of the elliptic cylinder is presented
in Sec. III. Separation of variables of the relevant Helmholtz
equations in elliptic cylinder coordinates introduces the cel-
ebrated Mathieu functions. A library of Mathieu function
routines developed by Wilson and Scharstein16 facilitates the
calculations which require complex input parameters.
Mathieu functions of both the angular and radial type depend
upon a parameter that derives from the wave number in the
appropriate Helmholtz equation, as well as the physical di-
mensions of the ellipse. This parameter is complex-valued
because of the presence of viscosity, and in fact the diver-
gence �dilatation� and curl �vorticity� expansions require two
different parameters. This feature complicates the analysis
and calculations are performed that exploit the structure and
make efficient use of the Mathieu function numerics.16 Inter-
pretation of the boundary layer nature of the vorticity is
aided by a WKB�J� or LG asymptotic expansion of the radial
Mathieu functions having a large imaginary parameter.

Expressions for the far scattered field are summarized in
Sec. IV. An independent analysis of the limiting case of the
strip is the subject of Sec. V, where expansions of the normal
and tangential surface stress explicitly include the proper
edge-condition singularity dictated by viscous flow. Graphi-
cal results of the surface vorticity and far scattered field pat-
tern are discussed in Sec. VI, with due attention to the rela-
tionship between the ellipse and its degenerate �circle and
strip� forms.

II. THEORY AND CIRCULAR CYLINDER

The standard acoustic equations for linearized flow in a
homogeneous viscous fluid medium are the equation of con-
tinuity

��

�t
+ �0 � · v = 0, �1�

the momentum equation

�v

�t
= −

1

�0
� p + ��2v +

�

3
� �� · v� , �2�

and the equation of state

dp

d�
= c0

2, �3�

in which v is the fluid velocity vector, �0 is the ambient fluid
density, � is the density perturbation, p is the fluid pressure,
c0 is the sound speed, and � is the kinematic viscosity. Equa-
tion �2� assumes a Stokesian fluid for which the convective
part of the acceleration is neglected. It may be deduced from
Eqs. �1�–�3� that the vorticity �=��v satisfies

��

�t
= ��2� , �4�

as in unsteady creeping flow, while p and E=� ·v satisfy an
acoustic wave equation with viscous damping, namely

�2

�t2 �p,E� = �c0
2 +

4

3
�

�

�t
��2�p,E� . �5�

In the 2D disturbance of period 2� /� considered here,
E=E�x ,y�, �= ẑ��x ,y� and the time-harmonic dependence
exp�−i�t� is suppressed. Then Eqs. �4� and �5� reduce to

��2 + k2��p,E� = 0, �6�

��2 +
i�

�
�� = 0, �7�

where the complex acoustic wave number is

k =
k0

�1 − 4i�2/3
, �8�

with

k0 = �/c0, �2 = ��/c0
2 � 1. �9�

The pressure p and dilatation E are related, according to Eqs.
�1� and �3�, by

p

�0c0
2 =

E

i�
. �10�

The geometric configuration for the elliptic cylinder dif-
fraction is illustrated in Fig. 1. The exciting plane wave �ir-
rotational� propagates in the 	i+� direction, that is, incident
from the azimuthal angle 	i, and is given by

vi =
v0

k
� �e−ik�x cos 	i+y sin 	i�� . �11�

The scattered field v is determined by application of the no-
slip condition v+vi=0 at the ellipse. Two direct methods of
solution, avoiding the introduction of potentials, are avail-
able for the ellipse scattering. One involves writing down a
solution form for the pressure and using the momentum
equation to establish associated forms for the velocity com-
ponents. Alternatively, the latter can be deduced from solu-
tion forms for the dilatation E and vorticity �. The second
method is adopted here except for the limiting case of the
strip. To facilitate understanding of the ellipse analysis; the
simpler circle case is presented first.

If b→a the resulting symmetrical scatterer does not re-
quire any incidence angles other than 	i=0. The incident
plane wave �irrotational� propagating in the −x direction is

vi =
v0

k
� �e−ikx� , �12�

in which

FIG. 1. Plane wave incident upon elliptic cylinder.
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e−ikx = e−ikr cos 	 = J0�kr� + 2�
n=1




i−nJn�kr�cos n	 . �13�

On setting

v = r̂vr + 	̂v	,

the incident wave components are given by

vr
i = v0	J0��kr� + 2�

n=1




i−nJn��kr�cos n	
 ,

v	
i = −

2v0

kr
�
n=1




ni−nJn�kr�sin n	 . �14�

In the inviscid case, only the normal component of the total
velocity must vanish at the circle. The vanishing of the n
=0 term in Eq. �14� shows that scattering of the axisymmet-
ric component is unaffected by the presence of viscosity. The
n�0 Fourier components in Eq. �14� generate viscosity-
driven vorticity analogous to the Stokes wave in a viscous
fluid bounded by a tangentially vibrating plane.17 However,
dependence of the vorticity on both r and 	 means that the
acoustic diffraction has to be modified, as in reflection at a
plane. Suitable solutions of Eq. �6�, constructed to display
the above-described physics, are

E�r,	� = v0k�J0��ka�
H0

�1��kr�
H0

�1���ka�
+ 2�

n=1




i−n�Jn��ka�

+ An�
Hn

�1��kr�
Hn

�1���ka�
cos n	� , �15�

��r,	� = 2v0�2a�
n=1




i−nBn

n

Hn
�1���r�

Hn
�1���a�

sin n	 , �16�

where

� =� i�

�
=

k0

�

1 + i
�2

. �17�

The equations

�

�r
�rvr� +

�

�	
v	 = Er

�

�r
�rv	� −

�

�	
vr = �r

are then solved by observing that Bessel’s Equation implies
that

rHn
�1��kr�ein	 =

�

�r
	−

r

k
Hn

�1���kr�ein	

+

�

�	
	−

in

k2r
Hn

�1��kr�ein	
 . �18�

Thus the lamellar and solenoidal components are given by

vr
E = − v0�J0��ka�

H0
�1���kr�

H0
�1���ka�

+ 2�
n=1




i−n�Jn��ka�

+ An�
Hn

�1���kr�
Hn

�1���ka�
cos n	� ,

v	
E =

2v0

kr
�
n=1




ni−n�Jn��ka� + An�
Hn

�1��kr�
Hn

�1���ka�
sin n	 ,

vr
� =

2v0a

r
�
n=1




i−nBn

Hn
�1���r�

Hn
�1���a�

cos n	 ,

v	
� = − 2v0�a�

n=1




i−nBn

n

Hn
�1����r�

Hn
�1���a�

sin n	 . �19�

Evidently, An=Bn �n�1� ensures that the additional normal
velocities cancel. Then

v	
E�a,	� + v	

��a,	� + v	
i �a,	� = 0 �− �  	 � ��

implies the coefficients are given by

An = Bn =
2i

�kaHn
�1��ka�	1 −

ka

n

Hn
�1���ka�

Hn
�1��ka�

�a

n

Hn
�1����a�

Hn
�1���a� 
−1

�n � 1� .

III. THE ELLIPTIC CYLINDER

Elliptic coordinates �� ,�� are related to the Cartesian
coordinates �x ,y� through x+ iy=c cosh��+ i��. Separation of
variables in the Helmholtz equation �6� allows the solution to
be written in terms of the Mathieu functions, with the param-
eter

q =
1

4
�kc�2, �20�

in the notation of Jones,18 except for exp�−i�t� time behavior
instead of his exp�i�t�. The expansion of Eq. �11� corre-
sponding to Eq. �13� is

exp�− ik�x cos 	i + y sin 	i��

= exp�− i2q1/2�cosh � cos � cos 	i + sinh � sin � sin 	i��

= 2�
m=0




�− i�mcem�	i,q�cem��,q�Mcm
�1���,q�

+ 2�
m=1




�− i�msem�	i,q�sem��,q�Msm
�1���,q� , �21�

in which it is noted that the functions of � also depend on q.
The elliptical scatterer boundary of Fig. 1 is the surface �
=�0 where

tanh �0 = b/a, c2 = a2 − b2.

The deduction of a vector field
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F��,�� = �̂F���,�� + �̂F���,��

defined by

� · F��,�� = ����H��� , �22�

with

d2����
d�2 + 	− � +

1

2
�kc�2 cosh 2�
���� = 0,

d2H���
d�2 + 	� −

1

2
�kc�2 cos 2�
H��� = 0 �23�

is achieved by noting that

�

��
������H���� +

�

��
�����H�����

= �����H��� + ����H���� = − k2h2����H��� �24�

where the metric h�� ,�� is given by

h = c�cosh2 � − cos2 ��1/2 = c	1

2
�cosh 2� − cos 2��
1/2

.

Comparison of Eq. �24� with the component form of Eq.
�22�, namely

�

��
�hF�� +

�

��
�hF�� = h2�H , �25�

then indicates

F��,�� = −
1

k2h��,��
��̂�����H��� + �̂����H����� �26�

which is irrotational. Similarly,

�� � F��,���z = ����H��� ,

that is

�

��
�hF�� −

�

��
�hF�� = h2�H , �27�

has the solenoidal solution

F��,�� =
1

k2h��,��
��̂����H���� − �̂�����H���� . �28�

The incident plane wave �11� has, by substitution of Eq.
�21�, the components

v�
i ��,�� =

2v0

kh��,����
m=0




�− i�mcem�	i,q�cem��,q�Mcm
�1����,q�

+ �
m=1




�− i�msem�	i,q�sem��,q�Msm
�1����,q�� , �29�

v�
i ��,�� =

2v0

kh��,����
m=0




�− i�mcem�	i,q�cem� ��,q�Mcm
�1���,q�

+ �
m=1




�− i�msem�	i,q�sem� ��,q�Msm
�1���,q�� . �30�

Equations �6� and �7� show that E and � depend on the
parameters

q =
1

4
�kc�2 =

1

4
�ka�2�1 − �b/a�2� ,

s =
i�

4�
c2 =

i

4�2 �k0a�2�1 − �b/a�2� , �31�

respectively. Their solutions in terms of separated functions
may be written as

E��,�� = 2v0k�
m=0




�Am + Mcm
�1����0,q�cem�	i,q��

��− i�mcem��,q�
Mcm

�3���,q�
Mcm

�3����0,q�

+ 2v0k�
m=1




�Bm + Msm
�1����0,q�sem�	i,q��

��− i�msem��,q�
Msm

�3���,q�
Msm

�3����0,q�
�32�

���,�� = 2v0��
m=0




Cmcem��,s�
Mcm

�3���,s�
Mcm

�3���0,s�

+ 2v0��
m=1




Dmsem��,s�
Msm

�3���,s�
Msm

�3���0,s�
. �33�

Use of Eq. �26� shows that the irrotational �lamellar�
part of the scattered velocity has components

v�
E��,�� = −

2v0

kh��,����
m=0




�Am + Mcm
�1����0,q�cem�	i,q��

��− i�mcem��,q�
Mcm

�3����,q�
Mcm

�3����0,q�

+ �
m=1




�Bm + Msm
�1����0,q�sem�	i,q��

��− i�msem��,q�
Msm

�3����,q�
Msm

�3����0,q�� ,

v�
E��,�� = −

2v0

kh��,����
m=0




�Am + Mcm
�1����0,q�cem�	i,q��

��− i�mcem� ��,q�
Mcm

�3���,q�
Mcm

�3����0,q�

+ �
m=1




�Bm + Msm
�1����0,q�sem�	i,q��
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��− i�msem� ��,q�
Msm

�3���,q�
Msm

�3����0,q�� , �34�

in which the terms with inviscid structure are identified.
Similarly, use of Eq. �28� shows that the solenoidal part of
the scattered velocity has components

v�
���,�� =

2v0

�h��,����
m=0




Cmcem� ��,s�
Mcm

�3���,s�
Mcm

�3���0,s�

+ �
m=1




Dmsem� ��,s�
Msm

�3���,s�
Msm

�3���0,s�� ,

v�
���,�� = −

2v0

�h��,����
m=0




Cmcem��,s�
Mcm

�3����,s�
Mcm

�3���0,s�

+ �
m=1




Dmsem��,s�
Msm

�3����,s�
Msm

�3���0,s�� . �35�

The no-slip boundary is now enforced by setting

v�
E��0,�� + v�

���0,�� + v�
i ��0,�� = 0,

v�
E��0,�� + v�

���0,�� + v�
i ��0,�� = 0, �36�

over the entire elliptical surface where −�����. The even
�in �� part of the � component of this boundary condition is

�
m=0




�Am + Mcm
�1����0,q�cem�	i,q���− i�mcem��,q�

−
k

�
�
m=1




Dmsem� ��,s�

= �
m=0




�− i�mcem�	i,q�cem��,q�Mcm
�1����0,q� . �37�

The odd �in �� part of the � component of Eq. �36� is

�
m=1




�Bm + Msm
�1����0,q�sem�	i,q���− i�msem��,q�

−
k

�
�
m=0




Cmcem� ��,s�

= �
m=1




�− i�msem�	i,q�sem��,q�Msm
�1����0,q� . �38�

The odd �in �� part of the � component of Eq. �36� is

�
m=0




�Am + Mcm
�1����0,q�cem�	i,q��

��− i�mcem� ��,q�
Mcm

�3���0,q�
Mcm

�3����0,q�

+
k

�
�
m=1




Dmsem��,s�
Msm

�3����0,s�
Msm

�3���0,s�

= �
m=0




�− i�mcem�	i,q�cem� ��,q�Mcm
�1���0,q� . �39�

The even �in �� part of the � component of Eq. �36� is

�
m=1




�Bm + Msm
�1����0,q�sem�	i,q��

��− i�msem� ��,q�
Msm

�3���0,q�
Msm

�3����0,q�

+
k

�
�
m=0




Cmcem��,s�
Mcm

�3����0,s�
Mcm

�3���0,s�

= �
m=1




�− i�msem�	i,q�sem� ��,q�Msm
�1���0,q� . �40�

At this stage, major difficulties associated with the ellip-
tic coordinates are encountered. The periodic functions have
the expansions19

ce2m+p��,q� = �
j=0




A2j+p
2m+p�q�cos��2j + p���

�m = 0,1,2, . . . , p = 0,1� ,

se2m+p��,q� = �
j=0




B2j+p
2m+p�q�sin��2j + p��� �41�

�m = 0,1,2, . . . , p = 0,1� ,

and have the orthogonality properties


−�

�

cem��,q�cen��,q�d� = ��mn �m,n � 0� ,


−�

�

sem��,q�sen��,q�d� = ��mn �m,n � 1� , �42�

but, in contrast to cos n� and sin n�, the derivative of one is
not a multiple of the other, the derivatives are not orthogonal
and they depend on the parameter q, giving different sets of
periodic functions in E and �. Inspection of Eqs. �37�–�40�
shows that the introduction of the inner products

�m,n�q,s� = �cem�q�,sen��s��

= 
−�

�

cem��,q�sen���,s�d� �m � 0,n � 1�

�43�

suffices to exploit the orthogonality �42� because integration
by parts and the periodicity of the angular Mathieu functions
yields

3304 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 R. W. Scharstein and A. M. J. Davis: Cylinder scattering in viscous medium



− �m,n�q,s� = �cem� �q�,sen�s��

= 
−�

�

cem� ��,q�sen��,s�d� �m � 0,n � 1� .

�44�

This inner product is zero if m and n are of different parity
and, although the functions are complex-valued, does not
involve any complex conjugation. In terms of the coefficients
in Eq. �41�,


−�

�

ce2m+p��,q�se2n+r� ��,s�d�

= ��pr�
j=0




A2j+p
2m+p�q�B2j+r

2n+r�s��2j + p�

�m,n � 0,p,r = 0 or 1,n + r � 0� . �45�

Multiplication of Eqs. �37�–�40� by cen�� ,q�, sen�� ,q�,
sen�� ,s�, cen�� ,s�, respectively, and subsequent integration
of each from �=−� to �=� yields the sets of linear equa-
tions

An =
1

��− i�n

k

�
�
m=1




Dm�nm�q,s� �n � 0� , �46�

Bn = −
1

��− i�n

k

�
�
m=0




Cm�mn�s,q� �n � 1� , �47�

k

�
Dn =

Msn
�3���0,s�

�Msn
�3����0,s� �

m=0




�mn�q,s��− i�m

� 	Am

Mcm
�3���0,q�

Mcm
�3����0,q�

+
2cem�	i,q�

i�Mcm
�3����0,q�


��n � 1� , �48�

k

�
Cn =

− Mcn
�3���0,s�

�Mcn
�3����0,s� �

m=1




�nm�s,q��− i�m

� 	Bm

Msm
�3���0,q�

Msm
�3����0,q�

+
2sem�	i,q�

i�Msm
�3����0,q�
 �n � 0� ,

�49�

after use of the Wronskians

Mcm
�1����0,q�Mcm

�3���0,q� − Mcm
�1���0,q�Mcm

�3����0,q� =
2

�i
,

Msm
�1����0,q�Msm

�3���0,q� − Msm
�1���0,q�Msm

�3����0,q� =
2

�i
.

�50�

The two disjoint pairs of linear systems may be written sym-
bolically as

	 �I� − �P�
− �R� �I� 
	�A�

�D� 
 = 	�0�
�F� 
 , �51�

	 �I� − �Q�
− �S� �I� 
	�B�

�C� 
 = 	 �0�
�G� 
 ,

or, if elimination of one set of coefficients from each is pre-
ferred,

��I� − �R��P���D� = �F� , �52�

��I� − �S��Q���C� = �G� . �53�

The infinite series are truncated at suitably large indices,
such that the results exhibit satisfactory numerical or “self”
convergence.

The definition �31� indicates the need for an approxima-
tion to the modified Mathiéu function of large imaginary
parameter q= i�q� with �q�→
. The first equation of Eq. �23�
has the form

d2f���
d�2 + �2q cosh 2� − ��f��� = 0, �54�

whose solutions are of four types, even/odd functions of
even/odd orders. McLachlan19 gives asymptotic forms for �
as �q�→
. For example, with q= i�q�,

q1/2 = �q�1/2ei�/4, �55�

�2n � − 2i�q� + �8n + 2��q�1/2ei�/4, �56�

and application of the WKB�J� or LG method to Eq. �54�
eventually yields

f��� �
1

�cosh �
exp�− ��1 − i��2q�1/2 sinh �

+ �2n + 1/2�i tan−1�sinh ���� , �57�

which is a decaying solution, with f�0�=1. Evidently f����
has a dominant term of O��q�1/2�.

According to p. 240 of McLachlan,19 the even order
modified Mathieu functions of the cosine type and the odd
order functions of the sine type have the same asymptotic
eigenvalues, and thus, as �q�→
,

Mc2n
�3���,i�q�� � Ms2n+1

�3� ��,i�q��

�
1

�cosh �
exp�− ��1 − i��2q�1/2 sinh �

+ �2n + 1/2�i tan−1�sinh ���� , �58�

and similarly,

Mc2n+1
�3� ��,i�q�� � Ms2n

�3���,i�q��

�
1

�cosh �
exp�− ��1 − i��2q�1/2 sinh �

+ �2n + 3/2�i tan−1�sinh ���� . �59�

The system of linear equations �51� requires the ratios

Mcn
�3���,i�q��

Mcn
�3����,i�q��

�
Msn

�3���,i�q��
Msn

�3����,i�q��
�

sech �

�i − 1��2q�1/2 �60�

without regard for either the type or the parity of the order.
By calling the eigenvalue solver once only for a given q, the
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Mathieu function calculations are fast.16

IV. FAR SCATTERED FIELD

For the circle, substitution of the asymptotic form

Hn
�1��kr� →

kr→

� 2

i�kr
i−neikr

in Eq. �16� demonstrates that the vorticity � is limited to a
thin boundary layer on the surface of the scatterer. Since v
and p are related by Eq. �10�, the single scalar function of
interest in the far field is the divergence E, which is simply
proportional to the acoustic pressure field and given by Eq.
�15�. In the far field,

E�r → 
,	� = v0k� 2

i�kr
eikrF�	� , �61�

where

F�	� = �
n=−





i−n	i−n Jn��ka�
Hn

�1���ka�
+

An

Hn
�1��ka�
ein	. �62�

This separation of the radial and angular factors facilitates
the graphical display of the scattering pattern F�	�.

For the ellipse, ce� /2�r→
, �→	 in the far field and
the required asymptotic forms, deduced from the first equa-
tion of Eq. �23�, are18

�Mcm
�3���,q�

Msm
�3���,q� � →

�→

� 2

i�kr
eikr�− i�m. �63�

The asymptotic forms �58� and �59� verify the exponential
decay of the vorticity. From Eq. �32�, the scattering pattern is
given by

F�	� = 2�
m=0




�Am + Mcm
�1����0,q�cem�	i,q���− i�m cem�	,q�

Mcm
�3����0,q�

+ 2�
m=1




�Bm + Msm
�1����0,q�sem�	i,q��

��− i�m sem�	,q�
Msm

�3����0,q�
. �64�

V. THE STRIP

The incident plane wave defined by Eq. �11� requires the
scattered field on the surface of the strip �b→0 in Fig. 1� to
satisfy

v�x,0� = iv0�x̂ cos 	i + ŷ sin 	i�e−ikx cos 	i ��x�  a� .

�65�

The solution structure follows the Wiener-Hopf analysis of
Davis and Nagem2 as far as the imposition of the boundary
conditions at y=0. As in these authors’ subsequent aperture3

and disk4 studies in 3D, a method suited to creeping flow is
then adopted and therefore passage to the inviscid limit is
precluded. Functional forms displaying the square root edge
singularity are posed for the pressure and tangential stress

discontinuities across the strip and their coefficients deter-
mined by application of Eq. �65�.

On defining dimensionless Fourier transforms

�V��,y�,P��,y�� = 
−





k0	v�x,y�
v0

,
p�x,y�
�0c0v0


e−i�xdx , �66�

the continuity equation gives

i�Vx��,y� +
�

�y
Vy��,y� =

i�

c0
P��,y� �67�

and the momentum equation yields

� d2

dy2 +
i�

�
− �2�	Vx��,y�

Vy��,y� 
 =
c0

�
�1 −

i�2

3
�� i�P��,y�

d

dy
P��,y� � .

�68�

The Helmholtz equation �6� implies

� d2

dy2 + k2 − �2�P��,y� = 0, �69�

whose solution is

P��,y� = �A��� + B���sgn y�exp�− ��2 − k2�1/2�y�� . �70�

Hence the scaled Fourier transform of the velocity field is

V��,y� = � C��� + D���sgn y

i�

��2 − i�/��1/2 �C���sgn y + D���� �
�exp�− ��2 − i�/��1/2�y��

+
k0

k2	 ��A��� + B���sgn y�
i��2 − k2�1/2�A���sgn y + B���� �

�exp�− ��2 − k2�1/2�y�� . �71�

The continuity of V gives

D��� +
k0�

k2 B��� = 0, �72�

�

��2 − i�/��1/2C��� +
k0

k2 ��2 − k2�1/2A��� = 0, �73�

whence

�V��,0�� = ��1 −
�2

��2 − i�/��1/2��2 − k2�1/2�C���

� i�

��2 − i�/��1/2 −
i��2 − k2�1/2

�
�D��� �

= K������2 − k2�−1/2C���

−
i

�
D��� � , �74�

where
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K��� = ��2 − k2�1/2 −
�2

��2 − i�/��1/2 �75�

is the Wiener-Hopf kernel of Davis and Nagem.2 Also, the
jump in the normal derivative of V is given by

1

2
	dV��,y�

dy



y=0−

0+

= �
i�/�

��2 − i�/��1/2C���

−
ik2

�
D��� � , �76�

after substitution of Eqs. �72� and �73�.
The discontinuity in normal stress across the strip has

square root edge singularities and is conveniently repre-
sented as

�normal stress�y=0−
0+

= �0c0v0	−
p�x,y�
�0c0v0

�1 +
2i

3
�2�

+
2�

�

k0

v0

�

�y
vy�x,y�


y=0−

0+

= 2�0c0v0�
n=0




�ninan
Tn�x/a�

�1 − �x/a�2

��x�  a� . �77�

Then the Fourier coefficient


−a

a Tn�x/a�
�1 − �x/a�2

e−i�xdx = �a�− i�nJn��a� �78�

enables the Fourier transform of Eq. �77� to be written as

�a�
n=0




�nanJn��a� =
D���

�
, �79�

after substitution of Eqs. �8�, �9�, and �72�. Similarly, the
representation

�tangential stress�y=0−
0+

= �0c0k0
�

�
	 �

�y
vx�x,y� +

�

�x
vy�x,y�


y=0−

0+

= 2�0c0v0�
n=0




�ninbn
Tn�x/a�

�1 − �x/a�2
��x�  a� �80�

has the Fourier transform

�a�
n=0




�nbnJn��a� =
�

2�
	 d

dy
Vx��,y�


y=0−

0+

=
i

��2 − i�/��1/2C��� , �81�

after substitution of Eqs. �76� and �78�.
Equations for the coefficients �an ,bn ;n�0� are now es-

tablished by enforcing the no-slip condition �65�. For �x�
a, Eqs. �66� and �74� yield

i	cos 	i

sin 	i

e−ikx cos 	i =

v�x,0�
v0

=
1

2�k0


−





�V��,0��ei�xd�

=
1

2�k0


−





K���

����2 − k2�−1/2C���

−
i

�
D��� �ei�xd� , �82�

whose Chebyshev coefficients are determined by applying
the operator

im

�a


−a

a Tm�x/a�
�1 − �x/a�2

dx �m � 0� .

Thus, by using Eq. �78� and substituting Eqs. �79� and �81�,

− 	cos 	i

sin 	i

Jm�ka cos 	i�

=
�− 1�m

2�k0


−





K����i��2 − k2�−1/2C���
D���

�
�Jm��a�d�

=
a

2k0
�− 1�m

−





K����
n=0




�nJn��a�

��bn��2 − i�/�

�2 − k2 �1/2

an
�Jm��a�d�

=
a

2k0
�
n=0




�n��− 1�m + �− 1�n�
0




K���

��bn��2 − i�/�

�2 − k2 �1/2

an
�Jm��a�Jn��a�d� , �83�

since K��� and the factor � �1/2 are even functions of �.
From Eq. �80�, the vorticity discontinuity across the

plate is

���x,y��y=0−
0+

= 	−
�

�y
vx�x,y�


y=0−

0+

= −
k0v0

�2 �
n=0




�nbnin Tn�x/a�
�1 − �x/a�2

�84�

while the continuous vorticity at the strip is the continuous
part of

v0

2�k0


−



 �i�Vy��,0� −
dVx

dy
��,0��ei�xd�

at the strip ��x�a�, which is
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v0

2�k0


−



 	K���D��� + ��2 − i�/��1/2D���

+
k0�

k2 ��2 − k2�1/2B���
ei�xd� =
v0

2�k0
�− i�

�
��a

� 
−



 ei�x�

��2 − i�/��1/2 �
n=0




�nanJn��a�d�

=
�av0

k0�


0


 �d�

��2 − i�/��1/2 �
n=0




�nanJn��a�

�� sin �x �n even�
− i cos �x �n odd� � �85�

after substitution of Eqs. �71�, �72�, �75�, and �79�. For com-
parison with the ellipse and circle, the vorticity on either side
of the strip is deduced from Eqs. �84� and �85�. The normal-
ization � /v0� is used in the graphs.

VI. RESULTS

The acoustical size of the cylinder characterized by
k0a=5 is neither small �quasistatic regime� nor large �ray
acoustics regime� in terms of the wavelength of the exciting
plane wave, and therefore this scatterer is truly in the “reso-
nant” frequency range. The dimensionless viscosity param-
eter of Eq. �9� is fixed at �=0.1. An extremely flattened el-

liptic cylinder having b /a=0.1 �ellipticity e= �1− �b /a�2�1/2

=0.995� is selected, in Figs. 2 and 3, to demonstrate the
variations in the scattering with plane-wave incidence angle.
Figure 2 is for incidence from the +x axis, that is, from the
azimuthal angle 	i=0, which is the “endfire” direction. Fig-
ure 3 is for incidence from the +y axis, that is, from the
azimuthal angle 	i=� /2, which is the “broadside” direction.
Figures 2�a� and 3�a� depict the complex-valued surface vor-
ticity ���0 ,��, whose driving mechanism is the tangential
component of the incident field. This is analogous to the
unidirectional viscous flow known as a Stokes wave. As ex-
pected, endfire incidence generates vorticity along the nar-
row ellipse but broadside incidence yields vorticity confined
near the ends. Viscosity effects on the far field are displayed
in Figs. 2�b� and 3�b�, which graph, for the two cases, the
scattering pattern �F�	�� of Eq. �64�. Viscosity is clearly
more influential far from the scatterer when the incident
acoustic wave is essentially grazing to the elongated ob-
stacle. Note that in the limiting case of the hard strip �b /a
→0� in an inviscid medium, no scattered field is produced
when 	i=0. The elongated ellipse still presents some distur-
bance to the field generated by the endfire source, but the
scattering pattern curve of Fig. 2�b� is an order-of-magnitude
less than the curve of Fig. 3�b�.

As b /a→1 the ellipse degenerates to the circle, and
Figs. 4�a� and 4�b� present the companion curves for this
case. The numerical values from the analysis of Sec. III in

FIG. 2. Plane wave excitation of elliptic cylinder. Case: k0a=5, b /a=0.1,
�=0.1, and 	i=0. �a� Surface vorticity ���0 ,�� and �b� scattering pattern.

FIG. 3. Plane wave excitation of elliptic cylinder. Case: k0a=5, b /a=0.1,
�=0.1, and 	i=� /2. �a� Surface vorticity ���0 ,�� and �b� scattering pattern.
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terms of Mathieu functions approach the values obtained
from the circle analysis of Sec. II. When b /a=0.99, the re-
sulting curves for the ellipse are visually indistinguishable
from the given results for the circular scatterer. In contrast,
the convergence of the series of Mathieu functions is not so
robust as b /a→0, and for k0a=5, the numerical integrity of
the ellipse solution degrades if b /a gets as small as 0.01.
This is because viscosity plays a dominant role in the con-
struction of the field in the b /a→0 limit, whereas the field
for 0b /a1 is constructed as a viscous perturbation of an
inviscid-type field. In the inviscid limit, the pressure reverts
from a normal stress to a velocity potential. The contrast is
most evident in the endfire case in which the inviscid scat-
tered field vanishes. Resultant graphs of the continuous and
discontinuous components of the surface vorticity appear in
Figs. 5�a� and 5�b�, respectively, for the case when b /a
=0.05, which lies safely within the range where the solution
is numerically convergent. Dashed curves from the strip so-
lution of Sec. V are reasonably close to the solid curves for
the ellipse having b /a=0.05 and where the representative
angle of incidence is 	i=� /4.

VII. CONCLUSIONS

The presence of a slight medium viscosity can have a
substantial effect on the scattering pattern of an impenetrable
elliptic cylinder, even though the viscosity-induced vorticity
is confined to a narrow boundary layer on the ellipse. Unlike

the inviscid case, the forward scatter in a viscous medium
can be significant when a plane wave strikes an elongated
ellipse from the mostly grazing direction. The analysis and
its implementation are validated via the agreement between
the Mathieu function calculations for the elliptic cylinder and
the independent calculations for the limiting cases of the
circle and the strip. Though presented as a fundamental
study, the results provide an obvious warning that endfire
sonar detection of slender bodies can be unreliable.

1J. B. Alblas, “On the diffraction of sound waves in a viscous medium,”
Appl. Sci. Res., Sect. A 6, 237–262 �1957�.

2A. M. J. Davis and R. J. Nagem, “Acoustic diffraction by a half-plane in
a viscous fluid medium,” J. Acoust. Soc. Am. 112, 1288–1296 �2002�.

3A. M. J. Davis and R. J. Nagem, “Influence of viscosity on the diffraction
of sound by a circular aperture in a plane screen,” J. Acoust. Soc. Am. 113,
3080–3090 �2003�.

4A. M. J. Davis and R. J. Nagem, “Effect of viscosity on acoustic diffrac-
tion by a circular disk,” J. Acoust. Soc. Am. 115, 2738–2748 �2004�.

5A. M. J. Davis and R. J. Nagem, “Curle’s equation and acoustic diffraction
by a sphere,” J. Acoust. Soc. Am. 119, 2018–2026 �2006�.

6R. Barakat, “Diffraction of plane waves by an elliptic cylinder,” J. Acoust.
Soc. Am. 35, 1990–1996 �1963�.

7P. M. Morse and H. Feshbach, Methods of Theoretical Physics �McGraw-
Hill, New York, 1953�, Part II, pp. 1407–1422.

8R. Barakat, A. Houston, and E. Levin, “Power series expansions of
Mathieu functions with tables of numerical results,” Journal of Mathemat-
ics and Physics 42, 200–247 �1964�.

9V. A. Murga, “Sound diffraction by a plane barrier in a viscous fluid,” Sov.
Phys. Acoust. 37, 378–381 �1991�.

10P. I. Tsoi, “Diffraction of plane sound waves by a sphere in a viscous
medium,” Sov. Phys. Acoust. 16, 381–386 �1971�.

11A. P. Zhuk, “Interaction of a solid cylinder with a sound wave in a viscous

FIG. 4. Plane wave excitation of circular cylinder. Case: k0a=5, �=0.1. �a�
Surface vorticity ��a ,	� and �b� scattering pattern.

FIG. 5. Continuous and discontinuous components of vorticity across strip
surface. Case: k0a=5, �=0.1, and 	i=� /4. Solid curve: Ellipse with b /a
=0.05 using 100 Mathieu functions. Dashed curve: Strip using six Cheby-
shev polynomials. �a� Continuous component 1

2 ���x ,0+�+��x ,0−�� and �b�
discontinuous component 1

2 ���x ,0+�−��x ,0−��.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 R. W. Scharstein and A. M. J. Davis: Cylinder scattering in viscous medium 3309



fluid,” Sov. Appl. Mech. 24, 94–99 �1988�.
12M. K. Hinders, “Extinction of sound by spherical scatterers in a viscous

fluid,” Phys. Rev. A 43, 5628–5637 �1991�.
13D. Homentcovschi, R. N. Miles, and L. Tan, “Influence of viscosity on the

diffraction of sound by a periodic array of screens,” J. Acoust. Soc. Am.
117, 2761–2771 �2005�.

14P. A. Chinnery and V. F. Humphrey, “Fluid column resonances of water-
filled cylindrical shells of elliptic cross section,” J. Acoust. Soc. Am. 103,
1296–1305 �1998�.

15F. Léon, F. Chati, and J. M. Conoir, “Modal theory applied to the acoustic
scattering by elastic cylinders of arbitrary cross section,” J. Acoust. Soc.

Am. 116, 686–692 �2004�.
16H. B. Wilson and R. W. Scharstein, “Computing elliptic membrane high

frequencies by Mathieu and Galerkin methods,” J. Eng. Math. 57, 41–55
�2007�.

17G. K. Batchelor, An Introduction to Fluid Dynamics �Cambridge Univer-
sity Press, Cambridge, 1967�, pp. 186–193.

18D. S. Jones, Acoustic and Electromagnetic Waves �Clarendon, Oxford,
1986�, Appendix C, pp. 689–692.

19N. W. McLachlan, Theory and Application of Mathieu Functions �Claren-
don, Oxford, 1947�, pp. 21, 240.

3310 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 R. W. Scharstein and A. M. J. Davis: Cylinder scattering in viscous medium



Fresnel approximations for acoustic fields of rectangularly
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A general approach is presented for determining the acoustic fields of rectangularly symmetric,
baffled, time-harmonic sources under the Fresnel approximation. This approach is applicable to a
variety of separable source configurations, including uniform, exponential, Gaussian, sinusoidal,
and error function surface velocity distributions, with and without focusing in either surface
dimension. In each case, the radiated field is given by a formula similar to that for a uniform
rectangular source, except for additional scaling of wave number and azimuthal distance parameters.
The expressions presented are generalized to three different Fresnel approximations that correspond,
respectively, to diffracted plane waves, diffracted spherical waves, or diffracted cylindrical waves.
Numerical results, for several source geometries relevant to ultrasonic applications, show that these
expressions accurately depict the radiated pressure fields, except for points very near the radiating
aperture. Highest accuracy near the source is obtained by choice of the Fresnel approximation most
suited to the source geometry, while the highest accuracy far from the source is obtained by the
approximation corresponding to diffracted spherical waves. The methods are suitable for volumetric
computations of acoustic fields including focusing, apodization, and attenuation effects. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2726252�

PACS number�s�: 43.20.Rz, 43.20.El �JJM� Pages: 3311–3322

I. INTRODUCTION

Radiated fields from rectangularly symmetric apertures,
and from arrays of rectangularly symmetric elements, are
important to many acoustic applications. In particular, certain
ultrasound applications require computation of diffracted
pressure fields over a large number of spatial points in two or
three dimensions. These include modeling of ultrasound-
induced heating for simulation of ultrasound therapy,1–3

simulation of ultrasound imaging systems,4–7 and compensa-
tion for diffraction effects in quantitative scattering
measurements.8–10 In such problems, individual elements of
ultrasonic linear arrays, phased arrays, or two-dimensional
arrays can be modeled as baffled rectangular sources, each of
which may be unfocused, or focused in one or both dimen-
sions, with possibly different focal lengths in each direction.
The position-dependent surface velocity of such an array el-
ement may be approximately uniform over the entire rectan-
gular aperture, or may be spatially varying �e.g., apodized to
reduce beam sidelobes�.11

A number of numerical methods are available for com-
putation of ultrasonic fields from rectangular sources. Fields
can be computed accurately using the angular spectrum
method,12,13 in which the Rayleigh integral is numerically
evaluated by fast Fourier transform operations. Several nu-
merically exact methods have been based on numerical inte-
gration of the aperture’s space-time impulse response14 for
uniform, flat15–18 or spherically focused19 rectangular
sources. A more general and computationally intensive
method employs numerical evaluation of the two-

dimensional Rayleigh integral20 or the impulse response
integral6,21 by dividing a radiating surface into many small
canonical elements. Recent work using the impulse-response
method has included a method for rapid computation of the
exact time-harmonic field for flat rectangular sources18 and
an approximate method for cylindrically focused sources.22

Approximate methods for computation of ultrasonic
fields include several based on the Fresnel approximation, in
which the phase of a wave front emanating from the radiat-
ing surface is replaced within the Rayleigh integral by a
binomial-series expansion, truncated at second �quadratic�
order.23 In contrast to available numerical methods, the
Fresnel approximation allows simple, analytic solutions for
diffracted pressure fields to be obtained for rectangularly
symmetric sources,24 including apodized radiators for which
“exact” numerical methods such as the impulse response ap-
proach may not be tractable.25 In addition, the Fresnel ap-
proximation forms the basis for efficient numerical methods
such as Gaussian beam expansions.26–28 Analytic solutions
obtained from the Fresnel approximation are desirable be-
cause they are amenable to further analysis, and can provide
physical insight.

Analytic solutions for rectangularly symmetric aper-
tures, under the Fresnel approximation, have previously been
presented for a uniform, flat rectangular aperture24 as well as
for unfocused rectangularly symmetric apertures with several
apodization patterns.25 Szabo has pointed out that under the
Fresnel approximation, the effect of focusing is similar to a
scaling of the field of unfocused transducers.11 Still, several
investigators have implied that simple analytic solutions for
Fresnel diffraction from focused rectangular transducers are
not tractable outside the focal plane.4,8,29,30a�Electronic mail: doug.mast@uc.edu
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In this paper, analytic solutions are derived for the
acoustic fields of a large class of rectangularly symmetric
apertures under the Fresnel approximation. The general ap-
proach derived here for solution of the Rayleigh integral is
valid for separable surface velocity distributions under three
variations of the Fresnel approximation, respectively repre-
senting diffracted plane, spherical, and cylindrical waves.
The result of this approach is a single, compact analytic for-
mula for the fields of several focused and unfocused rectan-
gularly symmetric apertures with various apodizations, all of
which take a similar functional form except for shifting and
scaling of wave number and azimuthal coordinates. Numeri-
cal results obtained from this simple approach indicate that
each of the Fresnel approximations considered provides dif-
ferent numerical accuracy, dependent on the region of inter-
est. An appropriate choice of Fresnel approximation, based
on the aperture geometry, allows accurate field computations
to be made over a wide region including the geometric near
field. In addition, the simple form of the derived solutions,
written in terms of the complex error function or Fresnel
integral, facilitates further mathematical analysis of radiated
acoustic fields. Thus, the methods introduced here should be
useful for a wide variety of ultrasound applications that re-
quire detailed knowledge of the ultrasound field structure.

II. THEORY

In the following, an analytic approach is given that pro-
vides closed-form solutions of the Rayleigh integral for a
variety of rectangularly symmetric apertures, under the
Fresnel approximation. Four related variants of the Fresnel
approximation are presented, which represent the radiated
acoustic field respectively as a diffracted plane wave, a dif-
fracted spherical wave, or diffracted cylindrical waves cen-
tered on either axis of symmetry. These four Fresnel approxi-
mations are generalized into a common form. Compact
analytic solutions for this generalized Fresnel approximation
are then derived for rectangularly symmetric apertures with
uniform, exponential, sinusoidal, Gaussian, or error-function
apodization, both for unfocused and focused apertures. In all
cases, the pressure field is specified by a formula similar to
that for a uniform, unfocused rectangular aperture,24 but with
complex, position-dependent shifting and scaling of the
acoustic wave number and azimuthal distance coordinates.

A. General solution

The problem geometry considered here is the classic
baffled piston, sketched in Fig. 1. A planar source at z=0,
placed within an infinite rigid baffle, oscillates with time-
harmonic surface velocity u�x0 ,y0�=u0A�x0 ,y0�e−i�t. For
such a source, the resulting linear acoustic field pressure at
any point in a homogeneous medium is given exactly by the
Rayleigh integral:31

p�r,t� = −
ik

2�
�cu0e−i�t�

−�

� �
−�

�

A�x0,y0�
eik�r−r0�

�r − r0�
dx0dy0,

�1�

where � is the medium mass density, c is the speed of sound,
k is the wave number � /c, and the distance between a field
point �x ,y ,z� and a surface point �x0 ,y0� is

�r − r0� = ��x − x0�2 + �y − y0�2 + z2. �2�

This expression for the pressure field is also valid for attenu-
ating media, in which case k is complex with Im�k��0. In
the derivations given here, the time-dependent factor e−i�t

will be suppressed and the nominal surface pressure p0

=�cu0 will be assumed equal to unity.
The usual Fresnel approximation23,24 starts with the as-

sumption that

�x − x0�2 + �y − y0�2 � z2

for the surface points that contribute significantly to the pres-
sure at a field point. This assumption, which is not required
to hold for all points on the radiating surface, is consistent
with the principle of stationary phase.23 In this case, the dis-
tance �r−r0� can be approximated by the leading terms of its
binomial expansion,

�r − r0� � z + ��x − x0�2 + �y − y0�2�/�2z� , �3�

so that the exponential term of Eq. �1� can be approximated
as

eik�r−r0�

�r − r0�
�

eikz

z
eik��x − x0�2+�y − y0�2�/�2z�. �4�

The pressure field given by the Rayleigh integral �1� is thus
approximated as a plane wave multiplied by an integral dif-
fraction term. For this reason, the Fresnel approximation of
Eq. �4� is particularly useful for large sources in their acous-
tic near field and within the paraxial region.

FIG. 1. Problem geometry. A rectangularly symmetric source with dimen-
sions 2a in the x direction and 2b in the y direction oscillates within an
infinite rigid baffle. The origin o of the coordinate system is at the aperture
center. The pressure field at a field point r= �x ,y ,z� is given by the Rayleigh
integral over the surface coordinate r0= �x0 ,y0�, with an integrand dependent
on the distance R= �r−r0�.
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Other implementations of the Fresnel approximation re-
sult from alternate binomial expansions of the distance
�r−r0� into a position-independent distance plus a quadratic,
position-dependent perturbation term, similar to Eq. �3�. The
result in each case is an expression of the radiated field as a
simple geometric wave field �e.g., a plane, spherical, or cy-
lindrical wave� multiplied by an integral diffraction term. In
a given problem, optimal choice for the form of this expan-
sion depends on the source geometry as well as the field
position, as demonstrated by the numerical results presented
later in this paper.

One alternate Fresnel approximation is more appropriate
for small acoustic sources, such as rectangular elements of a
two-dimensional ultrasonic array. For such sources, an ap-
propriate scaling is based on the assumption

x0
2 + y0

2 − 2xx0 − 2yy0 � r2,

where r=�x2+y2+z2. This assumption is valid wherever the
distance from the source center to the field point is much
larger than any source dimension, so that it also applies in
the geometric far field of any acoustic source. The most ap-
propriate Fresnel approximation for this case represents a
diffracted spherically spreading wave, so that the integrand
of the Rayleigh integral �1� is approximated as

eik�r−r0�

�r − r0�
�

eikr

r
eik�x0

2+y0
2−2xx0−2yy0�/�2r�. �5�

A third approximation is useful for the common source
configuration where an acoustic source is small in one di-
mension and large in the other dimension, such as an element
of a typical linear or phased ultrasonic array. In the acoustic
near field of such a transducer, one may assume that

�x − x0�2 + y0
2 − 2yy0 � y2 + z2

for source points that significantly contribute to the pressure
field, where x is the direction of the longer element dimen-
sion �elevation or height� and y is the direction of the shorter
element dimension �azimuth or pitch�. In this case, an ap-
proximation analogous to Eqs. �4� and �5� is

eik�r−r0�

�r − r0�
�

eikwy

wy
eik��x − x0�2+y0

2−2yy0�/�2wy�, �6�

where wy 	�y2+z2. This represents a diffracted yz-plane cy-
lindrically spreading wave, centered on the long axis of the
source.

Similarly, for a source that is much larger in the y di-
mension than the x dimension, one may make the approxi-
mation

eik�r−r0�

�r − r0�
�

eikwx

wx
eik��y − y0�2+x0

2−2xx0�/�2wx�, �7�

where wx	�x2+z2. This represents a diffracted wave cylin-
drically spreading in the xz plane, centered on the long axis
of the radiating aperture.

The Rayleigh integral can be solved in a similar manner
for any of these Fresnel approximations. For convenience,
the four approximations are generalized here so that analytic
expressions derived for the pressure field are valid under any

of these approximations. To achieve this, a distance � is de-
fined as the position-independent portion of any binomial
expansion for �r−r0�, e.g., �=z for Eq. �4�. Given this defi-
nition, Eqs. �4�–�7� can be summarized by the compact ex-
pression

eik�r−r0�

�r − r0�
�

eik�r2+�2�/�2��

�
eik�x0

2+y0
2−2xx0−2yy0�/�2��, �8�

where one may choose �=z to represent the field as a dif-
fracted plane wave �4�, �=r for a spherically spreading wave
�5�, or �=wy �6� or �=wx �7� for cylindrically spreading
waves. In each case, the coordinate � can be regarded as the
nominal propagation distance from the source to a field
point.

For sources with a separable surface velocity distribu-
tion such that A�x0 ,y0�=Ax�x0�Ay�y0�, the Rayleigh integral
�1� can be written for any of the Fresnel approximations
represented by Eq. �8� as

p�r� = −
ikeik�r2+�2�/�2��

2��
�

−�

�

Ax�x0�eik�x0
2−2xx0�/�2��dx0

��
−�

�

Ay�y0�eik�y0
2−2yy0�/�2��dy0, �9�

where the harmonic time dependence has been suppressed
and the surface pressure �cu0 is taken without loss of gener-
ality to be unity. Thus, the Fresnel approximation can allow
the pressure field to be represented by two multiplicative
integral terms, one depending on each of the azimuthal co-
ordinates x and y.

Many surface velocity distributions of practical interest
can be represented by simple exponential functions that are
conveniently expressed in the form

Ax�x0� = e	2x0
2+	1x0, �x� 
 a ,

Ay�y0� = e�2y0
2+�1y0, �y� 
 b , �10�

where 	1, 	2, �1, and �2 may have both real parts, represent-
ing amplitude weightings such as apodization, and imaginary
parts, representing phase weightings such as used for focus-
ing. Source velocity distributions that can be represented in
this form include focused and unfocused uniform, exponen-
tially apodized, Gaussian, and sinusoidally varying apertures,
all of which are specifically considered in the following sec-
tion.

For surface velocity profiles of the form described by
Eq. �10�, the pressure field defined by Eq. �9� can be then
written as

p�r� = −
ikeik�r2+�2�/�2��

2��
�

−a

a

ei�k̃xx0
2−2kx̃x0�/�2��dx0

��
−b

b

ei�k̃yy0
2−2kỹy0�/�2��dy0, �11�

where

k̃x 	 k − 2i	2�, k̃y 	 k − 2i�2� ,
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x̃ 	 x + i
	1�

k
, ỹ 	 y + i

�1�

k
. �12�

Comparison with Eq. �9� indicates that Eq. �11� represents
the pressure fields for a wide variety of rectangularly sym-
metric sources in terms of the field of an unfocused, un-
apodized rectangular source, with the introduction of scaled

and shifted wave numbers k̃x, k̃y and distances x̃, ỹ. In gen-
eral, these scaled and shifted parameters are complex and
position-dependent.

For any source velocity distribution represented by Eq.
�10�, the resulting pressure field under any of the approxima-
tions �4�–�7� is given by Eq. �11�. Solutions to the integrals
appearing in Eq. �11� are obtained by completing the square
in each exponent and applying definitions of the complex
error function or the complex Fresnel integral. This results in
closed-form expressions for the pressure field under the
Fresnel approximation:

p�r� =
k��r,��

4�k̃x
�k̃y


erf� kx̃ + k̃xa

�2i�k̃x�
� − erf� kx̃ − k̃xa

�2i�k̃x�
�

�
erf� kỹ + k̃yb

�2i�k̃y�
� − erf� kỹ − k̃yb

�2i�k̃y�
�

= −
ik��r,��

2�k̃x
�k̃y


F� kx̃ + k̃xa

���k̃x�
� − F� kx̃ − k̃xa

���k̃x�
�

�
F� kỹ + k̃yb

���k̃y�
� − F� kỹ − k̃yb

���k̃y�
� , �13�

where the multiplicative term ��r ,�� is defined as

��r,�� = ei�k�r2+�2�−k2�x̃2/k̃x+ỹ2/k̃y��/�2��. �14�

In Eq. �13�, erf denotes the error function32 and F de-
notes the complex Fresnel integral

F��� = C��� + iS��� 	 �
0

�

ei�u2/2du . �15�

These two functions are related by the identity32

F��� =� i

2
erf
��

2i
� . �16�

Both of these functions have been analyzed in depth32 and
can be computed efficiently using series expansions, rational
approximations, or other available numerical methods, simi-
lar to other tabulated special functions.33,34

Specific expressions for the factor ��r ,�� are given in
Table I for the cases �=z, �=r, �=wx, and �=wy correspond-
ing to the four Fresnel approximations described earlier.
Table I also lists the regions where each approximation is
most likely to be valid, based on simple geometric consider-
ations borne out by the numerical results presented in Sec.
III. Notable is that, although ��r ,�� takes the form of a
complex exponential function, this factor does not have unity
magnitude except in special cases �e.g., an unapodized rect-
angular aperture in a lossless medium�.

The general expressions given by Eq. �13� for the pres-
sure field have functional form equivalent to previous results
for the field of uniform rectangular sources under the Fresnel
approximation,24,25 but with scaled and shifted variables ac-
cording to Eq. �12�. Thus, the same computational and ana-
lytic formulas can be applied, with modification only to the
independent variables, to any unfocused or focused radiator
described by Eq. �10�. Solutions for specific apertures are
detailed in the following section.

B. Pressure fields for specific apertures

Pressure fields for a number of practically important am-
plitude distributions can be obtained directly from the gen-

eral result of Eq. �13�, using scaled wave numbers k̃x, k̃y and
scaled coordinates x̃, ỹ defined by Eq. �12�. Table II lists

values of the scaled wave number k̃x and the scaled distance
x̃ for several apertures of the form given by Eq. �10�, includ-
ing unfocused and focused rectangular, sinusoidal, and
Gaussian distributions, as well as the general quadratic ex-
ponential function that encompasses all these cases.

The scaled wave number and distance parameters listed
in Table II are in general complex. In the case of a Gaussian

aperture, the scaled wave number k̃x has a positive imaginary
part, similar to the positive imaginary part of the physical

TABLE I. Summary of the four instances of the Fresnel approximation considered here, including the defining
coordinates �, regions of greatest applicability, and forms of the multiplicative term ��r ,��.

Approximation Most useful region ��r ,��

�=z
�diffracted plane wave�

�x�a,
�y�b

eikzeik�x2+y2−k�x̃2/k̃x+ȳ2/k̃y��/�2z�

�=r
�diffracted spherical wave�

r��a2+b2 eikre−ik2�x̃2/k̃x+ỹ2/k̄y�/�2r�

�=wy =�y2+z2

�diffracted yz-plane cylindrical wave�
�x�a eikwyeik�x2−k�x̃2/k̃x+ỹ2/k̃y��/�2wy�

�=wx=�x2+z2

�diffracted xz-plane cylindrical wave�
�y�b eikwxeik�y2−k�x̃2/k̃x+ỹ2/k̃y��/�2wx�
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wave number k in an attenuating medium. This is consistent
with the spatial smoothing of the diffraction pattern caused
by amplitude apodization, which is qualitatively similar to
the smoothing observed for uniform apertures in an attenu-
ating medium.35 Similarly, an exponential amplitude term of
the form Ax�x0�=e�1x0 results in a positive imaginary part for
the scaled azimuthal coordinate x̃, suggesting a corollary
with inhomogeneous plane waves, in which the pressure am-
plitude varies exponentially with the azimuthal position.36

However, the general solution of Eq. �13� also depends on
the unscaled wave number k and unscaled azimuthal coordi-
nates x and y, so that precise physical interpretation of the

scaled wave numbers k̃x, k̃y and coordinates x̃, ỹ is not
straightforward.

Focusing at a distance Fx is represented in Table II by
phase factors of the form

Ax�x0� = e−ikFx�1−�1−x0
2/Fx

2� � e−ikx0
2/�2Fx�,

Ay�y0� = e−ikFy�1−�1−y0
2/Fy

2� � e−iky0
2/�2Fy�, �17�

where Fx and Fy are focal lengths for the elevation and azi-
muth directions, respectively. Thus, the phasing associated
with geometric focusing at radii Fx or Fy is approximated
quadratically, consistent with the quadratic truncation of the
binomial series that results in the Fresnel approximations
�4�–�7�.

To obtain the time-harmonic pressure field for any fo-
cused or unfocused aperture of a form listed in Table II, the

coordinates �, k̃x, k̃y, x̃, and ỹ are specified based on Tables I
and II, and the pressure field is then given in terms of the
complex error function or the complex Fresnel integral by
Eq. �13�. For the special case of unfocused rectangular aper-
tures, pressure fields obtained by this method are analogous
to results previously reported in the literature,24,25 but are
more general because they are applicable to any of the
Fresnel approximations �4�–�7�. In Sec. III, it is shown that
an appropriate choice of � can substantially improve the ac-
curacy of pressure computations in the nearfield.

The definitions given in Table II for the sinusoidal aper-
ture can be employed with Eq. �13� to compute pressure
fields for a number of apodizations of interest. For example,
fields due to truncated-cosine, Hanning, or Hamming-
apodized sources can be obtained by appropriately superpos-
ing the fields from sinusoidal apertures with spatial frequen-
cies �, −�, and 0. As a specific example, the radiated field
can be computed for a velocity distribution

A�x0,y0� = Ax�x0�Ay�y0�

with

Ax�x0� = cos
 �

2a
x0, �x� 
 a ,

Ay�y0� = cos
 �

2b
y0, �y� 
 b , �18�

which corresponds to the lowest-order vibration mode of a
rectangular membrane and is similar to the “simply-
supported piston” distribution used by Greenspan.37 Using
the complex representation of the cosine, the radiated pres-
sure for this velocity distribution under the Fresnel approxi-
mation is found to be

p�r� =
1

4
�ps
r,

�

2a
,

�

2b
 + ps
r,

�

2a
,−

�

2b


+ ps
r,−
�

2a
,

�

2b
 + ps
r,−

�

2a
,−

�

2b
� , �19�

where ps�r ,�x ,�y� is the pressure field defined by Eq. �13�
and Table II for a sinusoidal velocity distribution with spatial
frequencies �x and �y.

Similarly, fields of more complex, general asymmetric
apertures can be obtained by representing their surface ve-
locity distribution as a spatial-frequency Fourier series and
superposing the fields computed for each Fourier component.
In the resulting summation, the superposed field for each
spatial-frequency component would be weighted by the com-
plex Fourier coefficient of the surface velocity distribution
for that spatial frequency.

For the source velocity distributions listed in Table II,
the pressure field defined by Eq. �11� simplifies further in
several limiting cases. One such case occurs when the qua-
dratic terms in the exponential arguments of Eq. �11� can be

neglected. This requires either that �� k̃xx0
2 and �� k̃yy0

2 �the

far field or Fraunhofer approximation�, or k̃x= k̃y =0, as for

TABLE II. Complex apodization functions Ax�x0�, scaled wave numbers k̃x;
and scaled azimuthal distances x̃ for four unfocused and focused apertures.

Aperture type Ax�x0� k̃x x̃

Quadratic exponential e�2x0
2
+�1x0 k−2i�2�

x+ i
�1�

k

Rectangular 1 k x

Sinusoidal ei�x0 k
x−

��

k

Gaussian e−x0
2
/�2�x

2�
k+ i

�

�x
2

x

Focused quadratic
exponential

e�2x0
2
+�1x0e−ikx0

2
/�2Fx�

k�1−
�

Fx
�−2i�2� x+ i

�1�

k

Focused rectangular e−ikx0
2
/�2Fx�

k�1−
�

Fx
� x

Focused sinusoidal ei�x0e−ikx0
2
/�2Fx�

k�1−
�

Fx
� x−

��

k

Focused Gaussian e−x0
2
/�2�x

2�e−ikx0
2
/�2Fx�

k�1−
�

Fx
�+

i�

�x
2

x
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certain focused apertures when the coordinate � is equal to
the focal distance. For the Fresnel approximation obtained by
setting �=z, the latter case results in a pressure distribution in
the focal plane that is equivalent to a scaled far-field pattern
of the same source distribution.11,23 For either of these con-
ditions, the pressure field resulting from Eq. �9� becomes

p�r� → −
2ikab

�

eik�r2+�2�/�2��

�
sinc
 kax̃

�
sinc
 kbỹ

�
 , �20�

where sinc���	sin��� /�. Thus, the far-field pressure �or
similarly, the focal-plane pressure� obtained for any rectan-
gularly symmetric aperture of the form given by Eq. �10� can
be written in terms of the far-field pattern of a uniform, un-
focused rectangular aperture, given appropriate scaling and
shifting of wave number and azimuthal coordinates accord-
ing to Eq. �12�.

In a second limiting case, the pressure field due to an
unfocused or focused Gaussian amplitude distribution takes
the form of a Gaussian beam in the limit of an infinite aper-
ture, so that a→� and b→�. In this limit, the pressure field
becomes the Gaussian beam

p�r� →
k

�k̃x
�k̃y

��r,��

= −
i�

k�̃x�̃y

eik�r2+�2�/�2��e−x2/�2�̃x
2�e−y2/�2�̃y

2�, �21�

where

�̃x 	
��1 − ik�x

2�1/� − 1/Fx�
k�x

,

�22�

�̃y 	
��1 − ik�y

2�1/� − 1/Fy�
k�y

,

and the scaled parameters k̃x, k̃y, x̃, and ỹ are those defined in
Table II for the truncated Gaussian aperture. This is consis-
tent with previous results showing that beams from Gaussian
sources remain Gaussian in shape at all ranges.25,38

C. Error function aperture

One potential apodization design uses an essentially
rectangular amplitude distribution, with tapered edges to re-
duce sidelobes.11 A simple mathematical representation for
such apertures is a Gaussian function convolved with a rect-
angle, resulting in an error function amplitude distribution.
This representation has been successfully employed in mod-
eling the nonuniform amplitude distribution of conventional,
nominally nonapodized transducers, and can provide better
agreement with experiment than uniform amplitude
distributions.39 The resulting apodization has an effect simi-
lar to the piecewise-continuous “step function with ‘smooth’
edge” introduced by Tjøtta and Tjøtta.40 For the general case
including focusing, the error-function velocity distribution
can be written for the approximations considered here as

Ax�x0� =
e−ikx0

2/�2Fx�

�2��x
�

−a

a

e−�x1 − x0�2/�2�x
2�dx1

=
e−ikx0

2/�2Fx�

2 
erf� x0 + a
�2�x

� − erf� x0 − a
�2�x

� �23�

for the x direction, and similarly for the y direction in terms
of Fy and �y, where �x and �y are nonzero real parameters
that determine the sharpness of the aperture taper.

The pressure field defined by Eq. �9� can thus be written
for the error function aperture as a product of double inte-
grals,

p�r� = −
ikeik�r2+�2�/�2��

4�2�x�y�
�

−�

� �
−a

a

e−�x1 − x0�2/�2�x
2�

�e−ikx0
2/�2Fx�eik�x0

2−2xx0�/�2��dx1dx0

� �
−�

� �
−b

b

e−�y1 − y0�2/�2�y
2�

�e−iky0
2/�2Fy�eik�y0

2−2yy0�/�2��dy1dy0. �24�

After some algebraic manipulation and exchanging the
order of integration, this can be rewritten as

p�r� = −
ikeik�r2+�2�/�2��e−k2��x

2x̃x+�y
2ỹy�/�2�2�

4�2�x�y�

� �
−a

a ��
−�

�

e−�x0 − �x�2/�2�x
2x̃/x�dx0�ei�k̃xx1

2−2kx̃x1�/�2��dx1

� �
−b

b ��
−�

�

e−�y0 − �y�2/�2�y
2ỹ/y�dy0�ei�k̃yy1

2−2kỹy1�/�2��dy1,

�25�

where

k̃x 	
k�1 − �/Fx�

1 + ik�x
2�1/Fx − 1/��

,

x̃ 	
x

1 + ik�x
2�1/Fx − 1/��

,

�x 	
x + ix1�/�k�x

2�
1 − �/Fx + i�/�k�x

2�
, �26�

and k̃y, ỹ, and �̃y are similarly defined in terms of y, y1, Fy,
and �y.

The integral over x0 from Eq. �25� has the value
�2��x /�x / x̃, while the integral over y0 similarly has the
value �2��y /�y / ỹ. Equation �25� thus takes a form that is
similar, except for multiplicative terms outside the integrals,
to the integral pressure field expression of Eq. �9�. Thus, the
field pressure for the focused error-function aperture is
given, in analogy to Eq. �13�, by
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p�r� =
k�e�r,��

4�k̃x
�k̃y


erf� kx̃ + k̃xa

�2i�k̃x�
� − erf� kx̃ − k̃xa

�2i�k̃x�
�

�
erf� kỹ + k̃yb

�2i�k̃y�
� − erf� kỹ − k̃yb

�2i�k̃y�
�

= −
ik�e�r,��

2�k̃x
�k̃y


F� kx̃ + k̃xa

���k̃x�
� − F� kx̃ − k̃xa

���k̃x�
�

�
F� kỹ + k̃yb

���k̃y�
� − F� kỹ − k̃yb

���k̃y�
� , �27�

where the multiplicative term �e�r ,�� is defined as

�e�r,�� =
ei�k�r2+�2�−k2�x̃2/k̃x+ỹ2/k̃y�+ik2��x

2x̃x+�y
2ỹy�/��/�2��

�x/x̃�y/ỹ
�28�

and k̃x, k̃y, x̃, and ỹ are defined by Eq. �26�. For an error
function aperture that is unfocused in one or both dimen-
sions, the field pressure under the Fresnel approximation is
given by Eqs. �27� and �28� with either or both of the focal
lengths set to infinity, so that Fx→� or Fy→� in the defi-
nitions from Eq. �26�.

Thus, the pressure field of a focused or unfocused error-
function aperture is functionally similar to that for other rect-
angularly symmetric sources, except for different scaled
wave number and azimuthal distance parameters and a
position-dependent multiplicative term. In the limit �x→0,
�y→0, Eq. �27� reduces to the pressure field of a similarly
focused or unfocused, uniform rectangular source.

III. NUMERICAL RESULTS

Since the general field expressions described earlier are
exact, closed-form solutions of the Rayleigh integral under
the Fresnel approximation, their accuracy depends mainly on
the validity of the Fresnel approximations employed. To
characterize the accuracy of the Fresnel approximations de-
rived here, the field expressions derived earlier were com-
pared with the impulse response method for three unfocused,
uniform rectangular sources with dimensions relevant to ul-
trasonic applications. Accuracy of these field expressions, as
a function of the source geometry and field position, should
be comparable in the case of more complicated, apodized
and focused apertures, for which the impulse response
method is not applicable in general.

The computations reported here employed a wave num-
ber k=20 rad/mm, corresponding to a wavelength of
0.31 mm and a frequency of 5 MHz for radiation into water.
The three sources examined included a small element with
half-widths a=0.5 mm and b=0.25 mm �surface area
3.2��1.6��, a linear array element with a=5.0 mm and
b=0.15 mm �area 32��1��, and a rectangular source with
a=5.0 mm and b=2.5 mm �area 32��16��. In each case,
fields for unfocused rectangular apertures were computed us-

ing Eq. �13� with x̃=x, ỹ=y, and k̃x= k̃y =k for each for the
four Fresnel approximations �4�–�7�.

For comparison, fields were computed at the same points
using direct numerical evaluation of the impulse-response
integral for time-harmonic excitation. The form used was the
pressure impulse response derived by McGough, in which
numerical conditioning is improved by subtraction of singu-
larities that appear in the usual impulse-response integral,
resulting in greater accuracy at lower computational cost.18

The resulting field can be written for any point in space as

p�r� = I��x + a�, �y + b�� + sgn��a� − �x��I��x − a�, �y + b��

+ sgn��b� − �y��I��x + a�, �y − b��

+ sgn��a� − �x��sgn��b� − �y��I��x − a�, �y − b�� , �29�

where sign is the signum function and I is an integral term
computed numerically, defined as

I�s,l� = −
1

2�

s�

0

l eik�z2+�2+s2
− eikx

�2 + s2 d�

+ l�
0

s eik�z2+�2+l2 − eikx

�2 + l2 d� . �30�

Both the Fresnel approximation of Eq. �13� and the nu-
merical solution of Eqs. �29� and �30� were implemented
directly on a commercial software package �MATHEMATICA

5.2, Wolfram Research�, using complex error function and
numerical integration routines provided in that package. The
computation time required, for MATHEMATICA 5.2 under
Linux on an AMD Athlon 64 3000+ processor running at
1.8 GHz, averaged 1.7�10−3 s per point for the Fresnel ap-
proximations and 1.2�10−2 s per point for direct numerical
evaluation of the impulse response integral. Since these com-
putation times were obtained using direct implementation of
the respective formulas in a high-level, interpreted software
language designed for high numerical precision, either
method can achieve significantly greater performance when
optimized for speed. With the Fresnel approximations de-
rived here, comparable computational efficiency will also be
obtained for any aperture with apodization and focusing
characteristics described by Eq. �10�, including cases for
which the impulse response method may not be tractable.

Validity of the Fresnel approximations considered here
can be qualitatively depicted, as a function of spatial position
and transducer geometry, by representative computed fields.
Figure 2 shows fields computed with the impulse-response
integral and the four Fresnel approximations over a plane
spanning 30�30 mm2 at a range of 10 mm, displayed with a
40 dB dynamic range. These field plots illustrate the nature
of each Fresnel approximation, with patterns corresponding
to diffracted spherically spreading waves ��=r�, diffracted
plane waves ��=z�, or diffracted cylindrically spreading
waves ��=wx and �=wy�.

In Fig. 2�a�, illustrating the field of a small element, the
Fresnel approximation based on diffracted spherical waves
��=r� captures the detailed field features accurately, while
the other Fresnel approximations poorly represent the field in
this case. In Fig. 2�b�, showing the field of a linear array
element, the field is accurately depicted by the Fresnel ap-
proximations associated with diffracted spherically spreading
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waves ��=r� and with diffracted cylindrically spreading
waves around the element’s long axis ��=wx�, while the
other Fresnel approximations are inaccurate for this source
geometry. It may be noted that at this range, the �=r approxi-
mation more closely resembles the low-level detail of the
linear-array element field, even though the �=wx approxima-
tion achieves better overall quantitative accuracy, as shown
in Fig. 3. Figure 2�c�, which shows fields computed for a
large rectangular element, shows that all four Fresnel ap-

proximations properly depict the collimated main beam. The
low-level field details in this case are captured partially by
each of the four Fresnel approximations. In all cases, the
regions of greatest computational accuracy are consistent
with those listed in Table I for each Fresnel approximation.

The quantitative accuracy achieved by each of the four
Fresnel approximations is illustrated in Fig. 3 for the three
source configurations shown in Fig. 2. In each case, fields
were computed using the four Fresnel approximations over a
three-dimensional region spanning from 0.2 to 50 mm in
range �z� and 0–10 mm in the elevation and azimuthal di-

FIG. 2. Aperture velocity distributions and computed pressure fields at a
range of 10 mm for three apertures with wave number k=20 rad/mm. Com-
puted pressure magnitudes are shown on a logarithmic grayscale with 40 dB
dynamic range. Each plot shows a region of size 30�30 mm2. Top left:
Aperture velocity distribution. Bottom left: Reference field from numerical
solution of the impulse-response integral. Computed fields from the four
Fresnel approximations considered are arranged with �=r �diffracted spheri-
cal wave� at top middle, �=z �diffracted plane wave� at top right, �=wx

�diffracted yz-plane cylindrical wave� at bottom middle, and �=wy �dif-
fracted xz-plane cylindrical wave� at bottom right. �a� a=0.5 mm,
b=0.25 mm. �b� a=5.0 mm, b=0.15 mm. �c� a=5.0 mm, b=2.5 mm.

FIG. 3. Computed rms error for four Fresnel approximations and three
aperture configurations, plotted as a function of range z for a wave number
k=20 rad/mm. In each panel, logarithmic plots are shown for both the rms
complex pressure error, ��p− pref�� / ��pref��, and the rms pressure magnitude
error, ��p�− �pref����pref��, as defined in Eqs. �31� and �32�. �a� a=0.5 mm,
b=0.25 mm. �b� a=5.0 mm, b=0.15 mm. �c� a=5.0 mm, b=2.5 mm.
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rections �x and y�, with a spatial step size of 0.2 mm in each
direction. The rms error for the complex pressure field in
each z plane was defined as

��p − pref��
��pref��

=��
x

�
y

�p�r� − pref�r��2

�
x

�
y

�pref�r��2
, �31�

where p�r� is the complex pressure wave field computed
using a Fresnel approximation and pref�r� is the complex
pressure wave field computed using direct numerical solution
of the impulse-response integral. Similarly, the rms error for
the pressure magnitude was defined as

��p� − �pref��
��pref��

=��
x

�
y

��p�r�� − �pref�r���2

�
x

�
y

�pref�r��2
. �32�

The error results shown in Fig. 3 illustrate how the ap-
plicability of each approximation varies depending on the
source configuration as well as the range of interest. For the
small source �a�, the Fresnel approximation based on spheri-
cal spreading ��=r� is the most accurate at all ranges. For the
linear array element �b� and the larger rectangular source �c�,
the �=r approximation provides the most accurate results at
larger ranges, but near the source more accurate results are
obtained by the Fresnel approximation corresponding to the
source geometry. For the linear array element �b�, the dif-
fracted cylindrical-wave approximation ��=wx� is the most
accurate near the source, while for the rectangular source �c�
the diffracted plane-wave approximation ��=z� is the most
accurate near the source.

In all cases, choice of the most appropriate approxima-
tion yields pressure fields with complex pressure errors on
the order of 10% or less and magnitude errors of several
percent, except for points very near the transducer surface.
This performance is consistent with previous results demon-
strating amplitude and phase errors of 1% to 2% for the
Fresnel approximation applied to collimated beam propaga-
tion within the near field.41 This level of accuracy is suffi-
cient for many practical ultrasound applications. Comparable
accuracy can be expected for other, more general source dis-
tributions of the form given by Eq. �10�.

The Fresnel approximation methods described here pro-
vide simple analytic expressions for pressure fields from
many aperture configurations, including various amplitude
distributions and independent azimuthal and elevation focus-
ing. These features are illustrated in Figs. 4–6, which illus-
trate the fields of 10�10 mm2 rectangular apertures with
uniform and error-function apodizations, focused at a dis-
tance of 20 mm in an attenuating medium. The wave number
employed was k=20+0.0288i rad/mm, corresponding to a
5 MHz frequency for radiation into a water-like medium
with a tissue-mimicking attenuation of 2.5 dB/cm. Figure 4
shows the on-axis pressure magnitude for the uniform, fo-
cused rectangular aperture case ��=0�, computed both by the
Fresnel approximation ��=r� and by direct numerical evalu-

ation of the Rayleigh integral �Eq. �1��, both with the qua-
dratic focusing phase specified by Eq. �17�. In the software
package employed �MATHEMATICA 5.2, with the above-
described computer configuration�, the required computation
time for this plot was 0.63 s for the Fresnel approximation
and 3.7�103 s for direct evaluation of the Rayleigh integral.
The Fresnel approximation predicts the peak position in this
case with less than 3% error and the peak pressure magnitude
with less than 2% error. Positions of local, diffraction-
induced peaks and nulls are less accurate for small axial
distances where the Fresnel approximation is less valid.

To illustrate use of the solutions presented here for com-
putation of source apodization effects, the focused aper-
ture configuration used for Fig. 4 can be compared to
error-function apodized sources of the same dimensions.
The four error function apodizations employed, ranging
from no apodization ��=0 mm� to significant smoothing

FIG. 4. On-axis pressure magnitudes, computed using the Fresnel approxi-
mation and numerical evaluation of the Rayleigh integral, for a 10
�10 mm2 aperture with a focal length of 20 mm in both the x and y direc-
tions and a wave number of 20+0.0288i rad/mm.

FIG. 5. Error function apodizations used in the test computation for a fo-
cused aperture. The parameter �=0 mm corresponds to a rectangular aper-
ture while increasing � results in greater smoothing of the source amplitude
distribution.
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��=0.75 mm�, are plotted in Fig. 5. Isosurface renderings
and xz-plane cross sections of pressure magnitudes for the
four apodization conditions, computed using Eq. �27� with
�=z, are displayed in Fig. 6. As the parameter � increases,
the rectangular aperture is increasingly smoothed, causing
the sidelobes to fall markedly while the width of the main
lobe remains essentially constant.

IV. DISCUSSION

The approximations described here should be useful for
large-scale computations of radiated acoustic fields, as well
as for further analytic studies. Several aspects concerning the
practical application of these methods are discussed here.

A. Accuracy and efficiency of computations

As illustrated by Figs. 2 and 3, accuracy of computations
can be affected by the choice of Fresnel approximation em-
ployed. The numerical results reported here suggest that the
Fresnel approximation based on diffracted spherically
spreading waves ��=r� provides the most accurate results for
a variety of source configurations, if the distance of interest
is more than several source diameters from the center of the
aperture. For distances less than several source diameters, the

appropriate choice of approximation depends on the source
configuration. For sources that are much longer in one di-
mension, the most appropriate Fresnel approximation near
the source is based on diffracted cylindrical waves centered
on the long axis of the source, e.g., �=wx for the source
configuration shown in Fig. 2�b�. For sources that are large
compared to the wavelength in two dimensions, the most
appropriate Fresnel approximation near the source represents
the field as a diffracted plane wave ��=z�.

The absolute accuracy achievable using the Fresnel ap-
proximations is good, with relative errors on the order of
10% near the source, and errors of less than 1% at distances
large compared to the source dimensions. Thus, these ap-
proximations should be suitable for many ultrasound appli-
cations, including characterization of beam patterns for dif-
fraction correction in scattering and attenuation
measurements and simulation of ultrasound imaging meth-
ods. For simulation of ultrasound imaging methods,4–7 accu-
rate depiction of low-level detail in ultrasound beams may be
particularly important, in which case the Fresnel approxima-
tion describing diffracted spherical waves ��=r� may be
most appropriate throughout the region of interest. The meth-
ods provide increased accuracy when only the pressure mag-

FIG. 6. Three-dimensional pressure fields for the four error function apodizations of Fig. 5, applied to a 10�10 mm2 aperture with a focal length of 20 mm
in both the x and y directions and a wave number of 20+0.0288i rad/mm. Each panel shows a rendering of the pressure magnitude isosurface at a level 36 dB
below the peak �left� as well as the xz-plane pressure magnitude, logarithmically scaled and superimposed on a half-space −36 dB isosurface rendering �right�.
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nitude is of interest, as is the case for many applications such
as simulation of heating caused by therapeutic ultrasound
arrays.1–3

The numerical efficiency of the Fresnel approximations
shown here is excellent, although definitive optimization of
computation speed is beyond the scope of the present paper.
Since pressure fields for all the apertures considered have
been expressed in closed form in terms of the error function
and Fresnel integral, available methods for optimizing com-
putation of these special functions42,43 would further improve
the efficiency of the pressure computations. For example,
both the Fresnel integral and the complex error function can
be evaluated accurately using rational approximations,32,43

which can be used to compute these special functions using
only a few arithmetic operations at each point.

B. Extension to other configurations

The methods described here provide explicit analytic
formulas for the time-harmonic fields of rectangularly sym-
metric, unfocused or focused apertures with a variety of sur-
face velocity distributions. These formulas can be employed
to compute fields for more complex configurations including
radiation from arrays of rectangularly symmetric elements
and from pulsed sources.

Radiation from transducer arrays composed of rectangu-
larly symmetric elements can be simulated by computing the
field from each individual element in a coordinate system
originating from the element center, and superposing the
fields with the desired amplitude and phase weighting. This
process has been described elsewhere3,10 and has been shown
to result in good agreement between computed and measured
array fields.44

The Fresnel approximations described here are based on
the frequency-domain Rayleigh integral, so that they are di-
rectly applicable to continuous-wave sources. Many ultra-
sound applications, such as modeling of ultrasound
ablation,1–3 continuous-wave imaging systems,5 and analysis
of scattering measurements,8–10 require only computation of
continuous-wave radiated fields. Fields of narrow-band �e.g.,
tone burst� sources can also be closely approximated by
these single-frequency fields, using amplitude envelopes
specified by the source wave form and the acoustic travel
time to the field point.45 Thus, for a source wave form

u�t� = w�t�e−iwt,

the time-domain pressure field is given approximately by

p�r,t� = Re�p�r�w�t − �/c�e−i�t� , �33�

where p�r� is a single-frequency pressure field as given by
Eqs. �9�, �13�, or Eq. �27�, and � is the nominal propagation
distance for the Fresnel approximation employed �e.g., �=z
for a diffracted plane wave, �=r for a diffracted spherical
wave, and �=wy or �=wx for a diffracted cylindrical wave�.

For wideband sources such as ultrasonic array elements
excited by short pulses, time-domain pressure fields can be
obtained from the approximations derived here by computing
separate frequency components and performing an inverse
temporal Fourier transform of the field at each spatial point.

This process is most efficient for relatively narrow-band sig-
nals, for which the field can be accurately characterized us-
ing a small number of temporal frequency components.

V. CONCLUSION

This work has provided analytic expressions for the
acoustic fields of a wide variety of baffled, rectangularly
symmetric sources, including focused and unfocused aper-
tures with various forms of amplitude apodization. All of
these analytic expressions can be expressed in a form similar
to the previously derived field of an unfocused rectangular
piston, and are valid for several different instances of the
Fresnel approximation. Given the choice of the Fresnel ap-
proximation most suited to the source geometry and field
region of interest, the analytically determined fields accu-
rately approximate the true radiated fields, allowing both
field computations and further analytic study of radiation
from rectangularly symmetric sources.
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Liquid jet response to internal modulated ultrasonic radiation
pressure and stimulated drop production
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Experimental evidence shows that a liquid jet in air is an acoustic waveguide having a cutoff
frequency inversely proportional to the jet diameter. Ultrasound applied to the jet supply liquid can
propagate within the jet when the acoustic frequency is near to or above the cutoff frequency.
Modulated radiation pressure is used to stimulate large amplitude deformations and the breakup of
the jet into drops. The jet response to the modulated internal ultrasonic radiation pressure was
monitored along the jet using �a� an optical extinction method and �b� images captured by a video
camera. The jet profile oscillates at the frequency of the radiation pressure modulation and where the
response is small, the amplitude was found to increase in proportion to the square of the acoustic
pressure amplitude as previously demonstrated for oscillating drops �P.L. Marston and R.E. Apfel,
J. Acoust. Soc. Am. 67, 27–37 �1980��. Small amplitude deformations initially grow approximately
exponentially with axial distance along the jet. Though aspects of the perturbation growth can be
approximated from Rayleigh’s analysis of the capillary instability, some detailed features of the
observed jet response to modulated ultrasound are unexplained neglecting the effects of gravity.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2734493�
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I. INTRODUCTION

The coupling of modulated ultrasonic radiation pressure
with the capillary modes of a liquid jet described in the
present paper extends earlier research on modulated radiation
pressure. Marston and Apfel1,2 drove shape oscillations of
liquid drops surrounded by an immiscible host liquid using
modulated ultrasonic radiation pressure. Marston3 analyzed
the coupling for the case where the ultrasonic wave has two
sidebands �with a suppressed carrier� so that the radiation
pressure oscillates at a single frequency. Modulated radiation
pressure was later used by Trinh et al.4 to study the decay of
oscillations following the removal of the modulated radiation
pressure and the steady-state oscillation mode spectrum of
drops. Other studies of radiation pressure induced shape os-
cillations of drops surrounded by an immiscible host liquid
include Marston and Goosby5 and Hsu and Apfel.6 Holt et
al.7 discuss observation of radiation pressure induced oscil-
lations of drops in air. Modulated radiation pressure also pro-
vides a method for controlled excitation of the capillary
modes of bubbles in water.3 This was experimentally dem-
onstrated by Asaki et al.8 A refined method of detecting the
free decay of shape oscillations was used by Asaki and
Marston9 to compare with a theory for boundary layer damp-
ing based on a generalization of the approach in Marston.3

Modulated radiation pressure has also been shown an effec-
tive way of selectively exciting the hydrodynamic capillary
modes of liquid bridges suspended between two fixed
supports.10 Acoustic radiation stresses have also been used to
suppress the capillary break up of slender liquid bridges in
situations where it was not previously possible to suppress
break up by other hydrodynamic means.11

The instability of a liquid jet issuing from a nozzle as a
cylinder is one of the classic problems in physics and cur-
rently has great practical and industrial importance in atomi-
zation, ink jet printing, fuel injection, particle sorting, and
polymer fiber spinning. The phenomenon of jet break up was
studied experimentally by Savart12 and studied theoretically
by Plateau,13 Maxwell,14 and Rayleigh15 and extended by
Chandrasekhar16 and others for a viscous fluid. From the
consideration of surface energy, Plateau derived the mini-
mum capillary wavelength for a disturbance to be unstable
on an infinitely long liquid cylinder as �min=�D, where D
=2a is the liquid jet cylinder diameter. For an inviscid, in-
compressible, cylindrical liquid jet sprayed into a vacuum,
Rayleigh derived the optimum wave number for a distur-
bance to be most unstable as kopt=0.697/a. Donnelly et al.17

presented elaborate experiments on the instability of a liquid
jet supporting Rayleigh’s calculation. Lin18 and Pan and
Suga19 review a wide range of jet breakup processes. Unlike
the jets considered here, in high velocity jets the interaction
with the surrounding gas influences drop production.

Acoustically stimulated break up of liquid jets has been
used experimentally by various investigators to produce
droplet streams.20,21 For instance, Berglund and Liu20 de-
vised a system now commonly known as the Berglund-Liu
aerosol generator that produces droplets at a frequency ap-
proximately equal to the vibration frequency of a piezoelec-
tric ceramic coupled to the jet. While there are several ar-
ticles in the literature about the growth rate of the instability,
none of those actually made use of modulated ultrasonic
radiation pressure as the source of the perturbation of the jet.
In our experiment, we devise a quite different system to be
described in Sec. III that employs modulated ultrasonic ra-
diation pressure. In this system, the high frequency ultra-
sonic wave is applied and is modulated at a frequency suit-a�Electronic mail: marston@wsu.edu
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able for coupling to relatively low-frequency drop
production rates.

Another relevant property of a liquid jet is its ability to
act as an acoustic waveguide. Jacobi22 analyzed the uniform
liquid cylinder waveguide with various nondissipative
boundary conditions. He calculated the field patterns, phase
velocities, and cut-off frequencies for the natural modes of
propagation in the cases of a liquid cylinder with rigid walls
and of a liquid cylinder with pressure-release boundary
walls, to mention a few. While he presented experimental
measurements of phase velocities, he did not report any di-
rect experimental verification of an acoustic cut-off fre-
quency in the liquid cylinder. Recent investigations of ultra-
sonic radiation forces within cylindrical waveguides have
emphasized the case where the waveguide had a solid elastic
wall.23

The purpose of this paper is to: �a� describe a technique
of generating drops that exploits modulation of ultrasonic
radiation pressure, �b� provide direct experimental evidence
of the acoustic cut-off frequency in a liquid jet waveguide,
�c� demonstrate the second-order effect of the drive voltage
on the amplitude of jet oscillation analogous to the case of
bubble and drop oscillation previously studied, and �d� report
other aspects of the jet response revealed using a light ex-
tinction method. A related analysis of modulated radiation
stress in Refs. 1 and 2 is generalized to the case of a liquid
cylinder in the Appendix.

II. EXPERIMENTAL SETUP

Two plastic tanks are used in this project where one is
placed directly above the other as depicted in Fig. 1. A hole

is made at the bottom of the upper tank where a nylon plate
of 25.4 mm diameter is glued. A 3.57-mm-diam orifice is
drilled through the nylon plate. A piezoelectric PZT ring
transducer slightly smaller in diameter than the nylon plate is
glued concentrically at the top of this plate. The PZT ring
had a thickness of 0.6 cm, and outside and inside diameters
of 3.5 and 1.4 cm, respectively. The flat sides of the ring
were plated with electrodes. For most experiments, the water
jet empties from the upper tank through the orifice and im-
pinges on the lower tank. Ultrasound from the piezoelectric
ring transducer is coupled to the liquid jet through the orifice.
The volumetric flow rate is 5.1 cm3/s. The water is pumped
back up to the upper tank by way of a separate reservoir
which removes pump related fluctuations. A diagnostic
broadband transducer placed a few millimeters above the
ring transducer is used to reflect the sound beam back to the
latter creating acoustic resonance. It is also used for the pur-
pose of monitoring the signal. Additional information on the
use of these transducers and on the method of driving the
source transducer will be described subsequently.

For the purpose of demonstrating the cutoff frequency
through the jet, a 15.2-cm tall cylindrical container with
6.4-cm radius is temporarily placed inside the lower tank.
The jet impinges at the center of the filled container. A
curved broadband transducer is situated at the center of the
cylindrical container about 2 cm below the water surface. It
is facing upward to detect the transmitted signal through the
jet.

Without any applied perturbation or special preparation,
a liquid jet tapers as it falls and eventually breaks up into
drops. We achieve a longer jet by: �a� placing 6-mm-diam
glass beads in the upper tank to dampen disturbances within
the flow, �b� mounting the entire experimental setup on a
table that mechanically isolates the setup from building vi-
bration, and �c� putting a rubber sheet underneath the bottom
tank that isolates the mechanical vibration caused by the im-
pinging water jet.

The principal electronic components used to excite the
PZT transducer will now be summarized. The voltage from
an SRS DS345 function generator was attenuated and then
amplified by an EIN model A150 linear power amplifier. The
output was applied directly to the PZT transducer. Because
of the broad bandwidth of the transducers, in some of the
experiments the applied voltage was as large as 90 V peak.
The function generator was operated either in a CW mode
�as in Sec. IV� or in a double-sideband-suppressed carrier
�DSSC� mode �as in Secs. III and V�. As reviewed in the
Appendix, DSSC signals consist of two sidebands. They may
be expressed as the product cos�2�fct�cos�2�fot� where the
signal at frequency fo is supplied by a separate modulation
oscillator.

III. STIMULATED DROP PRODUCTION

A modulated radiation pressure with the ultrasonic car-
rier frequency near to or above the cutoff frequency was
found to excite varicose modes of the liquid jet. Large drive
amplitudes trigger the break up �see Fig. 2� into droplets at
the radiation pressure oscillation frequency rather than at �or

FIG. 1. Experimental setup for studying the instability of a water jet and
detecting the ultrasonic signal transmitted through the water jet. In studying
the jet instability, the cylindrical container is removed so that the jet is
directly impinging on the bottom tank.
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near� the ultrasonic carrier frequency as in the case of
Berglund-Liu aerosol generator that produces drops through
the vibration of a piezoelectric ceramic at the orifice. This is
a significant finding because it applies to relatively low-
frequency drop production. Furthermore, by using modulated
radiation pressure it is relatively easy to alter the drop pro-
duction rate by shifting the modulation frequency. An advan-
tage of using modulated radiation pressure to drive the jet
has to do with the ability to maintain a constant forcing
amplitude as the modulation frequency is changed. For
DSSC modulation with orders of magnitude difference be-
tween the carrier and modulation frequency, the frequency at
which the electromechanical system is driven is nearly con-
stant over a broad range of modulation frequencies. This
would allow a resonant mechanical drive to be kept on reso-
nance as the drop production rate is changed. In the example
shown in Fig. 2 DSSC modulation is used with peak applied
transducer voltage of 90 V.

IV. ACOUSTIC WAVEGUIDE MODES AND CUTOFF

The treatment of a liquid cylinder as an acoustic wave-
guide has been theoretically explored.22 In the present appli-
cation, the jet radius decreases as the jet accelerates verti-
cally downward due to gravity. Nevertheless, a similar
treatment can be used to calculate the cutoff frequency fco

below which the ultrasonic transmission down the jet is
greatly reduced. The predicted fco will be compared with the
experimental value.

The acoustic pressure amplitude of a single mode within
a liquid cylinder can be expressed as the real part of

Pnj = AnjJn�knjr�ei�n�+�jz�e−i�t, �1�

where Anj is a constant to be found from the boundary con-
ditions, � is the azimuthal angle, Jn is the nth order cylindri-
cal Bessel function of the first kind, knj is the radial wave
number associated with Jn, r is the radial coordinate, � j is the
axial wave number of the �n , j� mode, j is the radial index, z
is the axial coordinate, and � is the angular frequency. The
radial and axial wave numbers are related to each other as
shown by

��

c
�2

= �knj�2 + � j
2, �2�

where c is the acoustic velocity in the waveguide. If the
liquid cylinder is in the air, the pressure release boundary
condition applies approximately.22 For an axisymmetric
mode n=0, this condition requires that J0�k0ja�=0 or k0j

=� j /a, where � j and a are the jth root of J0 and the cylinder
radius, respectively. At cutoff, this axisymmetric mode has
� j =0, and Eq. �2� is reduced to �co /c=� j /a. Taking the first
root of J0, the lowest cutoff frequency for the axisymmetric
mode is thus given by

fco =
c

2�

2.4048

a
. �3�

The preceding equation shows that the cutoff frequency is
inversely proportional to the radius of a cylindrical liquid jet
in air. Liquid jets in normal gravity are tapered. When ap-
plied to such a liquid jet, for the purpose of finding the cutoff
frequency for transmission down the jet a becomes the mini-
mum jet radius.

The validity of Eq. �3� was verified by sending an acous-
tic signal from the upper liquid reservoir down through the
jet whose minimum radius close to the water surface in the
lower reservoir was about 1.0 mm so that Eq. �3� predicts
fco=566 kHz. This radius is measured at the first trough from
the liquid surface formed by standing capillary waves cap-
tured by a video camera shown in Fig. 3�a�. �Localized low
amplitude standing capillary waves are known to occur when
a jet enters a reservoir.24� The frequency of the signal is
increased from 300 to 800 kHz in increments of 0.5 kHz.
The amplitude of the transmitted signal as a function of fre-
quency is shown in Fig. 4. This was extracted with a two-
phase lock-in amplifier �PAR model 5202�. The observed
transition at 554 kHz is consistent with Eq. �3� considering
the uncertainty of 0.1 mm in the minimum diameter.

V. OPTICAL DETECTION OF THE JET RESPONSE

A. Light-extinction method

A laser beam is employed to illuminate the water jet. A
horizontal slit is used to block part of the circular beam to
produce a horizontally planar beam shown in Fig. 5. This
rectangular beam impinges on the jet and is partially scat-

FIG. 2. Display of jet images showing the quiescent jet �a� when no ultra-
sound is applied and the onset of break up shown in �b� when an oscillating
radiation pressure is applied and the break up 1.67 ms later shown in �c�.
The frequency of the radiation pressure oscillation is 94 Hz and the carrier
frequency is 680 kHz. The distance of both image midsections from the
nozzle is 8.3 cm and the nozzle velocity is 51.2 cm/s.
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tered. The unscattered light makes its way through a convex
lens and then to a photodetector. The signal collected by the
photodetector is analyzed with the aid of a two-phase lock-in
amplifier �SRS model SR530�. The reduction in the power of
the detected light is approximately proportional to the instan-
taneous local radius of the jet where it is assumed that the
planar laser beam has uniform intensity. Hence, the ampli-
tude of the oscillation of the jet is proportional to the oscil-
lation in the detected optical power. This pseudoextinction
scheme was previously employed by Stroud and Marston25

to detect transient bubble oscillations. Additional discussion
of the optical principles can be found in that paper.

The ultrasound employed in this experiment is modu-
lated. The modulation is achieved by multiplying a high-

frequency signal �0.30–1.0 MHz, subsequently referred to as
the carrier� and a low-frequency signal fo �10–100 Hz� re-
ferred to as the modulation. When such a signal is amplified
and applied to a linear ultrasonic transducer it has been
shown1,2 that the resulting radiation pressure oscillates at a
frequency 2fo, called the radiation pressure oscillation fre-
quency, and that the oscillation of radiation pressure ampli-
tude is proportional to the square of the drive amplitude. �See
also the Appendix.� Consequently, the lock-in amplifier ref-
erence signal is set to f =2fo where fo is the oscillator fre-
quency.

B. Jet response to varying drive voltage

The carrier and modulation frequencies are maintained
at 680 kHz and 47 Hz, respectively. The carrier frequency
chosen is a characteristic resonance frequency of the ring
transducer while the significance of the modulation fre-
quency selected is noted in the succeeding section. The drive
voltage Vg of the SRS generator is increased by 0.1 V from
0.1 to 2.0 V while the laser beam is illuminating the water jet
at a fixed distance from the orifice. The jet response is mea-
sured as a function of the drive voltage. This enables us to
determine the dependence of the amplitude of jet oscillation
on the acoustic drive. Figure 6 shows that the amplitude of
oscillation as a function of the square of the drive voltage has
the predicted linear relationship.

C. Axial growth of the oscillation amplitude

To study the growth rate of the amplitude of jet oscilla-
tion, the laser beam is used to illuminate the jet at a distance
7.0 cm below the orifice. The nozzle velocity of the jet de-
termined from the volumetric flow rate is 51.2 cm/s. The
response of the jet is measured as a function of the modula-
tion frequency while the drive voltage Vg and the carrier
frequency are kept constant at 1.5 V and 680 kHz, respec-
tively. This measurement of the jet response to the modula-
tion frequency is repeated a few times as the axial distance is
increased by 0.76 cm each time farther down the jet. The
results plotted and shown in Fig. 7 show that the response is
maximum at the same modulation frequency of 47 Hz for all
of the distances observed. This corresponds to 94 Hz radia-
tion pressure oscillations. Figure 7 also shows that the per-

FIG. 3. �Color online� �a� An image of the jet impinging on the surface of
the bottom reservoir showing the measured local diameter used to calculate
the cutoff frequency. �b� The first of a series of 39 images of the jet showing
the selected maximum and minimum diameters. Since these diameters
change position with time as a surface wave propagates, these images are
used to calculate the wave velocity and temporal growth rate of the pertur-
bation.

FIG. 4. Plot of the amplitude of the transmitted acoustic signal through the
water jet as a function of the frequency. No significant acoustic signal is
picked up by the detector transducer for carrier frequencies below 554 kHz.
The jet radius at the water surface in the bottom tank is approximately
1.0 mm. “a.u.” denotes arbitrary unit.

FIG. 5. �Color online� Schematic diagram of a light-scattering method used
to detect the jet response. The photodetector is connected to a lock-in am-
plifier that is not shown.
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turbation grows with increasing distance from the nozzle.
Further analysis shows that this perturbation grows exponen-
tially as depicted in the semilog plot in Fig. 8 for the data
taken at 47 Hz.

D. Photography method

Another method employed to investigate the response of
the water jet is by the use of a high speed digital video
camera �Phantom v4.2, Vision Research Inc.� capable of pro-
cessing 3000 frames/s for a 512�128-pixel viewing screen.
The water jet is subjected to the same condition as in Sec.
V C, namely: orifice velocity 51.2 cm/s, a carrier frequency
of 680 kHz, and voltage Vg of 1.5 V. In addition, the modu-
lation frequency is kept at 47 Hz. Movies with a frame rate
of 1076 frames/s taken at almost the same segment of the jet
as before are converted into a series of still images and ana-
lyzed. The top and the bottom of each frame are 6.0 and
10.5 cm from the orifice, respectively. Adjacent local maxi-

mum and minimum radii of the jet are chosen from the video
records and then measured to determine the amplitude of
oscillation.

The amplitude of jet oscillation is calculated from the
difference between the maximum and minimum radii shown
in Fig. 3�b�. The growth of the amplitude is monitored by
tracking these local extrema as time progresses from a series
of 39 images. The amplitude is plotted in a semilog plot as a
function of time displayed in Fig. 9. This plot is similar to
one obtained by Donnelly and Glaberson17 using direct low
frequency excitation of a jet. Measurement of the wave ve-
locity with respect to the laboratory frame is also performed
from this series of images by measuring the position of the
chosen local maximum radius as a function of time and re-
sults are plotted as shown in Fig. 10.

FIG. 6. Plot of the amplitude of jet oscillation as a function of the square of
the SRS generator drive voltage.

FIG. 7. The dependence of the amplitude of jet oscillation on the oscillator
frequency. Frequency scans are shown for five different axial distances from
the orifice beginning at 70.0 mm and incremented by 7.6 mm. The symbols
used for different axial distances are identified in the box. The vertical line
is at an oscillator frequency of 47 Hz, which is the frequency used in Fig. 8.

FIG. 8. The dependence of the local amplitude of jet oscillation on the axial
distance from the nozzle. The data are taken from the plot in Fig. 7 at an
oscillator frequency of 47 Hz �corresponding to a radiation pressure fre-
quency of 94 Hz�. The slope of this semilog plot yields the spatial growth
rate of the amplitude of oscillation.

FIG. 9. Plot of the amplitude of the jet perturbation in a convected frame vs
elapsed time determined from 39 frames of a video record of the jet similar
to the frame shown in Fig. 3�b�. The camera used is adjusted to give a
resolution of 9.5 pixels/mm and a frame rate of 1076/s.
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VI. DISCUSSION

Figure 2 shows the effect of the applied modulated ra-
diation pressure on the liquid jet. In both frames, the nozzle
velocity is 51.2 cm/s and the distance of the image midsec-
tion from the nozzle is 8.3 cm. The jet assumes an approxi-
mately cylindrical shape without applied ultrasound as
shown in Fig. 2�a�. When modulated sound with an oscillator
frequency of 47 Hz is applied, the jet perturbation oscillates
�Fig. 2�b�� at the frequency of 94 Hz, twice the oscillator
frequency. The resulting jet break up shown in Fig. 2�c� can
be enhanced by increasing the drive voltage. Shown in Fig.
6, the oscillation amplitude increases linearly with the square
of the drive voltage. This agrees with prior results for levi-
tated drops2 and with the generalization to a liquid cylinder
in air given in the Appendix.

Without modulation and with low enough acoustic am-
plitude, the jet can act as an acoustic waveguide. Figure 4
shows that there is no significant signal transmitted below a
carrier frequency of 554 kHz. The fine peaks in the ampli-
tude of the transmitted signal are caused by the acoustic reso-
nances of the water-filled cylindrical glass container in the
lower tank. The amplitude of these peaks is modulated �ap-
proximate spacing of 70 kHz� by a resonance between the
face of the detector transducer situated inside the container
and the water surface. While the pair of ring and diagnostic
transducers in the upper tank also have resonances, the width
of the resonance frequencies are so wide �about 170 kHz�
that they can hardly be noticed in the plot. The radius of the
jet close to the surface of the water in the bottom tank is
approximately 1.0 mm. Equation �3� predicts the cutoff fre-
quency to be 566 kHz at this radius. Thus, the experimental
cutoff frequency agrees well with the predicted value. The
discrepancy could be attributed to the uncertainty of mea-
surement of the jet radius. This confirms that the jet acts like
a cylindrical waveguide having a cutoff frequency that is
inversely proportional to the jet diameter.

The curves displayed in Fig. 7 show the amplitude of jet
oscillation as a function of oscillator frequency for five dif-
ferent axial distances. This family of plots has the highest
peaks at fo=47 Hz with the corresponding radiation pressure
oscillation frequency of 94 Hz. The amplitude of oscillation
at fo is shown in a semilog plot as a function of axial dis-
tance in Fig. 8. The amplitude of jet oscillation is seen to be
approximately an exponential function of the axial distance.
The slope of this graph yields a spatial growth rate of
0.417 cm−1.

Figure 9 shows the measured amplitude following a spe-
cific wave peak plotted versus time. According to this plot,
the amplitude grows exponentially as a function of time. The
slope of this plot gives the temporal growth rate of 52.84 s−1.
The ratio of the temporal to the spatial growth rates is
129.6 cm/s.

Figure 10 is the plot of position of a selected maximum
radius of the jet �see Fig. 3� as a function of time where the
top and bottom of each frame used are about 6.0 and 10.5 cm
below the orifice. The average wave velocity u in this jet
region can be calculated from the slope of this plot and is
approximately 127.0 cm/s. This is very close to the propa-
gating wave velocity determined from the temporal-to-
spatial-growth-rate ratio.

As for the local jet velocity, using Bernoulli’s principle
and neglecting the effect of surface tension on the jet gives
the following approximation for the velocity: v
=v0

�1+Gz /a0 where v0 is the orifice velocity, a0 the orifice
radius, z the distance from the orifice, and G the inverse
Froude number defined as G�2ga0 /v0

2 where g is the accel-
eration due to gravity. With G=0.133, v0=51.2 cm/s and
a0=0.179 cm as used in this experiment, the jet velocity at
distances 6.0, 8.3, and 10.5 cm below the orifice are 119.8,
136.9, and 152.1 cm/s, respectively. The wave velocity av-
eraged over the jet segment studied is not only well within
the local velocities of the jet at the top and at the bottom of
this segment, it is also close to the jet velocity at the middle
of this segment. This suggests that the surface wave �pertur-
bation� is approximately stationary in the jet frame.

The significance of the optimum response of the jet at
the radiation pressure frequency of 94 Hz is related to kopta
=0.697, Rayleigh’s wave number of maximum instability of
a liquid cylinder. Following the finding in the preceding
paragraph, the wave number corresponding to this optimum
response can be expressed as ka	2�fa /u, where f is the
modulation frequency of the radiation pressure, u the wave
velocity just determined, and a the jet radius at the region of
interest measured with a video camera. Substitution of f
=94 Hz, u=127.0 cm/s, and a=0.13 cm �the measured local
jet radius� yields ka=0.60. Considering the simplifying as-
sumption that the wave is stationary in the jet frame and
some experimental error, it is suggestive that Rayleigh’s lin-
ear stability analysis, as far as maximum instability is con-
cerned, is relevant to local properties of the freely falling jet.

The ratio of inertia to surface tension in the jet is com-
monly expressed as the Weber number We where We
=�av2 /	 where 	 is the surface tension and � the liquid
density. The local Weber number for the jet at the axial po-
sition of the above-noted measurement is approximately 29.

FIG. 10. Plot of the position of a chosen local maximum radius of the jet
from 39 frames of a video record as a function of time. The reference
position is taken to be the bottom of each frame. The slope yields the
velocity of the capillary wave.
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The maximum spatial growth rate for a constant velocity jet
issuing from a nozzle for this Weber number is predicted by
Keller et al.26 to occur at a ka very close to that predicted by
Rayleigh15 for the maximum temporal growth rate of an in-
finite stationary liquid cylinder, namely ka=0.697.

Because the quiescent jet is slightly tapered, ultrasound
can propagate close to the nozzle at frequencies significantly
below the cutoff frequency fco of 554 kHz demonstrated in
Fig. 4. Using the nozzle radius of 1.78 mm in Eq. �3� gives a
local fco of 320 kHz near the nozzle. It was verified by mea-
suring the optical response of the jet to modulated ultrasound
that the jet responded with fco as low as 370 kHz, though in
some cases the response was quite weak.

A noteworthy feature of the laser-based measurements
of the jet response shown in Fig. 7 is the superposed modu-
lation of the response. This modulation corresponds to an
increment of 9 Hz in the modulation oscillator frequency
�18 Hz in the radiation pressure frequency�. The cause of
these is unknown. They appear to be outside the scope of
prior investigations because similar measurements of the re-
sponse of low velocity jets are not available.17–19

Inspection of Fig. 2 and other video records of the
breaking jet reveal a swelling between the crests of the pri-
mary perturbations. The primary perturbation grows into the
large drop visible in Fig. 2�b�. The large drops are produced
at the frequency 2fo. Just above the drop in Fig. 2�b� is a
secondary swelling which evolves to produce a smaller drop.
The characterization of the smaller “satellite” drops is out-
side the scope of the present study since Rutland and
Jameson27 have previously studied them by direct applica-
tion of low-frequency sound in the vicinity of the jet. They
note that the secondary drops are a consequence of a nonlin-
ear hydrodynamic response not considered by Rayleigh.15

Prior disclosure of some of these results was given at the
148th meeting of the Acoustical Society of America.28
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APPENDIX: MODULATED RADIATION STRESS ON
JETS

The purpose of this Appendix is to demonstrate the form
of the radial component of radiation stress on a stationary
circular cylindrical liquid column resulting from an internal
axisymmetric guided acoustic wave. The notation is similar
to Sec. II B of Ref. 29. The analysis uses the Brillouin acous-
tic radiation stress tensor ST based on an Eulerian description
of the fluid motion. Angular brackets 
 � are used for time
averages over a period comparable to the period of the car-
rier frequency of the ultrasonic wave. Imposing DSSC ultra-
sound having a difference in the sideband frequencies ��2

−�1� small in comparison to the frequency of the suppressed
carrier, �c= ��2+�1� /2, gives time averages containing a
term which oscillates at ��2−�1� and no other oscillating
terms as shown in the following in Eq. �A4�. A linear analy-
sis of the acoustic fields is used in which the acoustic particle

velocity is denoted by u and the acoustic particle pressure by
p. The Brillouin stress tensor may be written �Ref. 29 and
papers cited therein�:

ST = �
K� − 
V��I − �
uu� , �A1�

where I is the unit tensor, 
K�= �� /2�
u2� is the local average
of the acoustic kinetic energy density, 
V�= 
p2� / �2�c2� is the
local average of the potential energy density, and � and c are
the density and sound speed in the liquid cylinder, respec-
tively. The radiation stress produces a radial force per area


 = − r̂ · ST · r̂ = − �
K� − 
V�� + �
ur
2� . �A2�

Here and in the following, subscripts r and z are used to
denote radial and axial components of u. The external fluid
has negligible density compared with the liquid so the acous-
tic boundary condition is approximated as p=0 so that 
V�
=0 and Eq. �A2� gives


 =
�

2
�
ur

2� − 
uz
2�� . �A3�

Note that evaluation of the analogous expression for sound
internally reflected from a water surface recovers the result
for 
 given by Elrod et al.30 For the special case of steady
ultrasound in the absence of gravity, the surface of the liquid
deforms so that 
 is balanced by capillary stress. In the case
of a modulated ultrasonic wave considered here, low-
frequency wave motion is executed on the liquid interface.
When this wave motion is small in amplitude, the effect of
the surface motions is neglected in the approximation of the
first-order acoustic quantities u and p. A similar approach is
commonly used for approximating radiation stresses on
weakly deformed drops and bubbles. For a DSSC-modulated
wave, radial and axial components of u are the superposition
ur=ur1+ur2 and uz=uz1+uz2, respectively. These are ex-
pressed at the jet’s surface as

ur� = Re�Ur��z�e−i��t�, uz� = Re�Uz��z�e−i��t�,

� = 1,2.

Let the index q denote r or z. The required time averages are


uq
2� =

1

2
�Uq12 + Uq22 + �Uq1

* Uq2e−i��2−�1�t

+ Uq1Uq2
* ei��2−�1�t�� , �A4�

where the final terms are a conjugate pair. It follows that 
 is
modulated at the difference frequency ��2−�1� of the ap-
plied ultrasonic waves and that 
 depends on the axial coor-
dinate z because of the z dependence of ur1, ur2, uz1, and uz2.
Since the quantities are each linear in the oscillator source
voltage Vg, it follows that 
 is predicted to increase in pro-
portion to Vg

2.
The aforementioned z dependence may be found for the

ideal case of z directed axisymmetric waveguide modes.22 In
the case for a cylinder of radius a,

Ur� = �A�J1���ei��z, Uz� = − i��aA�J0���ei��z �A5�
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���

c
�2

= ��

a
�2

+ ��
2, � = 1,2, �A6�

where A� specifies the amplitude, � is a root of J0���=0, and
J0��� is the zeroth-order Bessel function of the first kind.
The lowest mode has �=2.4048. Since Uz� vanishes 
 is
non-negative, and the radiation pressure is radially outward.
Inspection of Eqs. �A4� and �A5� shows that the axial depen-
dence of 
 is influenced by the proximity of the �� to the
cutoff frequency �co=c� /a. For an actual liquid jet in nor-
mal gravity, however the axial dependence of 
 is compli-
cated by the taper of the walls of the falling jet. The effect of
the superposed flow velocities of the jet on the ultrasonic
field is anticipated to be small when the flow velocities are
small compared with the sound speed c.

There has been significant recent interest in medical ul-
trasonic imaging based on the response of tissue to DSSC
modulated ultrasound or to other types of modulation.31–33

Some authors have noted that low frequency oscillations of
objects can be induced because of the absorption of a modu-
lated ultrasonic beam.31,32 Such absorption related processes
are neglected in our analysis because the stresses resulting
from absorption should be weaker than radiation stresses for
the conditions of the experiment described here involving
pure water. The coupling described here is more closely
analogous to the radiation pressure induced responses of
tissue.33 It is plausible, however, that for a sufficiently vis-
cous liquid jet, momentum transfer to the jet resulting from
the absorption of ultrasound could become similar in magni-
tude as the radiation pressure approximated by Eq. �A3�. It is
known, however, that increasing the viscosity of the liquid
lowers the growth rate of the capillary instability.16–18
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I. INTRODUCTION

Encapsulated microbubbles, known as ultrasound con-
trast agents, are effectively used in ultrasound medical diag-
nostics for increasing blood-tissue contrast during an ultra-
sonic examination. They are also employed in therapy as a
vehicle for targeted drug delivery. Ultrasound contrast agents
typically consist of a gas core surrounded by a shell of albu-
min, lipid, or a polymer material. A number of theoretical
models have been proposed for different types of contrast
agents.1–16 Most of them assume that the encapsulating layer
behaves as a viscoelastic solid following the Kelvin-Voigt
constitutive equation. There are also models that treat the
encapsulation as a viscous Newtonian fluid.1,10,13,14 A vis-
coelastic solid appears to be an adequate model for polymer
and albumin microbubble shells. For lipid shells, however,
analysis of experimental data available in the literature sug-
gests that a better approximation may be achieved by treating
a lipid coating as a viscoelastic fluid. To substantiate this
observation, let us analyze some experimental results ob-
tained for lipid-shelled contrast agents.

An interesting observation as to resonance frequencies
of lipid-shelled bubbles can be made from a paper by Day-
ton, Allen, and Ferrara.11 The paper presents experimental
measurements of translational displacement for the contrast
agent MP1950. MP1950 is a phospholipid-shelled mi-
crobubble with a decafluorobutane core. Figure 4 of this pa-

per shows that at the excitation frequency 2.25 MHz the
maximum displacement is observed for a bubble with a rest-
ing radius of about 1.5 �m. It is reasonable to assume that
the maximum displacement is reached by a resonant bubble.
Hence it turns out that a 1.5 �m radius lipid-shelled bubble
has a resonance frequency of 2.25 MHz. For comparison, the
linear damped resonance frequency of a free bubble of the
same size is about 2.45 MHz. It is well known that a vis-
coelastic solid shell increases considerably the resonance fre-
quency as compared with a free bubble.5 Therefore the fact
that such a low resonance frequency is observed experimen-
tally for lipid-shelled bubbles appears strange if the lipid
shell is treated as a viscoelastic solid.

Another demonstrative work bringing to light the differ-
ence between lipid- and polymer-shelled contrast agents is
that by Bloch et al.17 Figures 1�a� and 1�b� of their paper
show the behavior of two contrast agents, BR14 and
BG1135, in response to increasing acoustic forcing. BR14 is
a perfluorobutane-filled microbubble, stabilized by a phos-
pholipid shell a few nanometers thick. BG1135 is an air-
filled microsphere with a 100-nm-thick polymer shell. Figure
1�b� shows that up to very high acoustic pressures, as long as
the shell of the polymer-shelled agent BG1135 remains in-
tact, its oscillation is very insignificant. This is a typical be-
havior of an elastic solid in response to a destructive action.
The response of the lipid-shelled agent BR14 to increasing
acoustic forcing, shown in Fig. 1�a�, is much smoother, as if
its shell were much more yielding. The destruction mecha-
nisms of the two agents are also different. The polymer-
shelled agent BG1135 appears to acquire a shell defect, al-
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lowing gas to stream out and form a new gas bubble, but
leaving the original shell intact. Whereas the formation of a
shell defect has never been observed for the lipid-shelled
agent BR14. Instead, its shell fragmented along with its gas
contents, forming a set of smaller bubbles. The impression
arises that the breakdown of the lipid shell occurs as if its
volume were insufficient to cover the entire bubble surface
when the expansion of the bubble becomes large, in contrast
to the polymer shell which breaks up in the traditional man-
ner for elastic solid materials. Similar distinctions in destruc-
tion mechanisms were also observed between albumin-
shelled agents and the lipid-shelled agent MP1950.18 They
become explainable if we assume that the lipid shell has
some fluid properties similar to the properties of Maxwell
media. Indeed, a discontinuity in a solid shell, if once ap-
peared, never vanishes completely, resulting in gas escape,
while a discontinuity in a Maxwell material can close.

It is well known that the Maxwell constitutive equation
has been proposed to describe complex materials that at fast
effects behave as a solid, that is, they can deform, buckle,
fold, etc., while at slow effects, they behave as a fluid. In
particular, stresses in such media can relax in time, which is
behavior impossible in traditional elastic solids. Among ma-
terials which are modeled by the Maxwell constitutive equa-
tion are such different substances as rosin, asphalt, glass,
etc.19 In experimental papers on lipid shells,20–23 it is re-
ported that these consist of condensed phase �polycrystalline
or gel-like� domains surrounded by regions which are ob-
served to have glassy or in some cases fluid-like properties.
It is reasonable to assume that, when considered as a single
whole, such a structure can have some properties of a Max-
well material. Note also that in biomedical ultrasound appli-
cations we deal with fast, MHz effects. Therefore, the buck-
ling of lipid shells in response to compression at such high
frequencies is not contradictory to the Maxwell model.

It should be noted that good agreement between experi-
mental and simulated radius-time curves for lipid-shelled
contrast agents has been reported recently by Marmottant et
al.,15 even though they treated a lipid coating as a viscoelas-
tic solid. A possible explanation for this result is as follows.
The elastic regime is only a part of a compound model ap-
plied by Marmottant et al. This part appears not to be of
decisive importance. The entire model of Marmottant et al.
assumes that, when the bubble oscillates, the elastic regime
holds only in a narrow range of radii. Outside this range, the
dynamics of the bubble is governed by an ad hoc law for
surface tension that is introduced by Marmottant et al. Ac-
cording to their law, if in the course of expansion the radius
of the bubble exceeds a threshold value, the shell breaks up,
the surface tension becomes equal to that for free bubbles,
and the elastic term becomes zero. A second threshold value
is set for compression and if the radius of the bubble goes
below it, both the surface tension term and the elastic term
vanish. As a result, the effect of the shell in these two cases
reduces to the shell viscosity term alone. We suppose that
bubbles in the simulation carried out by Marmottant et al.
were mostly in this regime of lacking elasticity. Thus their
results do not necessarily refute the arguments presented
above.

The present paper proposes a model that approximates
the rheological behavior of the lipid shell by the linear Max-
well constitutive equation. The model also takes into account
the effect of translation on the radial motion of an encapsu-
lated microbubble and acoustic radiation losses due to the
compressibility of the surrounding liquid. For comparison,
parallel with the Maxwell shell model, two existing models
are considered. One of them treats the encapsulation as a
viscoelastic solid following the Kelvin-Voigt constitutive
equation and the other assumes that the encapsulating layer
behaves as a viscous Newtonian fluid. To demonstrate physi-
cal differences between the three models, they are examined
in the regime of linear oscillation.

II. THEORY

Let us consider a spherical encapsulated gas bubble sur-
rounded by a liquid and undergoing radial oscillations in
response to an imposed acoustic field. The geometry of the
system is shown in Fig. 1. Assuming the surrounding liquid
and the encapsulating layer to be incompressible, from the
continuity equation it follows that both the velocity of the
surrounding liquid and the velocity inside the bubble shell
are subject to the equation

� · v = 0, �1�

where v stands for both of the above velocities. From this it
follows further that

v�r,t� =
R1

2�t�Ṙ1�t�
r2 , �2�

where v�r , t� is the radial component of v ,R1�t� is the inner
radius of the bubble shell, and the over-dot denotes the time
derivative. If R1�r�R2, where R2�t� denotes the outer ra-
dius of the bubble, v is the velocity inside the encapsulating
layer; if r�R2, v is the velocity of the surrounding liquid.
Note also that the assumption of incompressible shell gives
the following equations:

R2
3 − R1

3 = R20
3 − R10

3 , R1
2Ṙ1 = R2

2Ṙ2, �3�

where R10 and R20 are, respectively, the inner and the outer
radii of the bubble shell at rest. These equations will be used
in further calculations.

Conservation of radial momentum yields24

FIG. 1. Schematic sketch of an encapsulated bubble.
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where � is equal to �S or �L, �S and �L, are respectively, the
equilibrium densities of the shell and the liquid, p is the
pressure, and �rr is the stress deviator in the shell or the
liquid.

The boundary conditions at the two interfaces are given
by

Pg�R1,t� = pS�R1,t� − �rr
�S��R1,t� +

2�1

R1
, �5a�

pS�R2,t� − �rr
�S��R2,t� = pL�R2,t� − �rr

�L��R2,t� +
2�2

R2

+ Pac�t� , �5b�

where Pg�R1 , t� is the pressure of the gas inside the bubble,
�1 and �2 are the surface tension coefficients for the corre-
sponding interfaces, and Pac�t� is the driving acoustic pres-
sure at the location of the bubble. Integrating Eq. �4� over r
from R1 to R2 using the parameters appropriate for the en-
capsulating layer and from R2 to � using those appropriate
for the surrounding liquid, assuming that the liquid pressure
at infinity is equal to the hydrostatic pressure P0, and com-
bining the resulting equation with Eqs. �5�, one obtains

R1R̈1�1 + ��L − �S

�S
�R1

R2
� + Ṙ1

2�3

2
+ ��L − �S

�S
�

��4R2
3 − R1

3

2R2
3 �R1

R2
� =

1

�S
�Pg�R1,t� −

2�1

R1
−

2�2

R2
− P0

− Pac�t� + 3	
R1

R2 �rr
�S��r,t�

r
dr + 3	

R2

� �rr
�L��r,t�

r
dr� . �6�

This equation is very convenient to test various rheological
models for the shell material and the surrounding liquid.
Testing can be done by just substituting respective rheologi-
cal laws for �rr

�S��r , t� and �rr
�L��r , t�. Equation �6� was used

previously by Roy, Church, and Calabrese1 who treated the
encapsulating shell as a viscous Newtonian fluid, and by
Church5 who treated the encapsulating shell as a viscoelastic
solid. In the present study, we will apply it to model a lipid
coating by a viscoelastic fluid following the Maxwell consti-
tutive equation.

Pursuing our calculation further and assuming that the
behavior of the gas core is adiabatic, one has

Pg�R1,t� = Pg0�R10

R1
�3	

, �7�

where Pg0 is the equilibrium gas pressure in the bubble and 	
is the ratio of specific heats. Assuming that the surrounding
liquid is a viscous Newtonian fluid, �rr

�L��r , t� is written as16

�rr
�L� = 2
L

�v
�r

, �8�

where 
L is the shear viscosity of the liquid. By using Eqs.
�2� and �8�, the second integral term in Eq. �6� is found to be

3	
R2

� �rr
�L��r,t�

r
dr = − 4
L

R1
2Ṙ1

R2
3 . �9�

The behavior of the shell will be approximated by the linear
Maxwell constitutive equation which can be expressed as19

�rr
�S� + �

��rr
�S�

�t
= 2
S

�v
�r

, �10�

where � is the relaxation time and 
S is the shear viscosity of
the shell. Equation �10� deserves further comment. The Max-
well model is known to be an interpolation equation for in-
termediate cases between an elastic solid and a viscous fluid.
To demonstrate this, let us assume that �rr

�S��r , t� and v�r , t�
depend on time as exp�i�t�, where � is the angular fre-
quency of the driving field. Then Eq. �10� gives

�rr
�S� =

2
S/�

�1 − i/���
�u

�r
,

where u is the radial displacement, du /dt=v. For ��1
�fast effects�, this equation reduces to Hooke’s law for solids,
�rr

�S�=2�S�u /�r, with the shear modulus �S=
S /�. While for
���1 �slow effects�, one obtains �rr

�S�=2i�
S�u /�r
=2
S�v /�r, which is Newton’s viscous law for fluids. These
properties of the Maxwell model allow us to suppose that Eq.
�10� may be an appropriate approximation for the specific
structure of lipid shells as described in the Introduction.

By using Eq. �10�, the first integral term in Eq. �6� can
be worked out in the following way. Substituting Eq. �2� into
Eq. �10�, one has

�rr
�S� + �

��rr
�S�

�t
= − 4
S

R1
2Ṙ1

r3 . �11�

Equation �11� suggests that �rr
�S��r , t� can be written as

�rr
�S��r,t� = − 4
S

D�t�
r3 . �12�

Substituting Eq. �12� into Eq. �11� shows that the function
D�t� obeys the equation

D�t� + �Ḋ�t� = R1
2Ṙ1. �13�

Using Eqs. �12� and �3�, the first integral term in Eq. �6� is
calculated as

3	
R1

R2 �rr
�S��r,t�

r
dr = − 4
S

D�t��R20
3 − R10

3 �
R1

3R2
3 . �14�

Substitution of Eqs. �7�, �9�, and �14� into Eq. �6� yields

R1R̈1�1 + ��L − �S

�S
�R1

R2
� + Ṙ1

2�3

2
+ ��L − �S

�S
�

��4R2
3 − R1

3

2R2
3 �R1

R2
� =

1

�S
�Pg0�R10

R1
�3	

−
2�1

R1
−

2�2

R2

− 4
L

R1
2Ṙ1

R2
3 − 4
S

D�t��R20
3 − R10

3 �
R1

3R2
3 − P0 − Pac�t�� , �15�

where the function D�t� is calculated from Eq. �13�.
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Equation �15� can be modified to take account of the
translation motion of the bubble and radiation losses due to
the compressibility of the surrounding liquid. The modifica-
tion can be performed by directly adopting necessary correc-
tions from the equations of motion obtained in Ref. 16. The
result is

R1R̈1�1 + ��L − �S

�S
�R1

R2
� + Ṙ1

2�3

2
+ ��L − �S

�S
�

��4R2
3 − R1

3

2R2
3 �R1

R2
� −

1

c

�L

�S
H =

�L

�S

ẋ2

4
+

1

�S
�Pg0�R10

R1
�3	

−
2�1

R1
−

2�2

R2
− 4
L

R1
2Ṙ1

R2
3 − 4
S

D�t��R20
3 − R10

3 �
R1

3R2
3 − P0

− Pac�x,t�� , �16�

where c is the speed of sound in the surrounding liquid, the
function H is defined by

H = �1 + ��L − �S

�S
�R1

R2
�−1
R1

dG

dt
+ 2R1Ṙ1R̈1

��1 + ��L − �S

�S
�R1

4

R2
4�

+ 2Ṙ1
3�1 + ��L − �S

�S
�R1

4�2R2
3 − R1

3�
R2

7 �� , �17�

x�t� is the position of the center of the bubble in an inertial
frame, and G denotes the right-hand side of Eq. �16�. Note
also that the acoustic pressure is now written as Pac�x , t�,
where the spatial argument x explicitly indicates that Pac�x , t�
is the value of the driving pressure at the location of the
bubble. The compressibility correction is given by the last
term on the left-hand side of Eq. �16�, while the first term on
the right-hand side of Eq. �16� provides the coupling with the
translational equation. This latter is given by

mbẍ +
2�

3
�L

d

dt
�R2

3ẋ� = −
4�

3
R2

3 �

�x
Pac�x,t� + Fd, �18�

where mb is the mass of the bubble, the second term on the
left-hand side of Eq. �18� is the added mass force, the first
term on the right-hand side is the acoustic radiation force,
and Fd is the viscous drag force which can be taken, for
example, in the form of Oseen’s law24

Fd = −
1

4
�
LR2ẋ�24 + 9�LR2�ẋ�/
L� . �19�

Oseen’s formula is known to be more relevant than the
Stokes law when the Reynolds number is close to unity. The
Reynolds numbers in experiments on contrast agents are just
on this order.

For D�0�=0, from Eq. �16� it follows that

Pg0 = P0 +
2�1

R10
+

2�2

R20
. �20�

It is also worth noting that in the general case ẋ in Eqs. �16�
and �18� should be considered as the velocity of the bubble
with respect to the velocity of the surrounding liquid. That is,
if there is a stream in the bulk liquid, due to the propagation
of the acoustic wave, acoustic streaming and so forth, ẋ
should be replaced with ẋ−vex, where vex denotes the liquid
velocity unrelated to the presence of the bubble.

Thus, we have the set of three ordinary differential equa-
tions: radial Eq. �16�, translational Eq. �18�, and Eq. �13� for
D�t�. The set is supplemented with the first of Eqs. �3� and
Eqs. �17�, �19�, and �20�. The initial conditions can be speci-

fied by R1�0�=R10, R2�0�=R20, Ṙ1�0�= Ṙ2�0�=0, x�0�=x0,
ẋ�0�=0, and D�0�=0. Simultaneous numerical solution of all
these equations yields the time-varying radius of the bubble
and its translational displacement.

For comparison, parallel with the Maxwell shell model,
we will examine two other existing models that treat the
encapsulation as a viscoelastic solid or a viscous Newtonian
fluid. For the first of them, which assumes that the shell
material follows the Kelvin-Voigt constitutive equation,

�rr
�S� = 2�S

�u

�r
+ 2
S

�v
�r

, �21�

with u the radial displacement in the shell and �S the shear
modulus of the shell, the radial equation takes the form5,16
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3R1
3
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where the equilibrium gas pressure in the bubble, �g0
KV, is

now given by

Pg0
KV = P0 +

2�1

R10
+

2�2

R20
+ 4�S�1 −

R10
3

R20
3 ��1 −

R1e

R10
�

��1 +
1

2
�1 −

R1e

R10
��1 −

3R10
3

R20
3 �� . �23�

The function H in Eq. �22� is defined by Eq. �17� as before
but G in Eq. �17� is now the right-hand side of Eq. �22�, not
Eq. �16�. R1e denotes the unstrained equilibrium position of
the gas-shell interface and is given by16
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3 � . �24�

For the viscous shell model, which assumes that the
shell behaves as a viscous Newtonian fluid, one has1
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where H is calculated from Eq. �17� with G being the right-
hand side of Eq. �25�.

The translational equation for the Kelvin-Voigt and vis-
cous models remains the same as defined by Eq. �18�.

III. LINEAR ANALYSIS

In this section, we will compare predictions of the three
shell models in the regime of linear oscillation. The purpose
of this analysis is to reveal physical differences between the
models which result from the fact that the models are based
on different rheological laws.

Let us assume that the incident field is weak so the am-
plitude of the radial oscillation is small. Then one can write

R1 = R10 + ��t�, R2 = R20 +
R10

2

R20
2 ��t� , �26�

where it is assumed that �� � �R10. Linearizing Eq. �13� with
respect to �, one has

Ḋ +
1

�
D =

R10
2

�
�̇ . �27�

Assuming that the acoustic pressure can be expressed as
Pac�t�= Pa exp�i�t�, where Pa is the pressure amplitude and
� is the angular driving frequency, solution to Eq. �27� can
be represented as

D�t� = a� + b�̇ . �28�

Substituting Eq. �28� into Eq. �27�, one finds

a =
��2R10

2

1 + ����2 , b =
R10

2

1 + ����2 . �29�

For the Maxwell shell model, linearizing Eq. �16� by means
of Eqs. �26� and using Eqs. �28� and �29� one obtains

�̈ + �M�̇ + �0M
2 � = −

Pac�t�
��SR10

, �30�

where

� = 1 − �1 − �L/�S�R10/R20, �31�
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�0M
2 = �0

2 + ��2�
S
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�0
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��SR10
2 �3	Pg0 −
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R10
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2�2R10
3

R20
4 � . �37�

It is somewhat unusual that in Eq. �30� the resonance fre-
quency �0M is a function of the driving frequency �. Of
prime interest is, however, not �0M because it is common
knowledge that the real resonance frequency of a system
with damping differs from the undamped resonance fre-
quency �0M.25 To evaluate the damped �real� resonance fre-
quency of Eq. �30�, let us consider a solution to this equa-
tion,

��t� = A exp�i�t + i�� , �38�

where

� = arctan���M/��2 − �0M
2 �� , �39�

A = PaQ���/���SR10�0
2� , �40�

Q��� = �0
2/���2 − �0M

2 �2 + �2�M
2 �1/2. �41�

The resonance response of the bubble corresponds to a maxi-
mum of the function Q���. One can see that Q��� is a fairly
complicated function of �. Therefore it will be examined
numerically below. The damped resonance frequency of the
Maxwell shell model will be denoted by �dM below.

For the Kelvin-Voigt shell model, expressions for the
undamped and damped resonance frequencies as well as
damping terms were obtained in Ref. 16:

�KV = �r + �
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S
KV, �42�

�
S
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4
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2 R20
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��3 +
R20

3

R10
3 ��� . �44�

Note that the equations for �, �r, and �
L remain the same.
The quantity �0KV denotes the undamped resonance fre-
quency. The damped resonance frequency is given by
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�dKV =
1

�3
���2��
L + �
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KV�2 + 4���
L + �
S
KV�

+ 6�2�0KV
2 + 1�1/2 − 2���
L + �
S

KV� − 1�1/2, �45�

where �=�r /�2=�LR10/ ��c�S�.
The undamped resonance frequency, �0V, and damping

constants for the viscous shell model can be obtained from
Eqs. �32�–�37� by setting �=0. The result is

�
S
V = �
S

KV, �V = �r + �
L + �
S
V = �KV, �0V

2 = �0
2. �46�

To obtain the damped resonance frequency of the viscous
shell model, one needs only to replace �0KV in Eq. �45� with
�0V=�0 since �
S

V =�
S
KV,

�dV =
1

�3
���2��
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S

KV�2 + 4���
L + �
S
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2 + 1�1/2 − 2���
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S

KV� − 1�1/2. �47�

In the process of comparing the shell models we will
also refer to a free bubble. The undamped resonance fre-
quency, �0f, and damping constants for a free bubble can be
immediately obtained from Eqs. �31�–�37� by setting R10

=R20. This yields

� f = �r
f + �
L

f , �r
f = R0�2/c, �
L

f = 4
L/��LR0
2� , �48�

�0f
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2�3	 − 1�� f

R0
� , �49�

where R0 is the equilibrium radius of a free bubble and � f is
the surface tension at the gas-liquid interface. It is easy to
verify that these equations are identical to those obtained by
Prosperetti.26 Setting R10=R20 in Eq. �45� gives the damped
resonance frequency of a free bubble as

�df =
1

� f
3

���� f�
L
f �2 + 4� f�
L

f + 6�� f�0f�2 + 1�1/2

− 2� f�
L
f − 1�1/2, �50�

with � f =R0 /c.
Finally, we need to estimate the order of the shell pa-

rameters which will be used in further calculations. The dy-
namics of lipid-shelled bubbles was modeled previously by
Marmottant et al.15 Neglecting the liquid compressibility
correction, their model takes the form

�L�RR̈ +
3

2
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R0
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1

R
� ,

�51�

where R denotes the instantaneous outer radius of an encap-
sulated bubble, R0 is the radius of the bubble at rest, �s is the
dilatational viscosity, and � is the elastic compression modu-
lus. Equation �51� belongs to the type of the so-called zero-
thickness encapsulation models. It is reported by Marmottant
et al. that good agreement with experimental data is reached
for �s=7.2�10−9 N s/m and �=1 N/m. Now, if we neglect

the compressibility correction and the translational term in
Eq. �22� and assume that the shell thickness RS=R2−R1 is
much smaller than R1 and R2, Eq. �22� reduces to an equation
of the above-named type as well:
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R0
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1
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� , �52�

where �=�1+�2. One can see that Eqs. �51� and �52� are in
agreement provided that

�s = 3RS
S and � = 3RS�S. �53�

Using these relations, one finds that for RS=2 nm, 
S

=1.2 Pa s and �S=166.7 MPa. From what is said after Eq.
�10� it follows that the order of the relaxation time � corre-
sponding to these values of 
S and �S can be estimated as
�=
S /�S�0.007 �s. These values will be used as a guide in
further calculations.

The values of the other physical parameters used in our
calculations are p0=101.3 kPa, �L=1000 kg/m3, 
L

=0.001 Pa s, c=1500 m/s, 	=1.07, � f =0.072 N/m, �S

=1100 kg/m3, and �2=0.051 N/m. The parameters for the
surrounding liquid correspond to water. The value of �2 was
chosen following Morgan et al.9 For simplicity, we set �1

=0. We believe this point is not principal in the case of lipid
encapsulation and cannot noticeably distort results. It is ap-
parent that for a very thin coating, as with lipid shells, the net
effect of the two terms 2�1 /R1 and 2�2 /R2 can be approxi-
mated with a good accuracy by the single term 2� /R2 with
�=�1+�2, i.e., as if �1 were equal to zero while �2 were
equal to the sum �1+�2. Note that Marmottant et al.15 also
offer considerations from which it follows that the surface
tension at the gas-lipid interface can be taken to be zero.

A. Resonance frequencies

Figure 2 shows the damped resonance frequency of an
encapsulated bubble as a function of equilibrium radius for
the three shell models at three values of the shell viscosity,

S=0.5, 1.0, and 1.5 Pa s. The values of the other shell pa-
rameters used in these calculations are RS=2 nm, �S

=166.7 MPa, and �=0.02 �s. The range of bubble radii was
chosen to correspond to the size of contrast agent mi-
crobubbles used in ultrasound medical applications. The
dashed line represents the damped resonance frequency of a
free bubble, fdf =�df /2�, calculated from Eq. �50�. Figure
2�a� demonstrates a well-known fact that a viscous shell de-
creases the resonance frequency with respect to that of a free
bubble and leads to the utter extinction of resonance re-
sponse for small bubbles. On the contrary, a viscoelastic
solid shell increases the resonance frequency relative to a
free bubble, see Fig. 2�b�. For small bubbles, however, the
viscous damping inside the shell again results in the absence
of resonance. The Maxwell model, Fig. 2�c�, shows a spe-
cific behavior that is not observed in the two previous cases,
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namely, if the shell viscosity is not too high, the resonance
frequency of a bubble with a viscoelastic fluid shell can be
both lower and higher than that of a free bubble. In other
words, as could be expected from what was said following
Eq. �10�, the Maxwell shell can behave in both the viscous
and elastic manner. The damped resonance frequency of a
bubble with a Maxwell shell, fdM =�dM /2�, becomes higher
than that of a free bubble, fdf, when the elastic properties of
the shell begin to predominate over its viscous properties.
This takes place when �dM� is large enough. It is found that
it is not necessary for this quantity to be large compared to
unity. For example, from Fig. 2�c� it follows that fdM be-
comes higher than fdf at �dM��0.68, which corresponds to
the resonant radius R20=0.79 �m at �=0.02 �s and 
S

=0.5 Pa s. With increasing �, which means increasing elas-
ticity of the shell, the critical value of R20 increases as well.
For example, for �=0.025 �s and the same shell viscosity,
the critical radius R20=0.95 �m. Note also that if fdM � fdf

and the Maxwell model goes into the elastic regime, the
resonance response persists for arbitrarily small bubbles as
the Maxwell model reduces to Hooke’s law which ignores
viscous damping. In regard to the 
S=0.5 Pa s curve in Fig.
2�c�, it is also interesting to note that, despite the presence of
the encapsulating shell, this curve remains very close to the
resonance curve for free bubbles within a wide enough range
of radii.

The form of the resonance function Q��� of the Max-
well shell model, Eq. �41�, in the elastic regime is specific as
well. The resonance functions of the two other models can be
only of two types, either with a global resonance peak or, if
the resonance response is suppressed by the shell viscosity,
monotonically decreasing as the driving frequency increases.
Figure 3 shows that the resonance function of the Maxwell
model in the range of bubble sizes corresponding to the elas-
tic regime can take the form of a curve with a local maxi-
mum. This effect gives rise to the resonance response for
indefinitely small bubbles. However, the strength of the reso-
nance oscillation of such bubbles can be smaller than the
strength of their nonresonance oscillation at a lower driving
frequency, see the R20=0.4 �m curve in Fig. 3�b�.

B. Damping coefficients

For the Kelvin-Voigt and viscous models, the damping
coefficients are identical, see Eq. �46�. The difference with
the Maxwell model is only in the shell viscosity term �
S

M , cf.
Eqs. �35� and �43�. Due to the factor �1+ ����2�−1, �
S

M is
always smaller than �
S

KV=�
S
V , the divergence increasing as

frequency increases. This means that the total damping for a
Maxwell shell is always smaller than that for the two other
types of encapsulation. The totals of the damping constants

FIG. 2. Damped resonance frequency as a function of equilibrium bubble
radius for three values of the shell viscosity 
S. �a� Viscous model, fdV

=�dV /2�; �b� Kelvin-Voigt model, fdKV=�dKV/2�, �S=166.7 MPa; �c�
Maxwell model, fdM =�dM /2�, �=0.02 �s. The shell thickness RS=2 nm.
The dashed line shows the damped resonance frequency of a free bubble.

FIG. 3. The resonance function Q��� of the Maxwell shell model for vari-
ous values of the equilibrium radius R20. �a� �=0.025 �s; �b� �=0.02 �s.
The shell viscosity 
S=0.5 Pa s and the shell thickness RS=2 nm.
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of the shell models are shown in Fig. 4 as functions of fre-
quency for equilibrium bubble radii of 0.5 �m, Fig. 4�a�, and
1 �m, Fig. 4�b�, assuming 
S=1.0 Pa s and RS=2 nm. The
upper curve in both the parts of Fig. 4 corresponds to the
Kelvin-Voigt and viscous models. The bottom �dashed� curve
gives the total damping coefficient for a free bubble, � f, cal-
culated from Eq. �48�. The three intervening curves were
obtained for the Maxwell model at three values of the relax-
ation time, �=0.01, 0.02, and 0.03 �s. It is seen that the
larger the relaxation time, the closer the Maxwell curve is to
that for a free bubble. As with resonance frequencies, we
again observe an interesting effect inherent in the Maxwell
model, namely the damping of a bubble with a Maxwell shell
can be fairly close to that for a free bubble.

Comparison of Figs. 4�a� and 4�b� shows that increasing
the bubble size makes all the curves approach each other.
This is an expected result since the relative contribution of
the viscous damping decreases with increasing bubble size as
follows from Eqs. �34�, �35�, �43�, and �48�. On the contrary,
the relative contribution of the acoustic damping increases as
is seen from Eq. �33�. But the acoustic damping coefficient is
the same for all the three shell models. Moreover, if the shell
thickness is small as in our case, the result of Eq. �33� does
not differ much from the acoustic damping for a free bubble,
Eq. �48�. As a consequence, the damping-frequency curves
for all the shell models and the free bubble come closer
together as the equilibrium bubble radius increases.

Both �
S
M and �
S

KV are linearly dependent on the shell
viscosity 
S. Therefore variations in 
S cannot lead to quali-
tative changes in Fig. 4 and are not exemplified here. Note
also that our analysis ignores the thermal damping. This ne-
glect is justified for MHz frequencies and micron-sized

bubbles which are used in ultrasound medical applications
since the relative contribution of the thermal damping is neg-
ligible under such conditions.5,26

C. Scattering cross sections

The scattering cross section of a bubble is defined as

�s = 4�r2�Ps
2�/Pa

2, �54�

where Pa is the pressure amplitude of the incident acoustic
wave and Ps is the pressure wave scattered by the bubble. In
the case of linear oscillation, Ps can be written as

Ps = �LR10
2 �̈/r , �55�

where � is defined by Eqs. �38�–�41�, provided the expres-
sions for the resonance frequency and the damping constant
are changed to those needed for the shell model considered.
Substituting Eq. �55� into Eq. �54�, one finds

�s =
4��L

2R10
2 �4

�2�S
2���2 − �m

2 �2 + �2�2�
, �56�

where, according to the model required, � is �M, �KV, or �V,
and �m is �0M, �0KV, or �0V, respectively. For a free bubble,
one has

�sf =
4�R0

2�4

��2 − �0f
2 �2 + �2� f

2 , �57�

where R0=R20 in our calculations.
Calculated values for the linear scattering cross sections

of the three shell models, normalized to the respective geo-
metrical cross sections of bubbles, are given in Fig. 5 as a
function of equilibrium bubble radius for a driving frequency
of 2.5 MHz. The values of the shell parameters used in these
calculations are RS=2 nm, 
S=1.0 Pa s, �S=166.7 MPa, and
�=0.05 �s. The scattering cross section for free bubbles is
presented by the long-dashed line. It is seen that the Kelvin-
Voigt model gives the vastly greater amplitude of the scat-
tering cross section than the two other models. This occurs as
the Kelvin-Voigt shell increases considerably the resonance
radius of encapsulated bubbles, while the resonant scattering
of larger bubbles is known to be of greater intensity. The
resonance radii of bubbles with the Maxwell and viscous
shells remain close to those for free bubbles, but unlike free

FIG. 4. Total damping coefficients as a function of frequency. �a� R20

=0.5 �m; �b� R20=1.0 �m. The shell viscosity 
S=1.0 Pa s and the shell
thickness RS=2 nm.

FIG. 5. Scattering cross sections as a function of equilibrium radius for the
three shell models and free bubbles �long-dashed line� at a driving frequency
of 2.5 MHz. The shell parameters are RS=2 nm, 
S=1.0 Pa s, �S

=166.7 MPa, and �=0.05 �s.
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bubbles, bubbles with the Maxwell and viscous shells un-
dergo the additional damping due to the shell viscosity. As a
result, the amplitudes of their scattering cross sections are
much less than for free bubbles resonant at the same frequen-
cies.

Figure 6 shows that increasing the relaxation time in the
Maxwell model increases the amplitude of the scattering
cross section, not giving rise, however, to an increase in the
resonance radius of the encapsulated bubble. As one would
expect, increasing the shell viscosity in the Maxwell model
results in decreasing amplitude of the scattering cross sec-
tion, see Fig. 7.

IV. TRANSLATIONAL MOTION

To compare predictions of the three shell models regard-
ing the translational displacement of encapsulated bubbles,
the values of the shell parameters were chosen as follows.
The shell thickness and the shell viscosity were set equal to
RS=2 nm and 
S=1.0 Pa s, respectively. The shear modulus
�S responsible for the elastic properties of the Kelvin-Voigt
model was set equal to �S=100 MPa. The relaxation time �
specifying the elastic properties of the Maxwell model was
taken to be equal to �=
S /�S=0.01 �s. This choice allows
one to reckon that the shell parameters of all the models are
commensurable so that differences in the predictions of the
models are due to qualitative rather than quantitative differ-
ences in their behavior. The values of the other physical pa-
rameters used in these calculations were the same as indi-
cated after Eq. �53�. It was assumed that bubbles were set in
motion by a single 20-cycle acoustic pulse with a pressure
amplitude of 100 kPa and a center frequency of 2.5 MHz.
The translational displacement was fixed after the termina-
tion of the pulse. Simulations were carried out by numeri-
cally calculating Eqs. �16� and �18� for the Maxwell model,
Eqs. �22� and �18� for the Kelvin-Voigt model, and Eqs. �25�
and �18� for the viscous model. The translational displace-
ment for free bubbles was calculated using the equations of
motion presented in Ref. 27. The results obtained are given
in Fig. 8. One can see that the peak displacement given by
the Kelvin-Voigt model exceeds those predicted by the other
two shell models. Since the Kelvin-Voigt shell increases the
resonance frequency of an encapsulated bubble with respect
to that of a free bubble of the same size, the bubble radius

corresponding to the Kelvin-Voigt peak displacement is con-
siderably larger than those for the other two shell models and
free bubbles. It is interesting to note that the Maxwell model
allows one to increase the value of the peak displacement by
increasing the relaxation time, not changing the value of the
shell viscosity and not increasing the value of the bubble
radius corresponding to the peak displacement. This effect is
illustrated in Fig. 8 by the upper Maxwell curve obtained at
�=0.03 �s, all the other parameters being the same.

V. CONCLUSIONS

Experimental data show that lipid-shelled contrast
agents have properties that distinguish them from albumin-
and polymer-shelled agents. Among such properties are low
resonance frequencies of lipid-shelled bubbles, different de-
struction mechanisms, and the specific structure of lipid
monolayer coatings being a combination of condensed phase
domains surrounded by fluid-like regions. These experimen-
tal observations suggest that a viscoelastic fluid may be a
better approximation for lipid shells than a viscoelastic solid
or a simple viscous fluid. Based on this hypothesis, a new
theoretical model for a lipid-shelled bubble has been pro-
posed. The model assumes that the rheological behavior of
the lipid shell follows the linear Maxwell constitutive equa-
tion. The model also incorporates the translational motion of
the bubble and radiation losses due to the compressibility of

FIG. 6. Scattering cross sections as a function of equilibrium radius for the
Maxwell shell model with �=0.05, 0.1, and 0.2 �s, at a driving frequency
of 2.5 MHz. The shell viscosity 
S=1.0 Pa s and the shell thickness RS

=2 nm. The dashed line corresponds to free bubbles.

FIG. 7. Scattering cross sections as a function of equilibrium radius for the
Maxwell shell model with 
S=0.5, 1.0, and 1.5 Pa s, at a driving frequency
of 2.5 MHz. The relaxation time �=0.1 �s and the shell thickness RS

=2 nm. The dashed line corresponds to free bubbles.

FIG. 8. Translational displacement as a function of equilibrium bubble ra-
dius. Bubbles are insonified with a 20 cycle, 2.5 MHz, 100 kPa acoustic
pulse. The displacement is fixed after the termination of the pulse. The shell
parameters are RS=2 nm, 
S=1.0 Pa s, and �S=100 MPa. The curves for
the Maxwell model are calculated at �=0.01 and 0.03 �s.
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the surrounding liquid. To reveal physical features of the new
model, comparative analysis has been performed between
this model and two existing models. One of them treats the
encapsulation as a viscoelastic solid following the Kelvin-
Voigt constitutive equation, and the other assumes that the
encapsulating layer behaves as a viscous Newtonian fluid.
Comparison between the three shell models was carried out
for resonance frequencies, damping coefficients, and scatter-
ing cross sections in the regime of linear oscillation. Numeri-
cal simulations on the translational dynamics were made for
weakly nonlinear excitation by using the general, nonlinear-
ized equations of motion. Analogous results for free bubbles
were used as a common basis to which calculations made for
encapsulated bubbles can be related. It has been shown that
the new model possesses specific physical features that are
unavailable in the two other models.
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Optical measurements of the self-demodulated displacement and
its interpretation in terms of radiation pressure
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Using a sensitive optical interferometer, the low frequency displacement nonlinearly generated by
an ultrasonic tone burst propagating in a liquid is studied. Close to the source, the low frequency
displacement contains a quasi-static component, which is affected by diffraction effects farther from
the transducer. The experimental setup provides quantitative results, which allow the determination
of the nonlinearity parameter of the liquid with a good accuracy. Such measurements are carried out
in water and ethanol. Finally, the pressure associated with the low frequency displacement is
discussed. Introducing the temporal mean value of the displacement, as already done in lossless
solids, the noncumulative part of this second order pressure is associated with the static part of the
low frequency displacement. This interpretation leads to extend the definition of the Rayleigh
radiation pressure usually introduced for a continuous plane wave radiated in a confined fluid.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2730624�

PACS number�s�: 43.25.Zx, 43.25.Ba, 43.25.Qp �MFH� Pages: 3341–3348

I. INTRODUCTION

Due to their complexity, optical sensors are rarely used
to measure acoustic quantities. Nevertheless, they offer sev-
eral advantages compared with standard piezoelectric hydro-
phones, like a better spatial resolution �typically 50 �m�, a
good sensitivity and a larger bandwidth �especially in the
low frequency domain�. Indeed, optical probes are able to
measure transient displacements smaller than 0.1 nm, in a
frequency range running from a few kHz to 50 MHz.1 They
constitute a reference method for the characterization of ul-
trasonic transducers2 and for the absolute calibration of pi-
ezoelectric hydrophones.3,4 In this paper, the ability of opti-
cal interferometers to measure accurately weak amplitude
displacements of relatively low frequencies is used to study
the nonlinear self-demodulation of an ultrasonic tone burst in
the MHz range.

“Self-demodulation” refers to the low frequency signal,
which is nonlinearly generated by the propagation of a
higher frequency tone burst. It results from the nonlinear
interaction of the harmonic components contained in the tone
burst spectrum. Berktay derived an asymptotic far field axial
solution for the demodulated wave, proportional to the sec-
ond time derivative of the amplitude modulation.5 This de-
modulated wave form expression has been experimentally
confirmed by far field axial measurements.6,7 Gurbatov,
Demin, and Malakhov8 have also studied the effect of an
additional frequency modulation. Averkiou, Lee, and Hamil-
ton have experimentally and theoretically studied the case of
strongly thermo-viscous fluid.9 They found that the KZK
�Khokhlov-Zabolotskaya-Kuznetsov� nonlinear parabolic
wave equation10 accurately describes the entire process, from

near field to far field areas. Recently, Tournat, Gusev, and
Castagnède have investigated the self-demodulation process
in granular materials.11

Using Lagrangian coordinates �a , t�, let us consider the
nonlinear propagation equation for a plane wave, in a semi-
infinite �a�0� lossless fluid12

1

c0

�U

�t
+

�U

�a
=

�

2
� �U

�a
�2

. �1�

U is the displacement of the fluid particle referenced by its
position a at rest, c0 is the sound speed of the fluid at rest,
and � is the acoustic nonlinearity parameter.

Since we focus on the nonlinear propagation of a tone
burst, the transient source condition is:

U�a = 0,t� = U0�t�sin��0t� , �2�

where U0�t� is the amplitude modulation, which slowly var-
ies versus time in comparison with the term of angular fre-
quency �0. In order to establish an approximate solution of
Eq. �1�, we use the method of successive approximations:
U=U1+U2+ . . ., where U2�U1. In this “quasi-linear” ap-
proach �or weak nonlinearity approximation�, U1 denotes the
displacement in linear regime �first order in acoustic Mach
number M =�0U0 /c0� and U2 represents the waves induced
by the nonlinear propagation �second order in M�. Introduc-
ing the retarded time �= t−a /c0, assuming that the primary
wave U1 propagates without any change of its wave form �so
that �U0��� /�a=0� and omitting the nonlinear term corre-
sponding to the second harmonic, Eq. �1� becomes at second
order in M
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The low frequency �LF� displacement of the fluid particle
located at a distance z from the source is deduced from Eq.
�3�

ULF�a = z,t� =
�

4
k0

2zU0
2�t −

z

c0
� , �4�

where k0=�0 /c0 is the wave number. Increasing linearly
with the acoustic intensity and with the propagation distance
z, as the amplitude of the second harmonic component simul-
taneously generated, this LF displacement results clearly
from a nonlinear and cumulative process. For a high fre-
quency continuous wave, the displacement ULF is static and
it is proportional to the square of the amplitude U0 of the
emitted displacement.

In a real fluid, where thermoviscous phenomena have to
be taken into account, the LF displacement ULF and the ab-
sorption coefficient �0 of the primary wave both increase as
the square of the frequency. So this frequency must be ap-
propriately chosen in order to lead to a sufficiently large LF
displacement, without any prohibitive absorption dramati-
cally limiting the nonlinear process. For example, in water
�c0=1500 m/s, �=3.5� and for a primary wave amplitude
U0=5 nm at a frequency f0=10 MHz ��0=2.4 Np/m�, a
1 nm LF displacement would be expected at a distance z
=25 mm from the transducer. At this distance, the primary
wave attenuation is only 0.5 dB.

In this paper, we show that such small LF displacements
can be measured with a sensitive optical interferometer.
Measurements are carried out in a large water tank at differ-
ent distances from the transducer and for various amplitudes
of a tone burst whose temporal shape is rectangular. We
verify experimentally that, close to the source, the LF dis-
placement contains a quasistatic component, which is af-
fected by diffraction effects farther from the transducer. If
diffraction effects do not invalidate Eq. �4�, the acoustic non-
linearity parameter of the fluid can be measured. Finally, we
discuss the LF pressure pLF associated with ULF. This pres-
sure contains both a standard cumulative contribution and a
noncumulative one. Studying the latter, we suggest that close
to the source, a quasi-static pressure is associated with the
quasi-static part of the LF displacement. Using a plane wave
analysis, we show that this quasi-static pressure is a conse-
quence of a constant �with respect to the spatial coordinate�
mean displacement gradient. It may be identified as an ex-
tension of the Rayleigh radiation pressure usually introduced
for plane continuous waves radiated in a confined fluid. Be-
cause of the diffraction of the LF displacement, this quasi-
static pressure is cancelled when the propagation distance
increases.

II. EXPERIMENTS

An optical interferometer is used to measure the LF dis-
placement nonlinearly induced by an ultrasonic tone burst
having a rectangular shape. Measurements at various dis-
tances from the transducer and for different amplitudes of

emission are carried out with planar and focused transducers.
From these results, the nonlinearity parameters of both water
and ethanol are deduced.

A. Experimental setup

The experimental setup is represented in Fig. 1. A piezo-
electic transducer �central frequency f0=10 MHz, diameter
d=10 mm� is immersed in a water tank whose size is very
much larger than the acoustic beam. This transducer is
mounted on a micrometric stage allowing displacements
along the three perpendicular axes. It radiates a tone burst,
which is obtained by multiplying a harmonic signal with an
adjustable duration rectangular envelope. The duration is
chosen short enough to lead to a quasi-transient diffraction
regime, allowing the assumption of a plane wave in the near
field area. Furthermore, as shown in Sec. II E, short dura-
tions avoid important acoustic streaming effects. The ampli-
tude of the transmitted ultrasonic wave is controlled via an
attenuator. Before its application to the transducer, the elec-
tric signal is bandpass filtered, in order to eliminate the pos-
sible components nonlinearly generated by the emission de-
vice.

Wave induced displacements are measured by a high
sensitive optical heterodyne interferometer, whose probe
beam is reflected by a thin metallized membrane of Mylar
�thickness 12 �m� immersed in front of the transducer.3 As
already described elsewhere13 the modulation of the path of
the probe beam is transposed into a phase modulation �� of
the photodiode current in the radio frequency domain by a
change of the optical frequency with an acousto-optic modu-
lator �Bragg cell operating at the frequency fB=70 MHz�.
Then, the normal displacement U of the membrane modu-
lates the optical beam phase, according to the relation

���t� = 2KeffU�t� , �5�

where Keff=2	neff /
 is the effective optical wave number,
taking into account the modification of the optical refraction

FIG. 1. �Color online� Experimental setup.
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index of water induced by the acousto-optic interaction. For
a plane wave propagating in water, it can be shown3,14 that
neff�1.

This phase modulation can be numerically or analogi-
cally extracted from the photodiode current. In order to re-
duce electronic noise, the photocurrent is bandpass filtered
between fB±25 MHz. The low frequency displacement ULF,
corresponding to the low frequency components of the phase
modulation, is selected by using a narrower bandpass filter
�fB±3 MHz�.

This experimental setup leads to the displacement mea-
surement of a fixed fluid particle. Moreover, taking into ac-
count the thickness of the membrane �12 �m� and the im-
pedance of Mylar �2.9 MRayl. �, the membrane can be
considered as transparent to ultrasounds in this frequency
range. This transparency ensures the absence of a reflected
wave. Then, the measured displacements are Lagrangian
quantities.

B. Experimental results

First experiments were carried out at 10 MHz with a
planar transducer having a 10 mm diameter. In Fig. 2, space-
time representations of both tone burst and LF displacements
are reported for a distance from the transducer to the mem-
brane equal to z=3 mm. The LF displacement component
has a rectangular temporal shape similar to the tone burst
envelope and an amplitude smaller than 1 nm. When placing
the membrane as close as possible to the transmitter, no LF
component is detected. Thus, this component is not directly
radiated by the transducer. The spatial extension of the LF
frequency displacement corresponds to the transducer diam-
eter.

In Figs. 3 and 4, displacements are represented as a
function of time, for z=3 mm, for various amplitudes of
emission and for two tone burst durations �1 and 2 �s�. We
find a rectangular LF displacement shape. Neither its ampli-
tude nor its shape vary when the tone burst duration changes,

in opposition to what was mentioned by Yost and Cantrell in
similar measurements performed in solids.15 The LF dis-
placement amplitude varies quadratically with the tone burst
amplitude �see also Fig. 9�. These results are similar to those
recently published in the case of a solid.16 A discussion about
the pressure associated to the quasi-static part of the LF dis-
placement is presented in Sec. III.

At a distance z=22 mm, the temporal shape of the low
frequency displacement changes �Fig. 5�. It tends towards
the time derivative of the wave form observed close to the
source. In linear acoustics, this is a characteristic of a tran-
sient diffraction regime: in the far field, the temporal wave
form tends towards two short pulses with opposite signs.17

To specify the study of the LF displacement diffraction
regime, a measurement was implemented at the 70 mm focal
point of a focused transducer in water �diameter d=10 mm
and central frequency f0=10 MHz�. Despite the filtering
consequence, the obtained signal is closed to the time deriva-
tive of the tone burst envelope �Fig. 6�. On the space-time
representation �Fig. 7�, we distinguish a contribution to the
LF displacement whose lateral extension corresponds to that

FIG. 2. Space-time representations of the tone burst displacement U �a� and
associated low frequency component ULF �b�, at a distance z=3 mm.

FIG. 3. Displacements �tone burst U and low frequency component ULF� at
a distance z=3 mm from the source, measured for various excitation ampli-
tudes. The tone burst duration is 1 �s. The tone burst displacement corre-
sponds to the highest level amplitude.

FIG. 4. Displacements �tone burst U and low frequency component ULF� at
a distance z=3 mm from the source, measured for various excitation ampli-
tudes. The tone burst duration is 2 �s. The tone burst displacement corre-
sponds to the highest level amplitude.
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of the focal spot but which is temporally more extended than
the tone burst. This membrane displacement corresponds to a
momentum transfer to the membrane induced by acoustic
streaming. Thought this is not the subject of the paper, we
briefly discuss this effect in Sec. II E.

Figure 8 shows the LF displacement amplitude versus
the distance z between the planar transducer and the mem-
brane. The amplitude increases linearly until a distance z
=25 mm, from which the cumulative process is limited by
the diffraction of the LF component. These measurements
have been performed using a �=1 �s duration envelope. So
the Fresnel diffraction distance d2 / �8c0��, calculated as if
ULF was emitted in linear regime by the transducer, is about
8 mm. Increasing �, we have checked experimentally that
the diffraction distance of ULF decreases. However, in this
experiment, the interference of the main and edge LF waves
occurs at a larger distance �z�20 mm�. Thus, in spite of the
linear diffraction effect, the LF displacement component re-
mains collimated farther, thanks to the nonlinear cumulative
antenna effect. The attenuation and Fresnel distances of the
high frequency tone burst are, respectively: La=1/�0

=42 cm and d2f0 / �4c0�=16.7 cm. So neither the attenuation
nor the diffraction of the primary beam limits the cumulative
process.

C. Nonlinearity parameter measurement

The nonlinearity parameter of the fluid can be deter-
mined from Eq. �4�. For this purpose, we use again a tone
burst with a relatively short duration �1 �s�. This choice is
the result of a trade-off between the need for a quasi-
transient diffraction mode of the tone burst �allowing us to
measure U0� and an emitted spectrum which is sufficiently
narrow to clearly identify the LF component. Then, the LF
displacement amplitude is measured for various emission
amplitudes U0, at a distance z where it is not perturbed by
diffraction effects.

The LF displacement amplitude is represented in Fig. 9,
as a function of the quantity x=zk2U0

2 /4 �in nanometer�. A
linear dependence is clearly observed, which confirms the
quadratic behaviour of ULF versus U0. According to Eq. �4�,
the slope value, deduced from a least mean squared linear
regression, is equal to the fluid nonlinearity parameter �.
Values obtained for water ��=3.57�, and ethanol ��=6.42�
are in good agreement with those found in the literature

FIG. 6. Displacements �tone burst U and low frequency component ULF�
measured at the focal distance of a focused transducer.

FIG. 7. Space-time representations of tone burst and low frequency dis-
placements, measured at the focal distance of a focused transducer.

FIG. 8. Low frequency displacement amplitude ULF versus the propagation
distance z.

FIG. 5. Displacements �tone burst U and low frequency component ULF� at
a distance z=22 mm from the source, measured for various excitation am-
plitudes. The tone burst duration is 2 �s. The tone burst displacement cor-
responds to the highest level amplitude.
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��water=3.5 and �ethanol=6.15�.18 Thus, the self-demodulated
signal can provide another method to measure nonlinearity
parameters, alternative to usual ones.19–21

D. Far field measurements

Using the same planar transducer, as in previous sec-
tions, we have measured in water, without any filtering, the
total displacement at a longer distance from the source z
=34 cm. The obtained signal for an initial 6 MHz frequency
tone burst is represented in Fig. 10�a�. A remaining nonzero
high frequency component can be observed. At 6 MHz, the
attenuation distance is La=1.16 m. The signal obtained with
a tone burst of initial frequency 15 MHz �La=0.19 m� is rep-
resented in Fig. 10�b�. The 15 MHz spectral component has
completely disappeared. The remaining signal is only com-
posed of two short pulses, corresponding to the diffracted
low frequency displacement. This axial far field displace-
ment corresponds to the asymptotic expression formulated
by Berktay, where the LF pressure is proportional to the
second time derivative of the envelope.5

E. Acoustic streaming

In this section, we discuss the influence of the acoustic
streaming in our experiments. The propagation of powerful
sound waves in liquids and gases frequently leads to the
appearance of nonperiodic motions of the medium �flows�

called acoustic streaming. Due to its tensile strength, the My-
lar membrane is no longer transparent for a very low fre-
quency signal. Thus, such flows are able to transfer a mo-
mentum quantity and then to move the membrane. The force
F exerted by the streaming depends on the viscosity of the
fluid22,23

F =
�0

��0c0�2 p2, �6�

where p is the acoustic pressure and �0 is the fluid density at
rest.

In Sec. II B, we have assumed that the temporally ex-
tended displacement observed in Figs. 6 and 7 at the focus of
the concave transducer was induced by a streaming effect. In
order to check this assumption, we have studied the influence
of the central frequency f0 of the tone burst. Figure 11 rep-
resents total displacements at the focal point of the trans-
ducer for 9 and 10 MHz tone bursts having a �=15 �s time
duration. We have checked that at these two frequencies the
same amplitude was transmitted by the transducer. We ob-
served that such long tone bursts induce large “nonperiodic”
displacements increasing with the frequency like the attenu-
ation coefficient �0. If we compare the nonperiodic displace-
ment induced by the 15 �s tone burst �Fig. 11�a�� with that
induced by the 1 �s tone burst �Fig. 6�, we notice that the
amplitude of this effect is a function of the tone burst dura-
tion. This nonperiodic displacement seems to result from an
accumulation of the momentum transfer from the wave to the
medium.22 Then, a tone burst short enough, as chosen in our
experiments �1 �s�, avoids strong disturbances due to the
acoustic streaming effect.

III. DISCUSSION ABOUT THE ASSOCIATED
PRESSURE

In this section, we discuss the pressure associated with
the LF displacement experimentally studied. Let us first con-
sider the second order state equation in a lossless fluid

P − P0 = A�� − �0

�0
� +

B

2
�� − �0

�0
�2

, �7�

where P and � are the fluid pressure and density, P0 and �0

are their values at rest and A=�0c0
2 and B=�0

2��2P /��2��0
are,

respectively, the first and second order coefficients of the

FIG. 9. Nonlinearity parameter � measurement: �a� in water �z=20 mm�,
�b� in ethanol �z=15.5 mm�. Crosses mark measurement points. Straight
lines are obtained by a least squared linear regression. The slope gives the
value of the nonlinearity parameter �.

FIG. 10. Total displacement U, measured �without narrowband filtering� at
a distance z=34 cm from the source. �a� Tone burst of initial frequency
6 MHz. �b� Tone burst of initial frequency 15 MHz.

FIG. 11. �a� Total displacement U, measured �without narrowband filtering�
at the focal point of a focused transducer, for a 15 �s tone burst duration,
and for two frequencies: black curve �f =9 MHz�, gray curve �f =10 MHz�.
�b� The amplitude is divided by the absorption coefficient �0.
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Taylor expansion. Using the one-dimensional continuity
equation ��0 /��=1+�U /�a, Eq. �7� becomes

P − P0 = − A
�U

�a
+ �A� �U

�a
�2

. �8�

Following the perturbation method described in the introduc-
tion, the second order acoustic pressure in M is: p2

=−A��U2 /�a�+�A��U1 /�a�2. Since we focus only on the LF
components of p2, Eq. �4� is used to calculate the second
order displacement U2. The LF pressure is then

pLF�a = z,�� =
A�k0

2

4
� z

c0

�U0
2���

��
+ U0

2���� , �9�

where pLF contains both a cumulative contribution �propor-
tional to the propagation distance z� and a noncumulative
one. Following the weak nonlinearity approximation, the su-
perposition principle still holds for nonlinearly induced
waves and these two contributions to the pressure add.

A. Cumulative contribution to the LF pressure

Since for a plane wave, the nonlinear local term of the
propagation equation is cancelled,24,25 the cumulative contri-
bution to pLF can also be derived from Eq. �4� using the
relation PLF

C �z ,��=�0c0��ULF/���. This pressure results from
the nonlinear interaction of the different frequency compo-
nents contained in the spectrum of the emitted tone burst. It
has been fully studied in literature, where measurements
have been realized using hydrophones.7–9 Taking into ac-
count diffraction and attenuation effects, Averkiou, Lee, and
Hamilton have derived an analytical expression of this LF
pressure on the axis of a piston-like transducer.9 Assuming
far field conditions, where the emitted tone burst is totally
attenuated, the axial LF pressure is shown to be inversely
proportional to the propagation distance a and proportional
to the second time derivative of the squared envelope U0

2���.
In Eq. �9�, the cumulative contribution to pLF, derived for a
plane wave in a lossless fluid, is consistent with their expres-
sion: if the initial tone burst is fully attenuated, the linear
dependence with z no longer stands and diffraction acts in far
field as the operator 1 /z� /��. In our experiments, close to
the source, this contribution to the LF pressure would be zero
between the edges of the rectangular envelope of the tone
burst.

B. Noncumulative contribution to the LF pressure

Instead of using a perturbation method, we propose now,
as already done in the case of lossless solids,12 to consider
the constant part of the LF displacement in the near field of
the transducer, as a nonzero temporal mean value of the cor-
responding part of the total displacement. So we derive the
mean excess pressure generated by the part of our rectangu-
lar tone burst that is in steady state regime, assuming also
that it is a plane wave. In other words, the following calculus
is valid for a plane continuous wave, so it is not applied to
the transient parts of the rectangular envelope.

Since, in steady state regime, the mean particle velocity
��U /�t	T0

vanishes in Lagrangian coordinates,26 time averag-

ing Eq. �1� over a cycle �i.e., averaging over the period T0

=1/ f0, that corresponds in practice to a low-pass filtering in
experiments� leads to the mean value of the displacement
gradient


 �U

�a
�

T0

=
�

2

� �U

�a
�2�

T0

. �10�

Besides, in linear regime, kinetic and potential energy densi-
ties are equal for a plane wave, so that the total energy den-
sity is

E = A� �U

�a
�2

. �11�

By time averaging Eq. �8� and using Eqs. �10� and �11�, the
Lagrangian mean excess pressure expresses as

�P − P0	T0
= − A
 �U

�a
�

T0

+ A�
� �U

�a
�2�

T0

=
�

2
�E	T0

.

�12�

The common expression of the Rayleigh radiation pressure
exerted on a perfectly absorbing target, usually derived for a
continuous wave in a confined fluid, is retrieved here.26–28

�P− P0	T0
is a second order quantity, which is noncumulative

and which is both proportional to the nonlinearity parameter
and to the linear energy density.

Introducing the static displacement Us= �U�a , t�	T0
and

integrating Eq. �10� from the source �a=0� to the observation
point �a=z�, we obtain

US�a = z,t� =
�P − P0	T0

A
z . �13�

Since in linear regime the energy density is E
=Ak0

2U0
2 cos2����, Eq. �13� leads to the same result as Eq. �4�

in harmonic regime. Moreover, the LF pressure defined by
Eq. �9� is retrieved with Eq. �12� in the particular case of a
continuous wave �where U0 remains constant�. We notice
that in harmonic regime, there is no cumulative component
of the pressure. The only “LF” pressure component has a
frequency equal to zero: it is the static Rayleigh radiation
pressure.

C. Experiment interpretation

Thus, the quasi-static part of the LF displacement mea-
sured in the near filed of our transducer can be related to a
quasi-static pressure. This interpretation leads to extend the
definition of the Rayleigh radiation pressure, which usually
concerns continuous plane waves in confined fluids. In our
experiment, the transducer is sufficiently directive to confine
the nonlinearly induced quasi-static pressure in its near field.
Farther from the source, the diffraction effect affecting ULF

can be regarded as the equalization of this quasi-static pres-
sure with the ambient pressure P0 in the surrounding fluid.
The self-demodulated displacement can also be linked to this
quasi-static pressure, but it requires the tone burst to reach a
steady state regime �i.e., to have a sufficiently large rectan-
gular envelope, compared with T0�.
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The order of magnitude of the quasi-static pressure can
be deduced from Fig. 8: in the linear zone, the slope of the
curve �710−8� corresponds to the mean displacement gra-
dient. In water �A=2.25 GPa�, the mean excess pressure, de-
duced from Eqs. �10� and �12�, is then found to be of the
order of 150 Pa. Such a small pressure would be difficult to
measure with piezoelectric hydrophones.

Since the total LF pressure generated by the tone burst is
the sum of the noncumulative quasi-static component with a
cumulative pressure �Eq. �9��, the order of magnitude of this
latter also has to be examined. In our experiments, for a
propagation distance z=3 mm, its amplitude �calculated by
time differentiating the LF displacement represented in Fig.
3� is ten times greater than the quasi-static pressure one.
Moreover, as it is cumulative, it increases with the propaga-
tion distance, whereas diffraction cancels the quasi-static
pressure. However, even if the cumulative part of the acous-
tic pressure dominates, the two contributions do not appear
at the same time in the signal.

IV. CONCLUSION

This experimental study deals about the self-
demodulation of a high frequency tone burst, having a rect-
angular envelope with a relatively short time duration. These
conditions ensure several advantages. First, the central fre-
quency chosen for the tone burst provides measurable non-
linear effects. Second, in the near field domain, diffraction
effects can be neglected in transient regime, allowing a plane
wave analysis. Furthermore, the short duration of the tone
burst avoids strong acoustic streaming effects.

Using a sensitive optical interferometer coupled with a
metallized Mylar membrane immersed in the fluid, measure-
ments have been carried out for various emission amplitudes,
at different distances from the source. In the near field, the
self-demodulation corresponds to a low frequency displace-
ment having a rectangular shape like the tone burst envelope.
For water and ethanol, the acoustic nonlinearity parameters
deduced from the LF displacement measurements are in
good agreement with previous results. Farther from the
source, the increase of the LF displacement amplitude with
the propagation distance is limited by the effect of diffrac-
tion.

The pressure associated with the LF displacement was
discussed under a plane wave assumption. The first contribu-
tion, well known, is cumulative and results from the nonlin-
ear interaction of the different frequency components of the
tone burst. A second one, noncumulative, results from a con-
stant mean displacement gradient. This quasi-static pressure
associated with the static part of the LF displacement has
been formally identified as the Rayleigh radiation pressure,
which is here extended to the case of a tone burst in an
unconfined fluid. Indeed, near the transducer, the beam direc-
tivity confines the sound field sufficiently to create a quasi-
static pressure in a volume, without balancing immediately
with the surrounding fluid equilibrium pressure. However,
since this quasi-static pressure is not cumulative: as the dis-
tance from the transducer increases, it becomes small in
comparison with the cumulative LF pressure. Furthermore,

as a consequence of the diffraction effects affecting the LF
component, the quasi-static pressure is cancelled.
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Several versions of the dispersion formula governing the acoustic propagation in bubbly liquids are
shown to exhibit acausal behavior. The cause of this behavior is due to the inappropriate application
of a low frequency approximation in the determination of the extinction of the signal from radiative
scattering. Using a corrected causal formula, several principles of wave propagation in bubbly
media consistent with the general theory of wave propagation in dispersive media are demonstrated:
There exist two precursors to any finite signal. Both propagate without regard to the source
characteristics at velocities, frequencies, and amplitudes dependent wholly upon the characteristics
of the medium supporting the wave motion. The first travels at the infinite frequency phase velocity
that is coincident with the infinite frequency limit of the group velocity. That part of a propagating
wave oscillating at the source frequency arrives at a time determined by the signal velocity.
Analogous to the well known signal velocity of electromagnetic wave propagation in conducting
media, the value of the signal velocity depends on the detailed structure of the dispersion formula
in the complex frequency plane. �DOI: 10.1121/1.2724242�

PACS number�s�: 43.30.Es, 43.20.Bi, 43.20.Hq, 43.25.Yw �TDM� Pages: 3349–3362

I. INTRODUCTION

In this work we present a correction that makes the dis-
persion formula for acoustic wave propagation in bubbly liq-
uids based on the material contained within the work of
Devin1 analytic in the upper-half complex frequency plane.2,3

The main physical consequence of analyticity in this domain
is causality. The velocity of any signal will be seen to be
limited by the infinite frequency limit of the phase velocity
of the medium. A further consequence is the existence of a
frequency dependent signal velocity distinct from both the
group and phase velocities. This is the true velocity of the
broadcast signal. The group velocity is, in fact, only a close
approximation to the signal velocity at the infinite frequency
limit. The causal form of the dispersion formula provides a
correction to the attenuation of the wave predominantly at
frequencies far above bubble resonance, providing an
asymptotic floor of the attenuation of an acoustic wave in a
bubbly liquid and explains an apparent discrepancy between
the theory and experimental values reported in Ref. 2.

The acausal behavior of the linearized effective medium
theory of signal propagation in bubbly media should not be
surprising given that the paragraph following Ref. 2, Eq. �30�
explicitly states that errors of order c0

−2 of Keller’s bubble
radius equation can be neglected.4–6 Thus justifying using
the bubble radius as the small amplitude bubble oscillation
expansion parameter. The proper expansion factor should
have been the unitless scattering parameter �=ka=�a /c0

�1, where � is the incident wave’s angular frequency, a the
bubble radius, and c0 the infinite frequency phase speed
equivalent to the quiescent phase speed of a liquid without
bubbles. While the uncorrected dispersion formulas and our
correction are nonetheless valid over a wide range of bubble

sizes and environmental parameters, typical oceanic environ-
ments where the bubble size distribution is peaked for bubble
radii on the order of a few tens of microns, ����10−8 s,
the signal frequencies would need to be of the order of
10 MHz before ��1. This high frequency behavior relative
to the bubble size is a regime that may very well lie outside
the realm of validity for the theory. However, we will dem-
onstrate that a self-consistent theory is necessary at lower
frequencies as well.

Theoretically one calculates a signal’s space-time depen-
dence for times, such that the dimensionless time �= tc0 /x
�1, for x and t the signal propagation distance and time of
flight, respectively, via the Fourier integral describing wave
propagation. Due to the physically complex nature of the
dispersion relations, the behavior of the integrand is best
understood by using an analytical method, specifically the
method of steepest descent.7,8 Application of this method
leads to the result that a receiver of any signal propagating in
a dispersive medium could expect to detect three separate
arrivals spread out in time. See, for example, Ref. 8 pp.
296–325 for an especially lucid discussion of waves travel-
ing in a mildly dispersive medium. The first arrival, called
the Sommerfeld precursor, always travels at the phase speed
of the asymptotic high frequency limit for the medium but
with an amplitude dependent only upon the physical charac-
teristics of the dispersive medium and not on the source char-
acteristics �i.e., frequency, amplitude, etc.�. In this limit the
precursor’s velocity is also coincident with the infinite fre-
quency limit of the group velocity for which the identifica-
tion of the velocity of the carrier frequency portion of the
wave is exact. A second arrival, called the Brillouin precur-
sor, arrives some time later with larger amplitude, but prior
to the arrival of the signal oscillating with the carrier fre-
quency. Again the characteristics of the Brillouin precursor
are dependent only upon the physical characteristics of the
medium.

a�Author to whom correspondence should be addressed Electronic mail:
gregory.orris@nrl.navy.mil
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That part of the signal driven at the carrier frequency
arrives some time later yet, leading to the definition of a
velocity called the signal velocity.9,10 The velocity of a signal
is heuristically defined as the time for which the path of
integration of the steepest descent method passes through the
real � axis at the broadcast carrier frequency.10 As it turns
out its value for most frequencies with weak dispersion co-
incides very nearly with Stokes’ original definition of the
group velocity. However, at frequencies within the anoma-
lous absorption region, corresponding to the maximum of the
absorption peak, the time of arrival of the signal is clearly
differentiated from what one would expect if the wave front
traveled at the group velocity, defined via the derivative of
the angular frequency with respect to the wave vector.

The subject of causality and acoustic signal propagation
in bubbly media has relatively recently been revisited in a
series of articles by Leander and Ye.11–14 One of the conclu-
sions of these articles is that a dispersion formula based on
linearized low frequency solutions of the bubble radius pul-
sations are acausal. While providing a proof of the infinite
frequency limit of the velocity of a signal, the treatment in
these articles was incomplete since it did not explicitly con-
tain the necessary correction to bring the bubbly liquid
acoustic dispersion formula into compliance with causality.
This is despite the fact that there appears to be an unpub-
lished correction to the formulation attributable to Leander.6

Nor did these treatments calculate a wave front’s velocity
save for the infinite frequency limit. The velocity in this
infinite frequency limit was therein identified with the propa-
gation of the energy of a wave front.7 We shall demonstrate
that this definition of the wave front velocity is incorrect.
This is, in fact, the velocity of the first precursor to the forced
oscillations with its behavior being wholly dependent upon
the specific parameters of the bubbly liquid, not the source
characteristics. Even more recently a series of articles has
appeared investigating the propagation of extremely short
pulses in a bubbly liquid. This work is encouraging since it
predicts and presents experimental evidence of these wave
phenomena. However, the systems considered were of very
low void fraction.15,16

Our aim in this paper is to present modifications to the
dispersion formulas that are valid for void fractions more
appropriately found, but not limited to ocean acoustic experi-
ments. Thus we start the next section by briefly revisiting the
definitions of group velocity and phase velocity for a one-
dimensional scalar wave in a dispersive medium. The re-
mainder of this paper will explore the concepts of signal
velocity for the highly dispersive medium of bubbly liquids.
As it turns out this system parallels aspects of the theory of
Somerfeld9 and Brillouin10 precisely because the systems can
be cast in very similar form due to their origins. In the elec-
tromagnetic case this form is the Lorentz conduction electron
theory where the harmonic motion of the electrons is
damped. In the bubbly liquid theory it is the damped har-
monic oscillation of the gas bubble in the liquid. We will
offer an analysis for the bubbly media case based upon the
lucid description found in the textbooks of Jackson, Stratton,
and Brillouin.7,8,17 This method will be used to calculate ar-
rival times for a monodispersed bubble size population from

frequencies of a few hundred Hertz to well above resonance,
around 100 kHz. Generalization to the full model with a con-
tinuum of bubble sizes is straightforward, however much
more computationally intensive and not any more enlighten-
ing for the present purposes since the basic physics and
analysis remain the same.

II. CAUSALITY AND THE BUBBLY LIQUID DISPERSION
FORMULAS

In this section we briefly review the bubbly liquid dis-
persion formula and discuss the relationship between disper-
sion formulas and causality in bubbly liquids by introducing
the concepts of Sommerfeld and Brillouin that were used to
prove the causality of electromagnetic signals in the presence
of dispersive metallic compounds.

A. Causality for general dispersive media

We will address the case of a finite length pulse com-
posed of plane waves propagating in a general dispersive
acoustic medium. This medium is assumed to be homoge-
neous and isotropic. Specifically, we will consider a pulse
centered on the angular frequency �c originating from a
point source located at position x=0 at time t=0, and propa-
gating through an infinite dispersive acoustic medium cre-
ated by the introduction of many small scatterers �i.e.,
bubbles� into a quiescent base medium. In one dimension the
disturbance is described at the point x at time t by the Fourier
integral

f�x,t� =
1

2�
�

−�

�

d� f̃���exp�− i�t + ik���x� , �1�

where f̃��� is the distribution of frequencies of the initial
disturbance at the origin. If f�0, t� is real, as is true for real
signals, then so should f�x , t�, therefore one can show via
analyticity arguments that

f̃�− �� = f̃*��� , �2a�

k�− �� = − k*��� , �2b�

for real frequencies �. �See Ref. 18, pp. 17 and 18, for a
much fuller discussion on the analyticity requirements of the
dispersion formula of real signals.�

Because the signal is of finite duration, it is not simply a
monochromatic wave which has no beginning nor end. Thus
every realizable signal must contain a continuous spectrum
of frequencies. In following Refs. 13 and 14 we specifically
consider a doubly terminated sinewave of N cycles at angular
frequency �, thus the Fourier transform is

f̃��� =
�c

�c
2 − �2 �1 − exp �i�T�� , �3�

where T=2�N /�c is the total time the initial disturbance is
broadcast. Using Eq. �3�, Eq. �1� can be made equivalent to9
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f�x,t� =
1

2�
Re��

−�

�

d�
e−i��t−T� − e−i�t

� − �c
eik���x� . �4�

Since the portion of the integrand of Eq. �4� containing the
term t−T in the exponential is clearly a delayed portion of
the signal needed to terminate the signal, we need only con-
sider the analytic behavior of the second term.

We follow Sommerfeld and investigate the solution to
Eq. �1� via complex integration techniques for the two sepa-
rate cases9

Case 1: Re�	���/�� � 0 �5a�

Case 2: Re�	���/�� 
 0, �5b�

where the phase of the integral in Eq. �1� is defined as

	���	k���x−�t. It can be shown that, if the integrand f̃���
and thus k��� of Eq. �1� are analytic in the upper half com-
plex � plane and lim�→�n���=1, where n is the index of
refraction defined as n���	k���c0 /�, then the system is
causal.18

Provided these two conditions are met and that Eq. �5a�
is satisfied, the proof that the system is causal proceeds by
integrating each factor of Eq. �4� along the contour �
=�+��R of Fig. 1�a� separately. The path � does not contain
any poles or branch cuts within it �as per constraints on the
index of refraction�, and lies above the Re��� axis. Analyt-
icity and Cauchy’s theorem are sufficient to cause the inte-
gral along � to be identically zero. However, the integrand
contributes nothing along top contour, �R, due to the argu-
ment of the exponential having real and negative contribu-
tion in the upper half � plane if this contour is taken to
infinity. Thus the integral must be identically zero along the
remaining portion of the path, �+, proving that no signal can
exist at position x at any time t such that 	 satisfies Eq. �5a�.7

B. Bubbly liquid dispersion formulas

First, let us review the considerations required to ad-
equately describe the interaction of a single bubble with an
ensonifying signal. The physical relationship between the
relevant measurable physical quantities relating the pressure
and radius of a single bubble undergoing forced oscillations
from a pressure wave at angular frequency � were summa-
rized in the work of Devin.1 These relationships were refined
and their realm of validity expanded in a series of publica-
tions culminating in the linearized dispersion formula of
Commander and Prosperetti.2,6,19–23 The relevant physical
quantities are the ambient quiescent static pressure �p��, the
water density ���, the surface tension ��, the water viscosity
��0�, the thermal conductivity of the bubble gas ��g�, quies-
cent sound speed �c0�, gas temperature �Tg�, and the ratio of
specific heats of the gas ��g�.

While the general oscillations of an individual bubble
membrane can assume complex multimodal forms under ei-
ther high intensity ensonification or physical perturbations
due to hydrodynamic effects including collisions, coales-
cence, or dissipation, the oscillation of a bubble is dominated
by the breathing mode, i.e., a purely radial oscillation.24 For
the typical acoustic wave we will be considering herein the

incident pressure field intensity is small enough that this is
still a valid assumption. Thus the total volume of an indi-
vidual bubble may be calculated as a sphere with a time
dependent radius equal to its unperturbed state plus some
small perturbation, aX�t� where a is the unperturbed bubble
radius and X�t� is a small dimensionless oscillating function.
The pressure can then be related to the instantaneous bubble
radius by the function �p0X�t�, where the phase factor �
takes into account the effects of thermal heating of the inter-
nal gas and its dissipation into the surrounding liquid.21

���,a�

=
3�g

1 + 3��g − 1�i���,a��
1/i���,a�coth�
1/i���,a�� − 1�
,

�6�

where ��� ,a�= Dg��a2 and Dg= ��g−1��gTg��gp� .

FIG. 1. Complex integration of Eq. �1� follows paths �=�+��R for
Re�k��� /�x− t�
0 and �=�_ ��−R for Re�k��� /�x− t�
0.
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The limiting behavior of � for the cases of �→0 and
�→� will prove important in our analysis. In the former
case, the oscillations behave approximately isothermally, as
changes are made on such long time scales that the tempera-
ture of the system is not significantly affected having the
necessary time to diffuse into the surrounding liquid. Thus
the thermodynamic equation of state implies a direct rela-
tionship between the bubble’s volume and internal pressure,
thus lim�→0��� ,a�→3. Conversely, in the latter case the
system behaves adiabatically and lim�→���� ,a�=3�g.

We will use Keller’s bubble radius equation relating the
bubble radius to the internal pressure,2,5

�1 −
1

c0

dR

dt
�R

d2R

dt2 +
3

2
�1 −

1

3c0

dR

dt
��dR

dt
�2

=
1

�
�1 +

1

c0

dR

dt
+

R

c0

d

dt
��pB − P� , �7�

where pB is the internal bubble pressure and P is the external
pressure field including both static and oscillating compo-
nents. Upon linearization Eq. �7� is put into the small ampli-
tude harmonic form from Ref. 2’s Eq. �30� as

− �2a2X =
1

�
�1 − i

�a

c0
�

� ��− p0� +
2

a
+ 4�0i��X − Q� , �8�

where the factor of �1− i�a /c0� taken as approximately equal
to 1 in the solution leading to the apparent bubble resonance
frequency and damping factor of Eqs. �9a� and �9b�. This is
valid provided �a /c0�1.

In Eq. �8� one can define the quantities �0
2�� ,a� and

b�� ,a� identified as the effective bubble resonance fre-
quency and damping constant, respectively2

�0
2��,a� =

p0

�a
�Re����,a�� −

2

ap0
� �9a�

b��,a� =
2�0

�a2 +
p0

2��a2 Im����,a�� +
�2a

2c0
. �9b�

In this theoretical context the physical mechanisms respon-
sible for energy loss in the incident wave associated with
each term in Eq. �9b� are viscosity, mechanical heating, and
scattering, respectively. In Eqs. �9a� and �9b� the Laplace
pressure and internal resting bubble pressure are defined as
pL= 2

a , and p0= p�+ pL, respectively. We conclude from the
limiting behavior of � and Eq. �9b� that in the high fre-
quency limit where optical approximations are valid, radia-
tion scattering becomes the dominant damping mechanism
over thermal and viscous energy loss mechanisms. Physi-
cally this is because at this high frequency limit the driving
field is oscillating too fast for the bubble to efficiently trans-
port its thermal energy to the surrounding liquid, or for much
energy to be lost to viscous stretching of the fluid near the
bubble.

Extending the single bubble theory to a volume contain-
ing a distribution of bubbles in both size and space is still a
topic of interest, with several methods having been

employed.25–28 The Commander and Properetti’s formula,
linearized for small radial oscillations, results in an effective
wave number in the bubbly medium given by

keff
2 ��� =

�2

c0
2 + 4��2�

0

�

da
a�BSD�a�

�0
2�a,�� − �2 − 2i�b�a,��

,

�10�

where the bubble size distribution function, �BSD�a�, is nor-
malized such that the bulk volume ratio of gas to total �the
void fraction� is

� =
Vg

Vl + Vg
=

4�

3
�

0

�

daa3�BSD�a� , �11�

where Vg is the volume of the gas and Vl is the volume of the
liquid. From Eq. �10� the phase speed �p is defined in the
usual manner, �p=� /Re�keff�, and the index of refraction is

n2 = 1 + 4�c0
2�

0

�

da
a�BSD�a�

�0
2�a,�� − �2 − 2i�b�a,��

. �12�

We note here that Eqs. �6�, �10�, and �12� differ from that
given by Ref. 2’s Eqs. �35� and �36� by a change in sign of
the damping factor in the denominator. This is due to the
choice of the dependence of 	��� on frequency to maintain
consistency with Sommerfeld’s, Brillouin’s, and Jackson’s
standardized choice of time dependence �i.e., e−i�t instead of
ei�t�.7–10

For the remainder of this work we will assume that the
bubble size distribution can be well approximated by a
monodispersed bubble population, i.e., �BSD=N��a−a0�,
where N is a normalization constant for Eq. �11� to be satis-
fied, and ��a−a0� is a Dirac delta function. In this case we
find the effective wave number for the bubbly liquid to be

keff
2 ��� =

�2

a0
2c0

2 � �a0
2 +

3�c0
2

�0
2�a0,�� − �2 − 2i�b�a0,��

� .

�13�

Applying Cauchy’s theorem to the integral of Eq. �4� for
times and positions satisfying Eq. �5a�, we find that Eq. �13�
is no longer analytic in the upper-half � plane. In fact, it
must have a branch cut along the positive imaginary � axis
owing to the �2 dependence of the radiation damping factor
in Eq. �9b�, causing the high frequency behavior of the de-
nominator of Eq. �13� to behave approximately as a cubic
polynomial for ��1. In the region away from the origin
there will be three roots and poles in the complex � plane.
These two points together will form a branch cut in the
upper-half � plane. Having violated the necessary require-
ments that the dispersion formula be analytic in this region,
there is no way to enforce causality, since any infinite inte-
gration of Eq. �4� must contend with integrating around this
branch cut. For arbitrary values of x and t satisfying Eq. �5a�,
the contribution from the integration path around the branch
will be nonzero. We are thus left to conclude that the disper-
sion formulas using Eq. �9� are acausal.

To correct this theory we notice that the factor of �1
− i�a /c0� was taken as approximately equal to 1 in the solu-
tion leading to the apparent bubble resonance frequency and
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damping factor of Eqs. �9a� and �9b�. This is valid provided
�a /c0�1. However, this assumption is violated in the infi-
nite frequency limit of keff��� and thus the short time limit of
f�x , t� that defines the arrival of pulsed signals. Removing
this approximation and solving the equation leads to a new
radiative damping factor and apparent bubble resonance so
that Eq. �12� becomes

ncm
2 = 1 + 4�c0

2�
0

�

da
a�BSD�a�

p0���,a�
�a2 −

2

�a3 −
�2

1 − i
�a

c0

− i
4��0

�a2

,

�14�

where we have written the denominator out in terms of its
individual components instead of in terms of �0

2�� ,a� and
b�� ,a�.

Application of Eq. �14� to calculate the phase velocity
and attenuation for a bubble population representative of the
environmental parameters for experiments reported on in
Ref. 29 are shown in Figs. 2�a� and 2�b�. The physical pa-
rameters used to calculate the curves in Fig. 2 and through-
out this work are �=0.00018, �g=1.4, �0

=0.0241 W/meter°K, �=1000 kg/m3, Tg=292 K, p�

=117,268 Pa, �0=0.001,307 Ns/m2, =0.050 kg/s2, and
c0=1482 m/s. The bubble size distribution �BSD� reported
on in Ref. 29 was fit to the function

�BSD�a� = d1e−�d2 log
a

d3
�2

,

where the constant parameters are d1=0.16, d2=6.48, and
d3=4.6�10−4 m. This is a distribution sharply peaked at an
effective bubble radius of 0.46 mm. It is this value for the
radius that we use whenever a calculation with a monodis-
persed bubble size distribution is made.

As can be seen in Fig. 2 there is almost no deviation in
the peaks of the phase velocity and attenuation from those
that result from using Eqs. �9a� and �9b� in Eq. �10�. How-
ever, for frequencies far beyond resonance, the correct theo-
retical attenuation plateaus and remains constant. The behav-
ior of this curve at these frequencies is commensurate not
only with data taken recently,29 but also with these plotted in
the original work of Commander and Prosperetti �Ref. 2
Figs. 16 and 17�.

Having now corrected the high frequency behavior we
are left to show that the new dispersion formula is analytic in
the upper half � plane. To simplify the proof we work with a
monodispersed bubble size distribution. A full proof with a
multi-valued bubble size distribution is not any more enlight-
ening, while at the same time significantly more involved.
Equation �14� collapses to the corrected effective wave vec-
tor for our monodispersed bubbly liquid

kcm
2 =

�2

c0
2 ncm

2 ���

=
�2

c0
21 +

3�c0
2�

p0���,a� −
2

a0
−

�2a0
2�

1 − i
�a0

c0

− 4i��0� .

�15�

Analyticity is proved by showing that the equations

p0���,a0� =
2

a0
+

�2a0
2�

1 − i
�a0

c0

+ 4i�0� , �16a�

FIG. 2. Phase velocity comparison �a� between corrected �solid� and uncor-
rected �dashed� dispersion formulas shows no differences in phase velocity.
However, the attenuation �b� at high frequency shows a marked difference
for the causal dispersion formula.
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p0���,a0� =
2

a0
+

�2a0
2�

1 − i
�a0

c0

+ 4i�0� − 3�c0
2� , �16b�

have no solutions in the upper half � plane. This can be
proven in a straightforward manner by noting that the imagi-
nary parts of Eqs. �16a� and �16b� are satisfied only on the
imaginary � axis in the upper half � plane. Then one can
show that the only negative contribution to the real part of
the right hand size of Eqs. �16a� and �16b� comes from the
surface tension term. Thus as long as the condition

p0 Re����,a0�� �
2

a0
, ∀ Im��� � 0, and Re��� = 0

�17�

is satisfied, neither Eq. �16a� nor Eq. �16b� have zeros in the
upper half � plane. While this condition could, in principle,
be violated by the smallest of bubbles, i.e., a0
10 nm for
water, bubbles of these sizes are exceedingly short lived be-
ing quickly dissolved.

III. SIGNAL PRECURSORS IN BUBBLY LIQUIDS

A. Sommerfeld signal precursor

We have seen that a propagating wave obeying the dis-
persion formula of Eq. �15� is a causal wave, and that the
minimum time any signal could be recorded at a receiver a
distance x from a source initiating a signal at time t=0 is
given by t0=x /c0. The value of the Fourier integral of Eq. �1�
for subsequent times is determined by application of the in-
tegral equation definition of the Bessel functions and the
Method of Steepest Descent.8–10 This method requires de-
tailed knowledge of the saddle points of the phase function
	��� in the complex � plane for the dispersion formula gov-
erning the system

c0

x

�	

��
= n��� +

�

2n���
dn2

d�
− � = 0, �18�

where we have introduced the dimensionless time �= tc0 /x.
One can show that �	 /�� satisfies a symmetry similar to Eq.
�2� for ��C

� �	

��
����*

=
�	

��
�− �*� . �19�

Equation �19� states simply that the complex conjugate
of the saddle point equation is equivalent to a reflection
through the imaginary axis. Thus, if a solution to Eq. �18�
exists for Re����0, then there must be a corresponding so-
lution for �→−�*, i.e., solutions are either along the nega-
tive imaginary axis, or occur in pairs on opposite sides of the
imaginary axis. Saddle points for Re���
0 control the nega-
tive frequencies and those for which Re����0 control the
positive frequencies. We shall only need to concern our in-
vestigation with either the negative or positive frequencies to
determine when a real signal arrives at a given location,
since both must arrive simultaneously.

We observe that in Eq. �1� the time dependence of the
source function is exactly the function f�0, t�. It is the behav-

ior of this function for t→0+ that we are interested in inves-
tigating. We may assume that for some small time 0
 t�1
that we may expand the source function in terms of a power
series, such that the largest nonzero term is8

f�0,t� �
tm

m!
, �20�

for some possibly large integer m. The Fourier transform of
this series expansion would then be dominated by the high
frequency limit and is given by

f̃��� � � i

�
�m+1

. �21�

For example, in the case of a doubly ended sine wave, m
=1.

Asymptotically expanding the monodispersed form of
ncm in powers of 1 �� as �→�, we find to order 1 ��2

ncm��� � 1 +
A0

�
+

B0

2�2 , �22�

where the coefficients A0 and B0 are given by

A0 =
3i��c0

2

2�a0�c0 + 4�0�
, �23a�

B0 =
3��c0

2�a0�c0
2�3� − 4� + 8�3�g − 1� + 12a0�gp��

4a0�a0�c0 + 4�0�2 .

�23b�

The fact that the point at infinity plays an important contri-
bution to the integrand of Eq. �1� for small times after �=1
could have been expected since dn2 /d�→0 as �→�, how-
ever n���→1.

Because the integrand of Eq. �1� is analytic in the upper
half � plane, the integral can then be calculated by first de-
forming the path of integration in the upper half � plane to a
semicircle of radius R→�, as shown in Fig. 3. We may add
another semicircle in the lower half � plane further deform-
ing the contour of integration into a whole circle. The con-
tribution to the integral from the semicircle in the lower half
� plane is zero due to the fact that t− t0�0 and thus the
exponential exp�−i�t− t0���→0 as Im���→−�. The result-
ing integral can be identified as a version of the integral
definition of the Bessel function of the first kind.

f�x,t� � �
�R

d�
exp�− i�t − t0�� + �/� − ��

�m+1

� e−�� t − t0

�
�m/2

Jm�2
��t − t0�� , �24�

where we have defined the parameters � and � using Eqs.
�23a� and �23b�, respectively,

� = �A0�t0, �25a�

� =
B0t0

2
. �25b�
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There are three important points to be made by Eqs.
�24�, �25a�, and �25b�: One is that all of the values involved
in this calculation are independent of the broadcast fre-
quency. In fact, all of the parameters are physical parameters

of the medium in which the signal propagates. The second, is
that this is the part of the signal that travels nearest to the
quiescent medium’s phase velocity, arriving at time t0=x /c0.
Lastly, the amplitude of the received precursor is an expo-
nential function of � and hence an exponential function of
the void fraction. This fact has been previously reported in
both theoretical and experimental settings under extremely
low void fractions, �.15,16

B. Brillouin signal precursor

The specifics concerning the arrival of the second, or
Brillouin, precursor to the signal is determined by the behav-
ior of the dispersion formula near the origin of the complex
� plane. As we shall presently demonstrate there is a small
and exponentially increasing amplitude up to the time �1 de-
fined by the solution to the saddle point equation in the zero
frequency limit.7

�1 = c0� dk

d�
�

−�=0
= ncm�0� =
1 +

3��c0
2

3p0 −
2

a0

. �26�

For example, using the physical parameters cited above, Eq.
�26� gives the numerical result �1�2.09. After this time,
there is an exponentially decaying sinusoidal field of instan-
taneous frequency proportional to 
�−ncm�0�.

To determine the behavior of the saddle points near �
=0 we expand the index of refraction in a power series at
�=0

ncm��� � ncm�0� + �ncm� �0� +
�2

2
ncm� �0� + O��3�

= c0 1

c0
2 +

3��

3p0 −
2

a0
�

1
2

+ 3�i�� a0
2p0

2

5T�0
+ 4�0�

2�3p0 −
2

a0
�2

 1

c0
2 +

3��

3p0 −
2

a0
�

1
2��

+ 9�2�2� a0
2p0

2

5T�0
+ 4�0�2

8�3p0 −
2

a0
�4

 1

c0
2 +

3��

3p0 −
2

a0
�

3
2

−

3���
a0

2p0
2

5T�0
+ 4�0�2

�3p0 −
2

a0
� +

2a0
4�3� + 7�p0

3

525T2�� − 1��0
2 + a0

2��
2�3p0 −

2

a0
�2

 1

c0
2 +

3��

3p0 −
2

a0
�

1
2 ��2 + O��3�� , �27�

where the prime denotes differentiation with respect to �

prior to evaluation at �=0. As seen in Fig. 4 the actual
values of the derivatives of the index of refraction are likely
to be small near the origin. However, unlike the electromag-

FIG. 3. Integration in the upper half plane can be extended first to �T. The
contribution to the integral from adding the piece �B can be seen to be
exponentially decaying as a function of radius and thus zero in the limit R
→�.
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netic case, we may not neglect the damping and assume that
�ncm� �0� � � �ncm� �0��.8 So we must consider in detail the behav-
ior the saddle points of the complex phase function i	���
= �x /c0�����,

���� = − i��� − ncm����

� − i��� − ncm�0� − �ncm� �0� −
1

2
�2ncm� �0�� . �28�

Taking the derivative of Eq. �28� with respect to � and
setting it to zero we arrive at the quadratic saddle point equa-
tion in the neighborhood of �=0,

d�

d�
= 0 = � − ncm�0� −

ncm� �0�
2

�3� + 4ncm� �0��

= B1 − A1��3� + 4i�� , �29�

where B1=�−ncm�0�, A1=ncm� �0� /2, and �=−incm� �0� /
ncm� �0�.7 In this notation � can be directly identified with the
total damping constant in the harmonic oscillator model at
zero frequency. In solving Eq. �29� we see that the behavior
of the saddle points in the complex plane near �=0 can be
separated into two distinct classes. Both are independent of
the broadcast carrier frequency, yet dependent on the time �
and the physical parameters of the supporting medium:

Case 1: B1 

4
3A1�2, �30a�

Case 2: B1 �
4
3A1�2. �30b�

If Eq. �30a� is satisfied, then the solution to Eq. �29� is purely
imaginary and the saddle points are given by

�p

± = −

2

3
i� ±

i

3

4�2 − 3

B1

A1
= i�p


± , where �p

± � R .

�31�

Since along the integration path Im��� is constant, this path
proceeds through the saddle point parallel to the abscissa
passing through �p


+ . The integration path for the saddle

point �p

− is similar to that shown for the top saddle point in

Fig. 7, where the integration path is seen to proceed initially
along the ordinate. The absolute value of �p


− is significantly
larger than that of �p


+ , the contribution to the integral of Eq.
�1� from �p


− will be insignificant in comparison to �p

+ .

The complex phase can be approximated near �p

+ as

���� � ���p

+ � +

1

2
�� − �p


+ �2���p
�

= ���p

+ � +

1

2
�2����p


+ � , �32�

where ����p

+ � can be expanded in terms of the zero fre-

quency expansion from Eq. �29� as

����p

+ � � − 2A1�3�p


+ + 2�� . �33�

Notice that both ����p

+ ��R and ��R. Now the evaluation

of Eq. �4� by the saddle point method integration formula is
approximately30

f�x,t� =
1

2�
Re�� d�

e
x
c0

�

� − �c
�

�
e

x
c0

���p

+ �

2�
� �c

�c
2 + �p


+2 ��
−�

c

d�e− x
2c0

�����p

+ ���2

,

�34�

where the last integral can be approximated as a Gaussian
integral over the entire real line �i.e., �→��, so that the final
result is

f�x,t� =
�c

��c
2 + �p


+2 �

 c0

2�����p

+ �x

e
x
c0

����p

+ ��. �35�

For times such that, 1
�
�1, ���p

+ �
0, and thus f�x , t�

grows exponentially reaching a maximum value at �1.
If on the other hand, Eq. �30b� is satisfied then the so-

lution for the saddle point is given by

FIG. 4. The real part of the normal-
ized group velocity and the index of
refraction both show near zero slope in
the zero frequency limit.
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�p�
± = −

2

3
i� ± �p�, �36�

where �p�= 1 � 3
3B1�A1 −4�2. The saddle points have
now moved off the ordinate and are now mirrored on each
side, since now �p��R. The lines of constant phase are
such that the integration path must then proceed at approxi-
mately an angle of ±� /4 from the abscissa causing an addi-
tional complex exponential factor to be applied to the
integral.30 The expansion of � near the points �p�

± proceeds
as in Eq. �32�,

���� � ���p�
± � +

1

2
�1 ± i�2�2����p�

± �

= ���p�
± � −

1

2
�2�����p�

± �� = ���p�
± � − �6A1�p���2,

�37�

where again ��R. Using the substitutions

� − �p�
± → �1 ± i��

d� → 
2 exp�±i�/4�d� , �38�

and dividing ���p�
± � into its real and imaginary parts, such

that

���p�
± � = �*��p�

� �

= Re����p�
+ �� ± Im����p�

+ ��

=
2

3
��− B1 +

8

9
A1�2�

± i�p��− B1 + A1�p�
2 +

4

3
�2A1� �39�

we obtain

f�x,t� �
 c0

2������p�
+ ��x

� Re� e
x
c0

���p�
+ �+i

�
4

�p�
+ − �c

+
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Formal substitution of Eq. �39� into Eq. �40� will produce an
exponentially decaying sinusoidal function, since
Re����p�

± ��
0 given Eq. �30b�. Furthermore, the instanta-
neous frequency of oscillation is given by the differential
d�Im����p�

± ��� /dt, and is independent of the carrier fre-
quency, �c, and proportional to B1

1 � 2 .

IV. SIGNAL ARRIVAL AND SIGNAL VELOCITY

We next consider the problem of determining the arrival
of the wave oscillating at the carrier frequency, since up to
now while wave motion is present, its frequency and ampli-
tude are independent of the source characteristics. One could
proceed by asking, “At what time will a signal be received at
position x, if the signal’s carrier frequency is �c?” However
this “forward” problem is somewhat hard to answer precisely

for carrier frequencies near the anomalous absorption re-
gime, where signals do not travel with a simply derived
group velocity.

For times following �0 and �1 signifying the arrivals of
the Sommerfeld and Brillouin precursors, respectively, the
path of integration of the method of steepest descent follows
one along which Re�	� is constant passing through saddle
points determined by the solutions to Eq. �18�. The phase
function 	 is not only a function of the frequency, but also of
the time. Thus the solutions to Eq. �18� move in the complex
� plane as a function of the time. We demonstrate this evo-
lution graphically for four saddle points �two on each side of
the imaginary � axis� in Fig. 5�a�, where starting at �=1 the
saddle points are the furthest from the branch cuts. The
branch cuts are seen as the break in the lines in Fig. 5�a�. The
saddle points migrate in the direction of the arrows toward
the positions closest to the branch cut, with the final plotted
saddle point corresponding to th time �=30. We additionally
show the migration of the saddle point along the imaginary
axis closest to the branch cut �and real axis� in 5�b�. Its path
is in the opposite direction from the main saddle points, i.e.,
from near the saddle points toward Im���=−�. Despite the

FIG. 5. Due to the time dependence of 	, the saddle points move in the
complex plane. In �a� we show the time evolution of the most important
saddle points that are found numerically but roughly correspond to the four
valid solutions of the adiabatic or �� � �1 limit of the dispersion formulas. In
�b� we show the time evolution of the saddle point nearest the origin, seen as
the vertical line near the imaginary axis in �a�. Its evolution is seen to
quickly converge toward the imaginary � axis where the total contribution
to the integral is vanishingly small. In each the saddle points move from
close to the branch cuts at �=1 to far from the branch cuts, with the final
time �=30.
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proximity of the imaginary axis saddle points to the real axis,
their corresponding imaginary values of the phase function
are such that the integration path via the saddle point method
through these points crosses the real axis, the importance of
which we shall demonstrate.

Since the integration path � is a function of �, for some
combination of distance x2 and time t2 the integration path
will intersect the real � axis. If this intersection is at the
point �c, then ���2� will need to be modified to exclude the
pole at this frequency, such that the interior of the integration
region contains no poles. This is done by modifying the path
of integration around the point �c including a semicircular
arc around the pole. This adds a contribution to Eq. �4� equal
to ±1/2 its residue at the carrier frequency. As previously
seen, the value of the real part of the exponential in the
integrand of Eq. �4� is large and negative, thus the contribu-
tion from the saddle points will be small and the residue
contribution will dominate the value of the integral. If there
is no pole intersected on the real � axis there is no added
contribution and the value of the integral is still dominated
by precursors. The time at which the integration path inter-
sects the pole defines the arrival of the signal of forced os-
cillations at the carrier frequency, and the signal velocity is
determined by the equation �see Ref. 11 pp. 74–79�

Vsignal = ��c� 	
x2

t2
=

c0

�2
. �41�

We have implemented a numerical method to solve Eq.
�18�. For most times and positions the solution to the full
problem can be approximated by using the adiabatic, or high
frequency approximation of the index of refraction, thus
avoiding difficulties that may arise from including the rather
cumbersome thermal phase-lag function ��� ,a0�. Solutions
using the adiabatic limit are readily available because Eq.
�18� can be put into polynomial form and can thus be solved
using algebraic methods. These points once determined, are
used as a seed for a numerical method to determine the so-
lution to the full set of nonlinear equations. After the set of
saddle points ��s� are determined in the complex � plane,
the value of Re�	��s�� is readily calculated. Finally we use a
bisection numerical search along the real � axis to determine
those values of � that are solutions to the equation

Re�	��s�� = Re�	����, � � R . �42�

Figures 6 and 7 show an example for �=2. We have
calculated the phase function and determined the value of the
saddle points on either side of the branch cut. The branch cut
is seen as the distinct demarcation between large positive and
negative values of Im�	���� for �
0. The contour plot in
Fig. 6�a� is the imaginary part of the phase 	��� and Fig.
6�b� is the real part. Lines of constant Re�	���� for three
saddle points are also plotted as black lines. The intersection
of the lines denotes the location of a saddle point solution of
Eq. �18�. The direction of integration through each saddle
point is toward or away from the branch cut along the lines
that pass through the large negative values of Im�	����.7

These are marked with arrows showing the corresponding
direction of integration. The lines of steepest ascent are plot-
ted as the locally perpendicular set of lines of constant

Re�	���� passing through the large positive values of
Im�	����. These paths are not used to calculate the value of
the integral via the saddle point method. In Fig. 7 we have
expanded the view of the saddle point near the imaginary �
axis. Despite the proximity of the saddle point to the real �
axis, the path of integration derived from Re�	����= Con-

FIG. 6. The real portion of the complex phase 	 in the complex � plane for
all points such that c0t /x=2. The saddle points are those points for which
d� /d�=0 and are marked by the intersection of the paths. Integration pro-
ceeds along the line through each saddle point toward the branch cut, for
which the saddle point is a maximum along the trajectory. The trajectories
are calculated as the equipotential lines of the imaginary portion of 	 as
seen in Fig. 6�b�.
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stant does not intersect the real axis, and thus the contribu-
tion from these saddle points is relatively weak, because the
path of integration cannot include a residue or path deforma-
tion around one.

In Figs. 8�a� through 8�c� we show the progression of
the integration path through the complex � plane for a pulse

with carrier frequency �c=15,000 rads/s. The point �c

=15,000 is marked by the intersection of the two white lines
at the center of the contour plot. Prior to the time �=2.004
the integration path safely excludes the carrier frequency
from any contribution to the integral of Eq. �4�, as seen in
Fig. 8�a�. At time �=2.004 the path of integration goes di-
rectly through the point �=15,000. Thus the integration path
must include a semicircular arc around the pole created by
the factor of �−�c in the denominator of the integrand of
Eq. �1� �Fig. 8�b��. The signal velocity as per Eq. �41� is
Vsignal=c0 /2.004. Finally, as seen in Fig. 8�c� the pole at �c is
entirely encircled by the integration path and thus contributes
a factor of −2�i times the residue at �c. �This contribution is
negative because of the integration path being clockwise
about the pole.�

For three different times we have plotted the graphical
solution in Fig. 9 as the crossing of each curve with its as-
sociated constant phase value of a saddle point for three dif-
ferent times �=1.91 �dotted�, 1.92 �dashed�, and 1.93 �solid�.
The corresponding horizontal lines intersection with each
curve represents the frequency�ies� that may arrive at that
time. As can be seen, one or several frequencies can arrive
simultaneously. Each saddle point was tabulated for the
range of times 1.0001
�
30 in 0.0001 time-step incre-
ments. Using the numerical method outlined, the real posi-
tive frequencies satisfying Eq. �42� were determined for each
time. Thus a table of frequencies as a function of arrival
times could be determined and a signal velocity calculated
for each frequency. We have plotted the numerically deter-
mined signal velocity results with the phase velocity and a
calculated group velocity in Fig. 10. There it is seen that the
group velocity and signal velocity are in agreement for fre-
quencies large compared to the resonance frequency of the
bubbles. However, there are clear deviations in the region of
highest absorption, where the group velocity is not well de-
fined as well as a significant deviation at low frequencies.

V. CONCLUSIONS

The importance that all acoustic signals be causal, even
those in bubbly media, cannot be understated. This require-
ment has led us to consider a modification of a wide class of
dispersion formulas. Specifically we have modified the dis-
persion formula of Commander and Prosperetti.2 However,
this modification is necessary for all of the theories of acous-
tic dispersion for bubbly liquids based upon the work of
Devin as well.1 In Sec. II B we demonstrated that the acausal
nature of the original formulation was due to the use of a low
frequency approximation to the solution of Keller’s oscillat-
ing bubble radial equation. This resulted in an �3 depen-
dence in the denominator of the dispersion formula that
caused it to be nonanalytic in the upper-half � plane. Similar
types of dispersion formulas for electromagnetic cases had
been previously investigated and determined to be essentially
nonphysical.18 This behavior with respect to acoustic signal
propagation in bubbly media has indeed been known for
some time, as alluded to in the work of Leander.13 While
there has been recent work in this field including a theoreti-
cal model with relaxation,16 there has been no explicit equa-

FIG. 7. These two figures show the imaginary �a� and real �b� part of the
complex phase 	 near the imaginary axis for times and distances such that
c0t /x=2. While there are an infinite number of saddle points near, or on the
imaginary � axis, their contribution to the integral as shown previously is
exponentially small and the paths are disconnected from the real � axis.
Thus, they are inconsequential in determining the signal velocity.
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tion for the correction necessary to make the dispersion for-
mula of the work based upon Devin representative of an
internally self-consistent and causal theory in the literature; a
fact noted in Ref. 6.

Our correction is valid to all orders of the dimensionless
expansion factor �a /c0. The effect on the phase velocity and
attenuation is seen to be negligible at frequencies for which

��a /c0 � �1. The real part of the wave vector controlling the
phase and group velocities is essentially unaffected. For
��a /c0 � �1 the magnitude and phase of the wave vector de-
viate significantly from its uncorrected value and cause the
contribution from this correction to asymptote to effectively
a linear behavior. This manifests itself in several ways, of
which one is plotted in Fig. 2�b�, where a clear deviation in

FIG. 8. These three figures show the migration of the integration path as a function of time near c0t /x=2. The carrier frequency is �=15,000 rad/s, and is
represented by the intersection of the two white lines. For �=2 in �a� the integration path is above the line and there is only the contribution from the saddle
point. As � becomes larger the integration path must first arc around it �b� and then completely encircle it �c� giving the contribution of residue at �
=15,000 rad/s to the integral.
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the attenuation occurs between the corrected and uncorrected
values at high frequency. We stress that it would be incorrect
to assume from Figs. 2�a� and 2�b� that this correction only
affects the high frequency behavior of the signals. The signal
is intrinsically an integral of a complex quantity and is re-
quired to be analytic in the upper-half � plane to enforce
causality at the possible expense of incurring nonanalytic
behavior in the lower-half � plane, e.g., branch cuts, poles,
and saddle points. As such, any evaluation of the Fourier
integral of Eq. �4� for any real signal will require a detailed
knowledge of the behavior of the dispersion formula
throughout the entire complex plane, and not just the curves
of phase speed and attenuation calculated only for values of
Im���=0, as in Fig. 2.

The speed of acoustic signal propagation in bubbly me-
dia has been determined via the application of the theory of
Sommerfeld and Brillouin originally developed for the
propagation of electromagnetic waves in dispersive
media.9,10 In their case, metals with bound electrons that
were modeled as damped harmonic oscillators served as the
physical mechanism of the dispersion of electromagnetic

waves. By application of their theoretical methods that re-
quire the dispersion formula of wave theories to be analytic
in the upper-half complex � plane, we have shown that
acoustic signals propagating in media governed by the afore-
mentioned corrected dispersion formula cannot travel faster
than the infinite frequency limit of the speed of sound in a
quiescent medium absent bubbles. As in the electromagnetic
case the physical manifestations of these requirements are
causality, the existence of two types of motion prior to ar-
rival of the wave oscillating at the carrier frequency called
signal precursors, and the existence of a signal velocity dis-
tinct from both the phase and group velocities.

One is left with the following picture of the nature of the
acoustic wave motion in bubbly media. Until �=1 there is no
motion. At �=1 all of the constituent particles of the under-
lying medium are disturbed ever so slightly by the passage of
the first, or Sommerfeld precursor. This part of the signal
oscillates approximately as the Bessel function of order one
for a doubly ended sine wave source function, as per Eq.
�24�. The argument to this Bessel function is independent of
the carrier frequency, but dependent on the high frequency
asymptotic expansion of the index of refraction. For the
physical parameters considered here the amplitude of the
first precursor is in general small, being approximately pro-
portional to 
a0

2�t− t0� / �t0c0
2�exp�−��0x /a0�. In the time be-

tween �0 and �1 the second precursor is exponentially in-
creasing in amplitude. At �1 the second precursor reaches its
maximum value and begins an oscillatory motion of very
low frequency. The instantaneous frequency of this precursor
is approximately proportional to 
�−ncm�0�, and is again
independent of the carrier frequency. The second precursor is
quickly damped exponentially. The physics of wave propa-
gation in bubbly media up this point is completely derived
from the asymptotic analysis of the effective index of refrac-
tion in both the high and low frequency limits via the method
of steepest descent.

That portion of the wave propagating at the signal’s car-
rier frequency �c arrives at a time that is differentiated from
both of the precursors. The signal velocity, denoted by Vsignal,
is determined by numerically solving a set of equations: First
the saddle point equation, Eq. �18�, followed by the phase
crossing equation, Eq. �42�. As expected, this velocity as-
ymptotically approaches the group velocity in the high fre-
quency limit. This is because in this limit the wave vector
becomes asymptotically linear as a function of frequency.
Near the anomalous absorption region the group velocity
ceases to be well defined. This is in contrast to the signal
velocity, which shows a continuous connection between the
frequencies above and below the anomalous absorption
band.
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Multipath ocean reverberation originating from the seabed in shallow isovelocity water, with
particular attention to its information content in the cylindrical spreading and mode stripping
regions, is considered. The reverberation is evaluated using Weston’s flux integral method, both
analytically with various simplifying approximations and numerically with all but one of these
approximations rescinded. The functional form of the analytical solution is used to infer which
physical seabed parameters can be extracted from measurements of reverberation. Coarse- and
fine-grained sediments �sand and clay� are both considered. The main purpose of the numerical
solutions is to check the accuracy of the analytical approximations; they also serve as a convenient
surrogate for measured reverberation. © 2007 Acoustical Society of America.
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I. INTRODUCTION

The reverberation produced by scattering of sound from
the seabed is sensitive to the sediment properties. If the scat-
tering process can be modeled well enough, it follows that a
measurement of reverberation can be used to infer those sea-
bed parameters to which the reverberation is sensitive.1–4 A
trivial example is the determination of Lambert’s parameter
from the sound scattered from the seabed �after having trav-
eled along a straight line path directly to the seabed and
back�, but what other parameters can be measured from the
bottom reverberation? The purpose of this article is to an-
swer this question for the long range situation involving mul-
tiple reflections in shallow isovelocity water. This knowledge
has consequences for the design of effective inversion ex-
periments.

Weston’s flux approach for propagation5,6 was used by
Lurton and Marchal7 to derive a simple closed form expres-
sion for the reverberation at long range in shallow water
�Weston’s “mode stripping” region, henceforth abbreviated
“MS”� with an arbitrary power law for the angle dependence
of the scattering coefficient. The same result was derived
independently by Ainslie8 and by Harrison and Nielsen9 and
extended to a range-dependent bathymetry for selected scat-
tering rules by Harrison,10 including one that is not separable
in angle. Holland11 derived an approximation for power laws
that are intermediate between the Lambert and angle-
independent scattering rules. Some of the derivations8,10,11

are valid at short range in the “cylindrical spreading” region
�abbreviated “CS”� as well as at long range and in the inter-
mediate transition region. This last point is important in the
context of reverberation inversion, as the measurement may
include data from both CS and MS regions, and these pro-
vide qualitatively different information about the seabed.

Harrison10 points out that the Lambert parameter � and
reflection properties are not easily measured separately from
MS reverberation. Ainslie et al.4 noticed a similar ambiguity

in their inversion using synthetic short range �CS� reverbera-
tion between inverted values of � and the exponent q of the
scattering coefficient power law. Harrison and Nielsen9 show
that scattering and reflection properties can be separated in
the presence of refraction in the water if the sound speed
gradient is known, and not otherwise.

The purpose of the present article is

�i� to make available to a wider audience the findings of
Ref. 8 for arbitrary power laws of scattering coeffi-
cient versus angle,

�ii� to extend those results to combinations of power laws,
and

�iii� to test the suitability of such power laws and combi-
nations for specific cases involving uniform sand and
uniform clay sediments.

The main assumptions are listed in Sec. II. Section III fol-
lows Weston12 and describes the CS and MS regions for
one-way multipath �MP� propagation in terms of energy flux
theory. This sets the scene for the two-way problem and in-
troduces �together with Sec. II� the present notation. The
theoretical functional form for MP reverberation is derived in
Sec. IV for arbitrary power laws and combinations of these,
followed by a discussion of the implied observability of the
parameters describing the scattering strength �� and q� and
others controlling the seabed reflection coefficient �such as
the critical angle �c�. Section V provides some specific ex-
amples for two different sediment types, sand and clay. This
is followed by a discussion of the likely effects of frequency
dependence �Sec. VI� and refraction in water �Sec. VII�.
Conclusions are drawn in Sec. VIII.

II. ASSUMPTIONS

Consider a ray incident on the seabed at grazing angle
�in. Restricting attention to scattering in the vertical plane of
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the incoming ray, a separable but otherwise completely gen-
eral form for the scattering coefficient is considered,

S��in,�out� = �SB��in��SB��out� , �1�

where �in is the grazing angle of the ray path incident on the
seabed, �out is the grazing angle of the scattered ray, and
SB��� is the back-scattering coefficient, defined as

SB��� � S��,�� . �2�

The reverberation envelope is calculated for the special case
with SB of the form

SB��� = � sin2q � �q � 0� , �3�

and simple combinations or variants thereof, where � and q
are constants. The functional form of the predicted rever-
beration is then used to infer what can and cannot be mea-
sured. For the particular case q=1, the parameter � is the
Lambert parameter �10 log10 � in decibels�. It is referred to
as “Lambert’s parameter” in this article for all values of q.

The following assumptions are made about the rever-
beration:

�i� The reverberation is due entirely to scattering from
the seabed �surface and volume reverberation are ne-
glected�.

�ii� It is loud enough to neglect noise.
�iii� The time dependence of the reverberation envelope is

known, but not its angle dependence.
�iv� The reverberation envelope is featureless �or, rather,

the information in any fluctuations is discarded, re-
gardless of their cause�.

The following further assumptions are made about the envi-
ronment and acoustic scenario:

�i� The acoustic frequency and distance to the scatterers
are large enough to ensure a continuum of modes or
ray paths, consistent with the flux integral approach.

�ii� Near surface cancellation effects �known as “surface
decoupling”� are assumed negligible, requiring the so-
nar transmitter and receiver to be at least several
acoustic wavelengths from the sea surface.

�iii� Variations of sound speed in water with depth and
range are neglected.

�iv� Variations of water depth and seabed properties with
range are neglected.

�v� Effects of sea surface scattering, near surface bubbles,
and volume attenuation on bottom reverberation are
neglected.

Some of these assumptions can be relaxed, but this would be
at the expense of complicating the mathematics and hence
obscuring the main message concerning the information con-
tent of bottom reverberation. The effect of sea surface scat-
tering on geoacoustic inversion is investigated by Zhou et
al.13 Harrison and Nielsen9 describe the effect of refraction
on parameter observability and simulate the effect of surface
decoupling by means of a dipole receiver.

III. MULTIPATH PROPAGATION REGIMES

Weston12 identifies two waveguide propagation regimes
in shallow water, known as “cylindrical spreading” �CS�, in
which boundary reflection losses are negligible, and “mode
stripping” �MS�, in which the cumulative effect of multiple
reflections takes its toll in the form of a 15 log10 r decay in
decibels instead of 10 log10 r for CS. The multipath situation
results in CS behavior if reflection losses are small and MS if
not. Additional regimes described by Weston, such as the
single mode region, are not considered here. The equations
for the propagation factors in the two regimes for a receiver
at range r from the source in water of depth h are

FCS =
2�c

h
r−1, �4�

and, assuming small grazing angles for MS,

FMS = � �

�h
�1/2

r−3/2. �5�

In these equations, the seabed is characterized by means of a
critical angle �c and a parameter � defined as the reflection
loss gradient at grazing incidence �in units of nepers per
radian�. Thus, if V��� is the seabed reflection coefficient, its
magnitude can be approximated by

	V���	 
 H��c − �� exp �− � sin �� , �6�

where H�x� is the Heaviside step function. Rays traveling at
angles steeper than �c are assumed to be heavily attenuated,
with effectively infinite reflection loss.

The range at which the curves for FCS and FMS cross can
be thought of as a transition range between the two regimes,
given by

r0 =
�h

4��c
2 . �7�

A more general expression for the multipath �MP� propaga-
tion factor, encompassing CS and MS behavior as limiting
cases for small and large r, is6

FMP�r� = �
0

�/2

G�r,�� d� , �8�

where

G�r,�� =
2

hr
	V���	��tan ��/h�r. �9�

In order to evaluate the integral of Eq. �8�, the following
simplification strategy is adopted. For the CS region, losses
due to reflection from the seabed are assumed negligible. In
other words, for short range calculations, �
0 is assumed in
Eq. �6�, and Eq. �4� then follows from Eq. �8�. For longer
ranges, reflection losses are included using Eq. �6� for V���,
which, assuming small �, results in7,10

FMP = � �

�h
�1/2

r−3/2erf���r

h
�1/2

�c . �10�

Equations �4� and �5� follow as special cases in the limits of
small and large values of the ratio r /r0, respectively.
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IV. MULTIPATH REVERBERATION REGIMES

A. General separable scattering coefficient

Let us define a “reverberation factor” R�t� as the mean
square reverberation pressure due to an omnidirectional unit
source for a pulse of unit duration. Before examining the
multipath reverberation it is convenient to consider what
happens before the onset of CS propagation, i.e., in the im-
mediate vicinity of the source—the spherical spreading �SS�
region. The SS reverberation factor can be written �including
the direct path and a surface reflected one, but without bot-
tom reflections�

RSS�t� =
64

c4 SB���A0�t�t−4, �11�

where A0 is the monostatic scattering area per unit of pulse
duration

A0�t� =
�c2t

2
. �12�

In reality, the surface reflected path must be slightly steeper
than the direct one if it is to arrive at the same time. The
difference in angle is not necessarily small, but a more pre-
cise formulation is not needed here because Eq. �11� is used
only as an order of magnitude indicator for comparison with
other reverberation components.

In the multipath regions the flux integral for reverbera-
tion can be written �adding all possible paths to and from the
scatterer�

RMP�t� =
1

4
�

0

�/2

G�r,�out��
0

�/2

�G�r,��S��in,�out�A�t;�in,�out� d�in d�out, �13�

where

r =
ct

sec �in + sec �out
. �14�

The scattering area at range r is 2�r �r, where the width of
the annulus �r is determined by the projection of the sonar
pulse at grazing angle � onto the horizontal plane and hence
proportional to c / �cos �in+cos �out�. It follows that14

A�t;�in,�out� =
4 sec �in sec �out

�sec �in + sec �out�2A0�t� . �15�

The factor 1
4 in front of the integral in Eq. �13� is needed to

ensure that only downward traveling rays are included in the
incident field, and upward traveling ones in the scattered
field.

The objective of the following derivation is first to ex-
press Eq. �13� in terms of scattering and reflection coeffi-
cients without approximation. The resulting formula �Eq.
�17�� is then simplified to a more manageable form for fur-
ther analysis �Eq. �21��. Unlike for propagation �see Eqs. �8�
and �9��, for reverberation the 1/r terms cannot be factored
out of the integral because �for fixed t� they vary with �in and
�out according to Eq. �14�. Instead, Eqs. �14� and �15� can be
combined to give

A�t;�in,�out�
r2 =

4A0�t�
�ct�2 sec �in sec �out. �16�

Substituting Eq. �16� into Eq. �13� gives

RMP�t� =
4A0

�cth�2�
0

�/2

sec �in

���
0

�/2

sec �out	V��out�	�ct/h�tan �out/�sec �in+sec �out�

�	V��in�	�ct/h�tan �in/�sec �in+sec �out�S��in,�out� d�in.

�17�

Equation �17� can be used as it stands to evaluate reverbera-
tion as a function of time t, with A0 given by Eq. �12�. How-
ever, the double integration is cumbersome, so it is worth
investing some effort in simplifying it by separating the �in

and �out integrals. To achieve this it is necessary to make the
approximation

	V��out�	�ct/h�tan �out/�sec �in+sec �out�

�	V��in�	�ct/h�tan �in/�sec �in+sec �out�


 	V��out�	�ct/2h�sin �out	V��in�	�ct/2h�sin �in. �18�

It is convenient at this point to introduce the dimensionless
variable

X�t� ��h2t

2�
R�t� , �19�

referred to hereafter as the reverberation coefficient. With
this definition the reverberation level RL for a pulse of
source level SL and duration T �assumed short� is

RL�t� = 20 log10 X�t� − 10 log10
ct

2h
+ 10 log10

�cT

h3 + SL.

�20�

Using Eq. �18�, and assuming also that S��in ,�out� is a sepa-
rable function of its arguments �Eq. �1��, Eq. �19� can then be
written

XMP�t� = �
0

�/2

sec �	V���	�c sin �/2h�t�SB��� d� . �21�

From Eq. �21�, it is reasonable to expect reverberation to be
sensitive to Lambert’s parameter � and scattering exponent q
�through SB� as well as to the critical angle �c and reflection
loss gradient � �through V�. Consequently, these four param-
eters, or at least some combination of them, are expected to
be observable from reverberation measurements.

In order to evaluate XMP, the same strategy is adopted
here as for FMP in Sec. III. The formula for XCS is obtained
by neglecting � in Eq. �6�, so that

XCS 
 �
0

�c

sec ��SB��� d� . �22�

The MS reverberation factor is found by substituting Eq. �6�
in Eq. �21� and assuming small � and large �ct /h, so that
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XMS�t� 
 �
0

�

exp�−
�ct

2h
�2��S	��� d� . �23�

Here, the function S	��� is equal to the lowest order term in
a Maclaurin expansion for SB���. For example, if SB��� were
of the form sinx �, then S	��� would be �x. Notice that the
upper limit of the integral is extended to +� in the MS re-
gion. This is justified because, if �ct /h is sufficiently large,
the integrand vanishes for �
�c.

Consider now the approximation involved in using Eq.
�18�. In the CS regime it is bound to hold because in this
region the cumulative boundary losses are �by definition�
negligible, and hence the left- and right-hand sides are both
equal to 1. In the MS region, angles are assumed small and
in this situation both left- and right-hand sides approximate
to 	V��out�	�ct/2h��out 	V��in�	�ct/2h��in, so the equality again
holds. The only question is in the transition region between
CS and MS, after the losses begin to bite but before the steep
angles have been stripped away.

B. Power law„s…

Substituting Eq. �3� into Eq. �22� gives for the CS rever-
beration coefficient

XCS 
 �1/2�
0

�c

sec � sinq� d� . �24�

If q is an integer �say N�, this integral can be expressed in
terms of simple functions, the first two examples of which,
for N=0 and 1, are included in Table I. For larger N the
following recurrence equation can be used

IN�x� = IN−2�x� −
1

N − 1
sinN−1 x �N � 2� , �25�

where Iq��c� is the integral of Eq. �24�.
For all q satisfying q
−1 �including nonintegers�, the

integral can be simplified by assuming small angles to
obtain8

XCS 
 �1/2 �c
q+1

q + 1
. �26�

In order to derive a corresponding expression for XMS, Eq.
�21� can be simplified in the same manner, so that

XMP�t� 
 �1/2�
0

�c

�q exp�− �u�2� d� , �27�

where

u = u�t� =
ct

2h
�28�

and hence8

XMP�t� 

�1/2

2

��a,�u�c
2�

��u�a , �29�

where

a =
q + 1

2
. �30�

Here � is the lower incomplete gamma function, defined for
�
0 as15,16

���,x� � �
0

x

e−tt�−1 dt . �31�

Equation �29� is the main result of this section. It is analo-
gous to the erf expression for FMP �Eq. �10�� except for the
additional small �c assumption in the CS region �in the MS
region the requirement is a weaker one, requiring only that
��c

2 be small compared with the dimensionless reciprocal
time u−1�. Limiting cases for small and large values of the
product ��c

2u �and for arbitrary q satisfying a
0� lead to
the expressions for XMS and XCS in Table II. Also tabulated
are the associated observable parameters. The table assumes
that the ratio h /c is known and that �c is small in the sense
that � and sin � are approximately equal for angles less than
�c.

The CS result sheds some light on the observation in
Ref. 4 of a linear correlation between inverted values of
log � and q from modeled CS reverberation. The observation
can be explained by writing the CS result in the form

log � = �const − 2 log �c + 2 log �q + 1�� − �2 log �c�q .

�32�

If the critical angle is fixed, this equation approximates to a
straight line with gradient −�2 log �c�, consistent with Ref. 4,
because the expression in square brackets is independent of
� and only weakly dependent on q.

For all non-negative integer values of q, the incomplete
gamma function of Eq. �29� can be expressed in terms of
exponential and error functions as follows. The equations for
q=0 and q=1 �which lead, respectively, to Eqs. �25� and �28�
from Ref. 10 for the reverberation factor� are

TABLE I. Integrals needed for CS reverberation coefficient, with integer
power law scattering coefficient �q=N�. The function L�x� is defined by
L�x�=loge tan �� /4+x /2�.

N �sec x sinN x dx

0 L�x�
1 loge sec x

TABLE II. Reverberation coefficients and observable parameters for CS and
MS regimes, with power law scattering coefficient. The parameter u is equal
to ct /2h.

Cylindrical spreading
�CS, �u�c

21�
Mode stripping
�MS, �u�c

2�1�

Reverberation
coefficient X�t�

�1/2�c
q+1 / �q+1� �1/2���q+1� /2� /2��u��q+1�/2

Observable
parameters �if h /c
known�

��c
2q+2 / �q+1�2 q, � /�q+1
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�� 1
2 ,x� = �� erf��x� �33�

and

��1,x� = 1 − e−x. �34�

Then, for q=N, where N is any integer greater than 0, inte-
gration by parts of Eq. �31� gives the following recurrence
equation

��1 + N/2,x� =
N

2
��N/2,x� − xN/2e−x �N � 1� , �35�

with Eq. �33� as a seed for odd integers and Eq. �34� for even
ones.

Holland11 proposes a nonlinear interpolation for 0�q
�1. His Eq. �7� �with n and m equal� implies use of the
approximation

��q + 1

2
,x� 
 ��1−q�/2 exp�−

1

12
�1 − 	1 − 2q	�

��1 − e−x�q�erf��x��1−q. �36�

C. Combinations of power law„s…

There may be cases for which two or more different
power laws can be combined to describe a complete scatter-
ing coefficient curve that is otherwise not well characterized
by either power law on its own. Examples of situations for
which such a combination may be necessary or useful in-
clude

�i� transition through the critical angle from a regime
dominated by rough boundary scattering �q=2, say� to
one dominated by volume scattering at steeper angles
�q=0�;

�ii� transition through a limiting angle from a regime
dominated by volume scattering �q=0� to one domi-
nated by diffuse scattering at steeper angles �q=1�.

These numerical values of q are indicative only. What
matters is that the variation of the scattering coefficient with
angle is usually more complicated than can be represented by
a single power law, whereas combinations of these are able
to emulate more realistic behavior. With this objective in
mind, two possible ways of combining the individual power
laws are considered below.

1. Addition of SB
1/2

„in “series”…

Power laws can be added in the form

�SB��� = A1 sinq1 � + A2 sinq2 � , �37�

so that SB��� then follows the larger of the two terms, like
adding resistors in series. Assuming small �c, the MP rever-
beration coefficient is

XMP�t� 
 �
0

�c

exp �− �u�t��2��SB��� d� , �38�

where u�t� is given by Eq. �28�. The main results follow
trivially by evaluating the integral for each of the two terms
of Eq. �37� separately before adding, so that

XMP�t� =
A1

2
��u�−a1��a1,�u�c

2� +
A2

2
��u�−a2��a2,�u�c

2� ,

�39�

where

ai =
qi + 1

2
. �40�

These results can be generalized by the addition of multiple
terms in the obvious way.

2. Addition of SB
−1/2

„in “parallel”…

As an alternative to adding individual power law terms
in series, consider addition in parallel as follows:

1
�SB���

=
1

A1 sinq1 �
+

1

A2 sinq2 �
�q1 
 q2 � 0� , �41�

such that the combined scattering coefficient SB��� follows
the smaller of the two individual terms. It is convenient to
put q1=q and q2=q−n and write Eq. �41� in the form

�SB��� = A2
sinq �

B + sinn �
�n 
 0, q � n� , �42�

where

B =
A2

A1
. �43�

The CS reverberation coefficient for this case is

XCS 
 A2�
0

�c

sec �
sinq �

B + sinn �
d� . �44�

This integral is evaluated in Table III for four combinations
involving two integer values of q �1 and 2� and the same two
values of n. For larger values of q, the following recurrence
equation can be used:

TABLE III. Integrals needed for CS reverberation coefficient, with integer power law scattering coefficients
added in parallel. The function L�x� is defined in the same way as in Table I.

N

�sec x
sinN x

sin x+B
dx

�integral for n=1�

�sec x
sinN x

sin2 x+B
dx

�integral for n=2�

1 �L�x�+B loge �cos x / �B+sin x��� / �1−B2� �1/2�B+1�� loge ��B+sin2 x� / cos2 x�
2 �BL�x�+loge �cos x / �B+sin x�B2

�� / �B2−1� �L�x�−B1/2 tan−1 �B−1/2 sin x�� / �B+1�
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JN,n�x,B� � �
0

x

sec y sinN−n y dy − BJN−n,n�x,B� , �45�

where Jq,n��c ,B� is the integral of Eq. �44� and the remaining
term can be written IN−n�x� and evaluated using Eq. �25� and
Table I.

The MP integral is

XMP�t� 
 A2�
0

�c �q

B + �n exp �− �u�t��2� d� . �46�

The MS integral is the same except with the upper limit
extended to �. For n=2, this integral can be written in terms
of the upper incomplete gamma function ��� ,x�, as follows:

XMS�t� 

A2

2
Ba−1 exp �B�u���a���1 − a,B�u� , �47�

where a is given by Eq. �30�, and ��� ,x� is defined as16,17

���,x� � �
x

�

e−tt�−1 dt , �48�

valid for negative as well as positive �.
For MP it is convenient to define the following function:

Dq�x,�� �
2

��
�

0

�x� vq

x + v2 exp�− v2� dv , �49�

so that for the special case q=2, Eq. �46� becomes �still for
n=2�

XMP�t� 

A2

2
� �

�u
D2�B�u,

�c
2

B
� . �50�

For odd integer values of q, Eq. �49� can be expressed in
terms of the exponential integral.15 For example, putting q
=3, the required integral is

� v3

a + v2 exp �− v2� dv = −
1

2
aea Ei�− v2 − a� −

e−v2

2
.

�51�

The integrals for larger values of q follow from the recur-
rence equation

KN�v,a� =
1

2
��N − 1

2
,v2� − a exp �a�KN−2�v,a� , �52�

where KN�v ,a� is the integral of Eq. �51�, except with the v3

term in the integrand replaced by vN.

V. EXAMPLES

Two examples are considered, one for a seabed compris-
ing a uniform sand sediment with a rough water-sediment
boundary, and the other for a clay sediment with a smooth
boundary. In the latter case the scattering originates from
heterogeneities in the sediment itself. The objective is to test
the assumptions of linear reflection loss and power law scat-
tering coefficient.

A. Sand

1. Reflection and scattering coefficients

Consider a sand sediment with a high sound speed so
that little energy is transmitted into the sediment at low graz-
ing angles. �The sound speed in sand sediments typically
exceeds 1650 m/s.� Bottom reflection loss BL��� is plotted
in Fig. 1 for the sand parameters of Table IV, with a grain
diameter of 0.35 mm �i.e., Mz=1.5�, corresponding to me-
dium sand according to the Udden-Wentworth sediment clas-
sification scheme.18 The reflection loss is defined as

BL��� � − 10 lg 	V���	2, �53�

where V is the plane wave reflection coefficient, previously
approximated by Eq. �6�. Assuming a uniform fluid sedi-
ment, it is given by

V��� =
�v sin � − sin �sed

�v sin � + sin �sed
, �54�

where �sed is the ray grazing angle in the sediment, and � and
v are the sediment density and its �complex� sound speed,
relative to those of water, such that

FIG. 1. �Color online� Reflection loss versus grazing angle for sand sedi-
ment �Mz=1.5�.

TABLE IV. Geoacoustic parameters for medium sand �Mz=1.5� and coarse
clay �Mz=8.5�. The grain size Mz is defined as minus the base 2 logarithm of
the grain diameter d in millimeters.

Parameter Symbol
Medium

sand
Coarse

clay

Sound speed ratio � 1.1978 0.9923
Density ratio � 2.086 1.378
Attenuation parameter � 0.88 dB/� 0.08 dB/�

Spectral coefficient, defined by
Eq. �61�

b 44 mm4
¯

Spectral exponent, defined by
Eq. �61�

� 3.0 ¯

Scattering attenuation ratio,
defined by Eq. �91�

	 ¯ 0.008 69
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�c = cos−1�Re
1

v
� �55�

and

sin �sed = �1 − v2 cos2 � . �56�

Also plotted, for comparison, is the approximation of Eq. �6�
with12

� 

��

20� log10 e

cos �

sin3 �c
= 0.32, �57�

where � is the attenuation in the sediment, in units of deci-
bels per wavelength. This parameter is related to the sedi-
ment attenuation coefficient �, in nepers per meter, through
the relation

� =
k�

40� log10 e
Re

1

v
, �58�

where k is the acoustic wave number in water. In order to
distinguish unambiguously between � and �, these are re-
ferred to henceforth as the attenuation coefficient and attenu-
ation parameter, respectively.

It is assumed that in the situation described the scatter-
ing is dominated by contributions from the rough boundary,
whose wavenumber roughness spectrum is denoted W���.
Kuo19 applies perturbation theory to derive the following ex-
pression for the back-scattering coefficient

SB��� = 4k4 sin4 �	Y���	2W�2k cos �� , �59�

where

Y��� = V��� +
2��� − 1�

�� tan � + i�1 − v−2 sec2 ��2
. �60�

The solid black line in Fig. 2 shows SB��� evaluated using
Eq. �59� for a sand sediment and a frequency of 1500 Hz.
The calculation assumes a power law roughness spectrum of
the form

W��� = b�1 cm−1

�
��

. �61�

The values used for b and � are listed in Table IV, together
with other geoacoustic parameters required by Kuo’s scatter-
ing model. Parameter values in this table are based on Refs.
20 and 21. Also plotted in Fig. 2 �solid gray line� is a refer-
ence curve showing Lambert’s rule with 10 log10 �=
−25 dB. The dashed line is a power law approximation to
Eq. �59�, namely SB���=�2�4, where the subscript indicates
the implied value of the exponent q, equal to 2 for this ex-
ample. The dash-dot line is introduced later �see Sec. V A 3�.

The assumptions that the linear reflection loss and power
law scattering coefficient are adequate representations for a
sand sediment are now evaluated. From Figs. 1 and 2 it is
apparent that these assumptions are well satisfied at small
grazing angles and not at steeper ones. Long range propaga-
tion �and to some extent also reverberation� is dominated by
near-horizontal paths, so it is not obvious whether the depar-
tures lead to significant errors in the analysis. Two attempts,
or “passes,” are made at estimating the values of the observ-
able parameters. In the first pass the two assumptions are
tested, and shortcomings are then addressed in the second
pass.

2. Observable parameters „first pass…

Of interest to long range reverberation is the behavior of
Eq. �59� at small angles, for which it can be approximated by

SB��� 
 ��2q, �62�

with q=2, and

� = 4k4	Y�0�	2W�2k� , �63�

equal to 0.0356 for the parameters of Table IV. For small �,
Y��� approaches the constant asymptotic value:

Y�0� = − 1 −
2��� − 1�

sin2 �c
. �64�

The accuracy of this small angle approximation can be as-
sessed by comparing Eq. �62� �dashed line in Fig. 2� with
Kuo’s formula �solid line�. Up to a grazing angle of 5 deg
the errors are seen to be small, after which they increase
steadily to about 13 dB at the critical angle of 33 deg. The
discrepancy at these relatively steep angles is addressed in
Sec. V A 3, but for the first pass it is disregarded.

Assuming that the correct value of q can be inferred
from the MS data, the remaining MS observable would be

Qsand =
�

�3 . �65�

The CS observable, relying on information from steeper
angles, is

P = ��c
6. �66�

In principle the variables P and Q contain all the information
there is to know, so one could stop here. In practice, how-
ever, it is useful to relate this information to geoacoustic
parameters like the sediment density and critical angle, as

FIG. 2. �Color online� Scattering strength versus grazing angle for sand
sediment �Mz=1.5�.
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follows. Using Eq. �63� for � and keeping only lowest order
terms in �c, Eq. �65� can be written

Qsand 

2k4

���/k�3 �� − 1�2W�2k��c
5, �67�

where the attenuation coefficient is introduced through the
relationship12

� 
 2���/k��c
−3. �68�

Similarly, from Eq. �66�,

P 
 16k4�2�� − 1�2W�2k��c
2. �69�

Figure 3 shows X�t� plotted versus dimensionless time. This
parameter is related to the reverberation level through Eq.
�20�.

The curve marked “Kuo” is evaluated by numerical in-
tegration of Eq. �21� with the Rayleigh reflection coefficient
for sand, and Kuo’s scattering model. In the following text,
this result is denoted XKuo�t�. On a practical note, an upper
limit of � /4 is chosen for the integral instead of � /2, in
order to avoid a logarithmic singularity that arises at normal
incidence.

Also shown, labeled “SS+Kuo,” is an estimate of the
total reverberation coefficient, calculated as

Xtot = �XSS
2 + XKuo

2, �70�

where XSS is evaluated using Eq. �11� for the reverberation
factor and Eq. �59� for the scattering coefficient. The grazing
angle is calculated with the assumption that the sonar is close
to the sea surface, so that

� = arcsin
2h

ct
. �71�

To assess the potential information content of reverberation,
XKuo�t� is treated as a synthetic measurement and estimates
of the observables q, Q, and P are extracted from it. One way

to do this might be to search for a combination of these three
parameters that minimizes the difference between predicted
and measured reverberation. Such a search is beyond the
present scope. Instead, the values of q, Q are deduced from
the long range asymptotic behavior of XKuo�t�. Specifically, if
for t→�,

loge XKuo�t� → m loge
ct

2h
+ g , �72�

then, by comparing Eq. �72� with XMS from Table II, the
following estimates of q and Q are obtained:

qest = − 2m − 1 �73�

and

Qest =
4e2g

���qest + 1

2
�2

. �74�

Similarly, the short range �i.e., t→0� asymptotic behavior
provides an estimate of P as follows:

Pest = �qest + 1�2�lim
t→0

XKuo�t��2. �75�

The results for q, P, and Q are shown in Table V. Recall that
P is the CS observable sensitive to the critical angle �propor-
tional to �c

2q+2� and Q is the MS observable sensitive to the
reflection loss �inversely proportional to �q+1�. Reasonable
estimates of q and Q are obtained from the MS behavior, but
the estimated value of P, from CS, is in error by a factor of
2.5. This problem is addressed in pass 2.

3. Observable parameters „second pass…

The departure of SKuo from ��4 close to the critical
angle leads to errors in the short range reverberation predic-
tion of the first pass; in turn this leads to errors in the inferred
value of P �or �c�. The error in using the power law approxi-
mation is attributed to the approximation of 	Y���	 as a con-
stant, whereas Fig. 4 �solid line� shows that this parameter
varies by about 15 dB in the angle interval �0 �c�.

Errors associated with the other approximations are
small by comparison, so improved results are expected if
Y�0� is replaced by a suitable function of angle. Specifically,
the following approximation �a Gaussian fit, matching at �
=0 and �c� is proposed and shown as the dashed line in Fig.
4, given by

FIG. 3. �Color online� Reverberation coefficient versus dimensionless time
u �=ct /2H� for sand sediment �Mz=1.5�. MP1�Eq. �29�, CS and MS
�Table II, Kuo�Eq. �21� �+ Eq. �59��, SS+Kuo�Eq. �11� �+ Eq. �59��, and
MP2�Eq. �82�.

TABLE V. Inferred parameters for sand sediment �first pass�, using Eqs.
�73�–�75�.

Parameter
True
value

Estimated
value

q 2 2.00
P 0.001 40 0.000 55
Q 1.60 1.61
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	Y���	 
 Y0�Yc

Y0
��2/�c

2

, �76�

where

Y0 � 	Y�0�	 �77�

and

Yc � 	Y��c�	 . �78�

The reason for choosing a Gaussian form to approximate
Y��� is that it enables an improved approximation to the
back-scattering coefficient to be written as a product of a
power of � with a Gaussian:

SB��� = ��2q exp�−
�2

�2� , �79�

where

1

�2 =
2

�c
2 loge

Y0

Yc
+

q

3
−

�

2
. �80�

The angular width � is equal to 0.33 rad �19 deg� for the
case in hand �with q=2 and Table IV parameters�. The re-
sulting back-scattering coefficient, shown as a dash-dotted
line in Fig. 2, is clearly a better fit to Kuo up to the critical
angle.

In order to use the improved approximation, Eq. �21�
can be written in the form

XMP�t� 
 �
0

�/2

exp �1

2
�2�exp�− �

ct

2h
�2��SB��� d� ,

�81�

where the sec � and 	V���	�ct/2h�sin � terms are both replaced
by approximations of the form exp �K�2�, where K is inde-
pendent of angle. Substitution of Eq. �79� in Eq. �81� gives
Eq. �29�, with u replaced by u+�,

XMP�t� 

Q1/2

2

�� 3
2 ,�u + ����c

2�
�u + ��3/2 , �82�

where Q is given by Eq. �65� and

� =
�−2 − 1

2�
. �83�

Equation �82� is plotted in Fig. 3 as MP2. For large t�u
���, this result is identical to that of the first pass, so the
long range observables �q ,Q� are unchanged.

Disregarding the time variable and with Q assumed
known, Eq. �82� is a function of ��c

2 and � only, implying
that these are the two short range observables. The parameter
��c

2 can be written as �P /Q�1/3 and hence provides an im-
proved value of P compared with the first pass. �Recall that
P is the CS observable determined by the critical angle �Eq.
�66�� and Q is the MS observable related to the reflection
loss �Eq. �65��.� The parameter � �see Eq. �83�� is a time
offset caused by the departure of SB��� from a perfect power
law according to Eq. �79�. It contains information about �c,
�, �, and �to a lesser extent� the roughness exponent �
through � and �. In particular, � can be written �assuming
small �c�

�−2 =
4

�c
2 loge � + O��c

0� �84�

and hence �substituting this result into Eq. �83�, with Eq. �68�
for ��

� 

�c

���/k�
loge � + O��c

3� . �85�

Thus, the three observables �in addition to the exponent q,
which is assumed at this point to be equal to 2 and known
exactly� can be expressed in terms of combinations of the
more common geoacoustic parameters �c, �, �, and � as
follows:

Qsand =
�

�3 

��c

6

8�3��/k�3 , �86�

� =
�c

�/k

ln �

�
. �87�

and

P = ��c
6. �88�

If any one of the four geoacoustic parameters is known
through prior knowledge �or if some correlation between
them is known to exist20�, the remaining three can then be
inferred.

A practical experiment to infer these parameters from
reverberation measurements would involve the use of a re-
verberation model in combination with a global or local
search algorithm to minimize the mismatch between mea-
surement and prediction. The useful time window is limited
by the presence of SS paths at early times and by background
noise at late times.

FIG. 4. �Color online� Variation of Y��� with angle for sand sediment �Mz

=1.5�: FULL�Eq. �60�, GAUSS�Eq. �76�.
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B. Clay

1. Reflection and scattering coefficients

A fine-grained sediment like clay is characterized by a
low sound speed, approximately equal to, and often slightly
less than, that in seawater. In this situation there is no critical
angle �and hence no CS region� and consequently sound is
easily transmitted across the interface and into the sediment.
The parameter � is then given by �22�

� =
2�v

�1 − v2�1/2 �89�

and equal to 22.0 for the clay parameters of Table IV. Even
though there is no critical angle for this case, Eq. �6� can still
be used with a nominal value of �c=� /2. The result is plot-
ted in Fig. 5, which also shows the Rayleigh reflection coef-
ficient for comparison. The grain diameter for the clay sedi-
ment is 2.8 �m �i.e., Mz=8.5�.

It is apparent that the reflection loss for clay is huge by
comparison with that for sand �cf. Fig. 1�. Steep angles are
stripped away immediately, leaving a narrow horizontal
beam whose subsequent behavior relies crucially on the is-
ovelocity water assumption. There is also a requirement for
the frequency to be high enough to populate the narrow
beam with enough modes to justify the continuum treatment.

The scattering is deemed to originate from irregularities
within the bulk of the clay sediment. According to the theory
of Stockhausen23 �as described by Jackson and Briggs24�, the
back-scattering coefficient is given by

SB��� =
	1 − V���2	2

4

sin2 �

	sin2 �sed	
	 , �90�

where 	 is a dimensionless ratio, defined as the volumic dif-
ferential scattering cross section of these irregularities �de-
noted �� divided by the attenuation coefficient �:

	 �
�

�
. �91�

In Eq. �90�, �sed is the �complex� grazing angle in the sedi-
ment given by Snell’s law. Notice that 	 �hereafter referred to
as the scattering attenuation ratio� is closely related to the
parameter �2 of Ref. 24 according to

	 = �20 log10 e��2. �92�

Using V��� from Eq. �54� it follows that

SB��� =
4��v�2

�1 + �v
sin �

sin �sed
�4

sin4 �

sin4 �sed
	 . �93�

This function is plotted in Fig. 6 �solid black curve, labeled
“Stockhausen”�. The gray curve is the reference curve from
Fig. 2.

C. Observable parameters „first pass…

In the limit of small �, Eq. �93� reduces to a power law
�i.e., Eq. �3�� with q=2 and

�2 = 4
��v�2

�1 − v2�2	 , �94�

equal to 274 for the clay parameters of Table IV.
The MS reverberation coefficient is calculated in the

same way as for sand and plotted in Fig. 7 alongside the full
integral �XStockhausen�. For clay there is no CS region.

The values of q and Q can be estimated in the same way
as for sand �see Eqs. �73� and �74��. The parameter Q is then
related to the geoacoustic parameters for clay according to

Qclay =
�2

�3 

	

2�v�1 − v2�1/2 . �95�

The outcome for q and Q is shown in Table VI. The esti-
mated value of q is close to its true value, while Q is under-
estimated by about 25%.

FIG. 5. �Color online� Reflection loss versus grazing angle for clay sediment
�Mz=8.5�.

FIG. 6. �Color online� Scattering strength versus grazing angle for clay
sediment �Mz=8.5�.
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1. Observable parameters „second pass…

As was the case for sand, the power law SB is only valid
for small grazing angles. The difference in back-scattering
strength between the Stockhausen model and the simple
power law reaches 15 dB at 6 deg and 5 dB at only 1 deg.
Thus, even though the beam is a narrow one, it is neverthe-
less wide enough for these errors to manifest themselves in
the reverberation. It is apparent from Fig. 6 that the scatter-
ing strength approaches a constant value at moderate angles.
This shape suggests an improved result by use of parallel
addition with q=2 and n=2, i.e.,

1
�SB���

=
1

��2�2
+

1
��0

, �96�

with �2=274 as before, and �equating � and �sed in Eq. �93��

�0 =
�2�v�2	

�1 + �v�4 , �97�

which for the clay parameters is equal to 0.0021.
The reverberation coefficient for parallel addition is

given by Eq. �50�, with

B = ��0/�2 �98�

and

A2 = ��0. �99�

As there is no critical angle it makes sense to extend the
integration of Eq. �46� to �. Hence

XMP�t� → XMS�t� =��Q0

4u
lim
�→�

D2��Q0

Q2
u,�� , �100�

where the function Dq�x ,�� is defined by Eq. �49� and Q2

and Q0 are the observables that would be expected for simple
power laws with q=2 and q=0, respectively. Specifically, Q2

is Qclay from Eq. �95� and

Q0 =
�0

�



2�v
�1 + �v�4 �1 − v2�1/2	 . �101�

Notice that Eq. �100� is a function of Q0 and Q2 only. For
large u it becomes

XMS�t� →
1

4
��Q2

u3 . �102�

As would be expected from Table II, the long range observ-
able is Q2, consistent with the first pass. The short range
observable is Q0. Both can be inferred in principle from the
measured reverberation using an optimization algorithm as
described for sand. The lossy seabed means that long range
reverberation is expected to be weak compared with the sand
case, although for the same reason the background noise is
also expected to be weaker.

VI. FREQUENCY DEPENDENCE

Thus far, reverberation is considered for a single fre-
quency only. In principle, the frequency dependence of re-
verberation contains additional information that is not avail-
able in measurements at a single frequency. In this section,
four different causes of frequency dependence of reverbera-
tion are considered, with a brief discussion for each on the
impact on the observable parameters.

A. Geoacoustic parameters

For seabed effects it is useful to consider the sand and
clay cases separately. Starting with sand, if the physical
model involving a uniform fluid sediment provides a good
description of the seabed, it follows that the sediment density
� and scattering exponent q are both constants �independent
of frequency f�. The critical angle �c is also independent of
frequency if dispersion is neglected. On the other hand, both
��f� and ��f� are expected to vary with f , and any such
dependence would be apparent through variations in the ob-
servables P�f� and Q�f�. This geoacoustic model is consid-
ered appropriate for frequencies between a few hundred hertz
and a few tens of kilohertz, although above 1 kHz it may
become necessary to consider attenuation due to sea surface
scattering and absorption.

For the clay case, with the chosen uniform fluid model
there is only one frequency dependent parameter, namely the
scattering attenuation ratio 	�f�. Both Q2�f� and Q0�f� are
proportional to 	�f�, so a measurement of either one would
suffice. The other, if also measured, would provide a consis-
tency check.

A convincing case can be made that the clay model is
not a realistic one. Because most of the sound is not re-
flected, but transmitted, the likely presence of a positive

FIG. 7. �Color online� Reverberation coefficient versus dimensionless time
u �=ct /2h� for clay sediment �Mz=8.5�. MS�Table II, Stockhausen�Eq.
�21�, SS+Stockhausen�Eq. �11� + Eq. �93�, and MP�Eq. �100�.

TABLE VI. Inferred parameters for clay sediment �first pass�, using Eqs.
�73� and �74�.

Parameter
True
value

Estimated
value

q 2 1.97
Q 0.0256 0.0187
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sound speed gradient in the sediment25 results in a correction
that is especially important for low frequency reverberation
�a few hundred hertz�. The loss ��� would be inversely pro-
portional to the sound speed gradient in the sediment and,
assuming a constant attenuation in decibels per wavelength,
proportional to frequency. Despite these complications, the
MS observable is still � /�q+1.

The increasing attenuation at high frequency suggests an
alternative application for the clay model above about
10 kHz. For example, Jackson and Briggs24 successfully ap-
ply the Stockhausen model to backscattering from a clay
sediment �Arafura Sea� at 20 kHz, although the effects of a
density gradient should be considered.26,27 Further, multipath
propagation at high frequency is inevitably sensitive to scat-
tering at the sea surface, and the effects of refraction may
also be important.

B. Water attenuation

Irrespective of the bottom type, there will be some fre-
quency dependence arising from frequency-dependent at-
tenuation arising from chemical relaxations in water.28,29

This effect can be quantified without difficulty and is not
considered to affect the observability of seabed parameters.

C. Surface scattering and absorption

At frequencies around 1 kHz and higher the assumption
of perfect acoustic reflection at the sea surface must be ques-
tioned, except in very calm conditions. A 3

2 power law de-
pendence on frequency is anticipated due mainly to sea sur-
face scattering but with an important role played by near-
surface bubbles.30–32 The influence of surface scattering
�neglecting bubbles� on reverberation inversion is investi-
gated in Ref. 13. These effects are mitigated in the presence
of a downward refracting sound speed profile, in which case
it is necessary instead to model the refraction.

D. Surface decoupling

The reverberation model developed in Sec. IV assumes
that the frequency is high enough to neglect the cancellation
that occurs between similar ray paths when they are in an-
tiphase due to one of them having suffered one more surface
reflection than the other. This assumption translates to a re-
quirement that the product of sonar depth z and vertical wave
number k sin � must exceed approximately � /4:

kz sin � 
 �/4. �103�

A marked variation of the reverberation field with depth is
expected close to the sea surface when this requirement is
not satisfied �and to a lesser extent if the sonar is close to the
seabed�. The depth at which this happens depends on the
maximum grazing angle of interest, which in turn depends
on how far the sound has traveled in the horizontal direction.
This maximum grazing angle, referred to henceforth as the
“effective angle,” can be very small, making the inequality
difficult to satisfy at long range. This statement can be quan-
tified by defining the effective angle �eff as the value of the
critical angle �c that would be necessary for FCS and FMS

from Sec. III to be equal, i.e.,

�eff = �eff�r� =
1

2
� �

�h
r�−1/2

. �104�

Because FMS is a function of range, so too is �eff. Notice in
particular that �eff�r� tends to zero for �r�h.

In the context of reverberation it makes sense to define
�eff instead by equating XCS and XMS from Sec. IV, so that

�eff = �eff�t� = ���q + 3

2
�1/�q+1�� c�

2h
t�−1/2

. �105�

If the inequality �Eq. �103�� is not satisfied, a near-surface
correction is needed, resulting in an additional dependence
on depth that affects the relationships described in Sec. IV.
This depth dependence �the details of which depend also on
frequency� contains further information about the seabed be-
cause it depends on the angular distribution of reverberation
energy. The effect of the pressure release surface is to scale
the propagation factor by a term of the form 2 sin2�kz sin ��
for each of source and receiver.9 Assuming that both source
and receiver are close to the surface, the result is that q is
replaced with q+2 wherever it appears in the analysis, so
that the new MS and CS observables �ignoring factors of k4

and z2� are � /�q+3 and � �c
2q+6 / �q+3�2. Armed with this

information plus the existing observables at greater depth
�i.e., P and Q from Eqs. �86� and �88��, it would then become
possible to separate the three unknowns �, �, and �c. Al-
though the above discussion risks oversimplifying the neces-
sary analysis, it conveys the general principle. The feasibility
of the approach for separating the MS observables is dem-
onstrated by Harrison and Nielsen.9

VII. EFFECT OF REFRACTION

Of the assumptions listed in Sec. I, one of the most
restrictive in the context of long range propagation is that of
isovelocity water. For the clay seabed in particular there is a
conflict between the requirement for straight ray paths and
hence steep angles �the isovelocity assumption� on the one
hand, and the inexorable stripping of energy from steep ray
paths due to multiple seabed reflections on the other. While a
full treatment of the effects of refraction on reverberation33 is
outside the present scope, some general remarks are made
below. Other relevant publications include Refs. 7 and 9.

The effect of a slightly nonuniform sound speed profile
would be to curve the ray paths, placing an upper limit on the
ray cycle distance. This upper limit, or a distance close to the
upper limit, typically defines a characteristic cycle distance
�, and a characteristic angle associated with it. If the reflec-
tion loss at this angle is denoted L, the result is cylindrical
spreading with—assuming downward refraction for the sake
of argument—an exponential decay whose time constant is
� /Lc. Turning this reasoning on its head, a measurement of
this time constant provides an estimate of L. �The sound
speed profile, and hence also the cycle distance, are assumed
known.� Once L is found, measurement of the scattering
strength from absolute reverberation level is straightforward.
Thus, in contrast to the isovelocity case, the effects of the
scattering coefficient S and reflection coefficient 	V	 can be
separated for this case, albeit only within a narrow range of
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angles around the characteristic angle. If multiple measure-
ments are made, and if the sound speed profile changes be-
tween them �if one measurement is made in the early morn-
ing, say, and the other after a warm afternoon�, each new
measurement of S and 	V	 will be at a slightly different angle,
thus providing new information.

VIII. CONCLUSIONS

Assuming a power law dependence of the back-
scattering coefficient SB on grazing angle �, of the form
SB���
��2q for small �, it is shown that the associated ex-
ponent q can be inferred from the decay rate of long range
reverberation in isovelocity water �in the mode stripping re-
gion�. Given q, the intercept of Eq. �72� then provides
� /�q+1 �see Table II�, where � is the loss per unit grazing
angle.

If the power law behavior extends to the seabed critical
angle �c, and if mode stripping and cylindrical spreading
measurements are both available, it is found that there is one
more independent piece of information available from the
reverberation, proportional to ��c

2q+2 �see Table II�. Specific
examples considered are seabeds made, respectively, of uni-
form sand �dominated by rough boundary scattering� and
uniform clay �volume scattering�.

Theory predicts an exponent q=2 as �→0 for both sand
and clay. Thus, for both sediment types the long range ob-
servable is � /�3, although significant departures from a per-
fect power law are predicted at steeper angles. Despite this,
for sand it turns out that ��c

6 is still measurable, while the
departure from a perfect power law results in a time offset,
denoted �, that provides further information about the geoa-
coustic parameters via Eq. �83�. For clay, although there is
no critical angle, there is nevertheless a transition between
short and long range power laws �from q=0 to q=2�. This
transition provides information about the impedance of the
sediment as well as the ratio 	 of volumic scattering cross
section to the attenuation coefficient.

The effects of frequency dependence and refraction,
though outside the main scope, are considered in the discus-
sion in Sec. VI and VII. It is argued that additional informa-
tion, with the potential to break some of the ambiguity, is
available if multiple measurements are made at different
depths or frequencies, or for different sound speed profiles.
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Ocean acoustic interferometry refers to an approach whereby signals recorded from a line of sources
are used to infer the Green’s function between two receivers. An approximation of the time domain
Green’s function is obtained by summing, over all source positions �stacking�, the cross-correlations
between the receivers. Within this paper a stationary phase argument is used to describe the
relationship between the stacked cross-correlations from a line of vertical sources, located in the
same vertical plane as two receivers, and the Green’s function between the receivers. Theory and
simulations demonstrate the approach and are in agreement with those of a modal based approach
presented by others. Results indicate that the stacked cross-correlations can be directly related to the
shaded Green’s function, so long as the modal continuum of any sediment layers is negligible.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2723650�
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I. INTRODUCTION

Approximation of the Green’s function between two
points in both open and closed environments has been a sub-
ject of interest over the last few years. Lobkis and Weaver1

showed, both theoretically and experimentally, that the
Green’s function between two points can be determined from
their temporal cross-correlation within a diffuse ultrasonic
field. This concept was extended by Derode et al.2 who
showed that the Green’s function can be conditionally recov-
ered in an open scattering medium. They concluded that al-
though the Green’s function can be determined from cross-
correlations from a single source within a lossless closed
cavity in which it is assumed that the eigenmodes do not
degenerate, the Green’s function will only emerge from
cross-correlations within an open scattering medium if the
cross-correlations are summed over a perfect time-reversal
mirror. Wapenaar3 and Van Manen et al.4 demonstrated that
retrieval of the Green’s function through summed cross-
correlations can also be achieved in an inhomogeneous me-
dium. Sánchez-Sesma et al. presented the canonical problem
of elastodynamic Green’s function retrieval in a homoge-
neous medium5 and in an infinite space with a cylinder
inclusion.6 They showed that the Fourier transform of the
mean cross-correlation of motion between two points is pro-
portional to the imaginary part of the corresponding exact
Green’s tensor, provided that there is equipartitioning of en-
ergy.

Extraction of the Green’s function by cross-correlation
from ultrasonic noise,7–9 ambient noise in a homogeneous
medium,10 ambient ocean acoustic noise,11–14 seismic
noise,15–20 helioseismic noise,21 and even moon-seismic
noise22 has been undertaken, and the governing concepts are
now quite well understood.

Three papers are of particular relevance to this work.
Using a modal approach, Roux and Fink23 showed theoreti-
cally in the frequency domain and through simulation that

the Green’s function between two points in a waveguide can
be determined by summing the cross-correlations from a ver-
tical line of sources that are located in the same plane as the
two receivers, external to the two receivers. Sabra et al.12

used a stationary phase argument to formulate the time do-
main Green’s function for time-averaged surface generated
ambient noise cross-correlation, where the sources were
modeled as a horizontal plane of point sources at a constant
depth. Also using the method of stationary phase, Snieder et
al.24 presented a formulation that suggests that seismic inter-
ferometry using sources equally spaced along the surface of
a homogeneous medium, with a horizontal reflector and no
free surface, in the same vertical plane as two receivers lo-
cated within said medium, can be used to determine the
Green’s function between the two receivers. They showed
that when multiple bottom reflectors are included, spurious
multiples may occur due to the region of interest not being
completely enclosed by sources, and concluded that, theo-
retically, these spurious multiples could be removed by in-
cluding an additional set of sources below the reflectors.

Within this paper, the relationship between cross-
correlations from a vertical line of active sources to two re-
ceivers within a waveguide, and the shaded time domain
Green’s function between said receivers, is explored. We call
this approach ocean acoustic interferometry �OAI�, as it is
related to classical and seismic interferometry,25 where inter-
ferometry refers to the determination of information from the
interference phenomena between pairs of signals. The
method of stationary phase is applied to simple reflective
environments, providing an alternative theoretical means of
describing and understanding the physics governing the
cross-correlation of such a source configuration, and how
this can be used to extract an amplitude shaded time domain
Green’s function. This work is distinct from work presented
by Roux and Fink,23 Sabra et al.,12 and Snieder et al.,24 in
that a stationary phase derivation is applied to a column of
sources in a waveguide. A detailed physical and mathemati-
cal discussion of spurious arrivals obtained in connection
with OAI is presented. Numerical simulations of these envi-
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ronments support the theory. A refractive environment with
more realistic water column, sediment, and bottom param-
eters is also analyzed through numerical simulations. These
geometrically simple scenarios are chosen as they allow for
understanding of the results, but the underlying concepts are
applicable to complex environments. Both the unstacked
cross-correlations as a function of depth and the stacked
cross-correlations are analyzed. The effect of limiting the
sources to the water column is discussed and it is shown that
the accuracy of OAI increases if the source column is ex-
tended through the sediment. The spurious arrivals obtained
here are compared with those obtained by Sabra et al.12 and
Snieder et al.24 The manifestations of these aberrations are
distinct in each case and these differences are explained by
considering the different environments and geometrical setup
used.

II. THEORY

Consider the waveguide depicted in Fig. 1. The x, y, and
z directions are defined as the horizontal axis, the axis in-
and-out of the page, and the vertical axis, respectively. A
vertical plane of sources spanning the water column �i.e., the
z direction� and extended in the y direction would form a
perfect time-reversal mirror, meeting the requirements for
determination of the Green’s function between two points via
cross-correlation methods.2 However, it has previously been
shown that only sources in the same vertical plane as the two
receivers will contribute significantly to the correlation
integral.12,24 A vertical line of sources is therefore uniformly
and densely distributed within the vertical plane containing
receivers A and B, external to the two receivers, and closer to
B. The sum of the cross-correlations of the signals received
at A and B �adapted from Ref. 24� in the frequency domain is

CAB��� = ��sS����2n�
0

D

G�rA,rS�G*�rB,rS� dz , �1�

where �s is the density at the source, S��� is the source
spectrum, n is the number of sources per unit length,
G�r� ,rS� is the Green’s function between the source S and
receiver �, and * denotes complex conjugation. The lower
bound of the integral is 0 since the waveguide has a free
surface at z=0 and the upper bound is the waveguide depth

D since there are no reflective surfaces below this depth.
This summed cross-correlation can, in the time domain, be
determined from real or simulated data by calculating the
cross-correlation for each source depth and then summing
�also known as “stacking”� the result. The sum of the cross-
correlations is related to the Green’s function between A and
B. This relationship is derived here for reflective environ-
ments using the method of stationary phase.

The 3D Green’s function within a homogeneous medium
is

Gf�R� =
eikR

4�R
, �2�

where k is the wave number and R is the distance from the
source. The full Green’s function at each receiver can be
written as the superposition of the direct and reflected waves.
If the medium is an isovelocity waveguide, bounded above
by a free surface and below by a reflective bottom with re-
flection coefficient �, the Green’s function between the
source S and receiver � is written in terms of the waveguide
and source-receiver geometry26 as

G�r�,rS� = �
b�=0

�

�b�Gf��x�
2 + �2b�D + z ± z��2�

+ �
b�=1

�

�b�Gf��x�
2 + �2b�D − z ± z��2� , �3�

where b� is the number of bottom bounces for a given path
and D is the depth of the waveguide. The first term on the rhs
includes all upgoing waves and the second term includes all
downgoing waves as measured from the source.

Inserting Eq. �3� into Eq. �1� yields an expression for the
correlation that consists of the sum of the integrals of all
possible combinations of the interaction between any path to
the first receiver and any path to the second. Although the
cross-correlation includes the sum of all path interactions,
each path interaction can be analyzed separately and summed
together at the end to yield the complete solution. Hence,
only one of these individual interactions is considered here.
Substitution of Eq. �2� into Eq. �1� �i.e., cross-correlation
between two arbitrary paths� yields

I =
�bA+bB

�4��2 � eik�LA−LB�

LALB
dz , �4�

where b� is the number of bottom bounces for the path to
receiver �, and L�=�x�

2 + �2b�D±z±z��2 is the length of the
given path between the source S and receiver �. The sign in
front of z is positive when the wave departing the source is
upgoing and negative when it is downgoing. Similarly, the
sign in front of z� is positive when the wave arriving at the
receiver is downcoming and negative when it is upcoming.

A. Stationary phase evaluation

Since 1/ �LALB� varies slowly and the phase k�LA−LB�
varies quickly within the region of interest, rapid oscillations
of eik�LA−LB� over the integrand allow for the integral, Eq. �4�,
to be solved via the method of stationary phase.27 Similar

FIG. 1. Source-receiver geometry and notation: the source S is located at
�0,0 ,z�, and receivers A and B are located at �xA ,0 ,zA� and �xB ,0 ,zB�,
respectively, within a waveguide of depth D.
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interferometric integrals have been solved by others.12,16,24

We follow the idea of Snieder et al., but assume a vertical
rather than horizontal line of sources, and also extend the
theory to a waveguide.

The stationary points of the integrand are found by
evaluating the partial z derivative of the phase term and set-
ting this to equal zero. The phase term is

L = LA − LB = �xA
2 + �2bAD + �Az ± zA�2

− �xB
2 + �2bBD + �Bz ± zB�2, �5�

where ��=1 denotes an upgoing wave and ��=−1 denotes a
downgoing wave, as measured from the source. The partial
differential with respect to z is

�L

�z
= �A	2bAD + �Az ± zA

LA

 − �B	2bBD + �Bz ± zB

LB

 .

�6�

Writing Eq. �6� in terms of the acute angle �� between the
path and the vertical, at the point of departure from the
source �see Fig. 1�, yields

�L

�z
= �A cos �A − �B cos �B. �7�

Setting the partial z derivative to zero yields �A=�B when
�A=�B �i.e., both waves depart as either upgoing or down-
going�, and �A=�−�B when �A=−�B �i.e., one wave de-
parts as upgoing and the other as downgoing�. Since both �A

and �B are less than � /2, the latter equation has no solu-
tions. Thus a stationary point will only occur when both
signals depart the source at the same angle. Therefore, the
path to the farther receiver passes through the closer receiver,
as shown in Fig. 2 for four different paths �remember that the
above derivation holds for any individual path interaction
and that the overall cross-correlation includes the sum of all

path interactions�. Not all path combinations will exhibit a
stationary point; for example, the direct path to A and any
boundary interacting path to B will never satisfy �A=�B.

The integral, Eq. �4�, is rewritten within the region of a
given stationary point zs as

I�zs� �
�bA+bB

�4��2

1

LA�zs�LB�zs�
�

−�

�

eik�LA�z�−LB�z�� dz . �8�

Realistically, the sources exist over the finite limit �0,D�;
however, extension of these limits to infinity is valid as vir-
tual sources exist over an infinite limit. The phase term can
be approximated as a truncated Taylor series within the
neighborhood of any stationary point:

L�z� � L�zs� +
�z − zs�2

2 	��2L

�z2 �
z=zs


 , �9�

� �2L

�z2 �
z=zs

= sin2 �s 	 1

LA�zs�
−

1

LB�zs�

 . �10�

Substituting the phase term and its second derivative, at the
stationary point, into the truncated Taylor series, Eq. �9�, and
rewriting the integral, Eq. �8�, assuming that LA�zs�	LB�zs�
�which is valid since the source is closer to B than to A�,
yields

I�zs� =
�bA+bB

�4��2

eik�LA�zs�−LB�zs��

LA�zs�LB�zs�


�
−�

�

exp 	− ik
�z − zs�2

2
� sin2 �s
 d�z − zs� , �11�

where �= �1/LB�zs�−1/LA�zs��. Equation �11� is a Fresnel in-
tegral and can therefore be solved by making the substitution
k��z−zs�2 /2�� sin2 �s= �� /2��2:

I�zs� =
�bA+bB

�4��2

eik�LA�zs�−LB�zs��

LA�zs�LB�zs�


2� �

k� sin2 �s
�

0

�

exp 	− i
�

2
�2
 d�

= ei�3�/4��
bA+bB

sin �s
� �

8k�
Gf�R�zs�� , �12�

where R�zs�=LA�zs�−LB�zs� is the path length between A and
B. Inclusion of the source factor, n ��sS����2, and the rela-
tionship k=� /c, yields

CAB��� = �
zs

n��sS����2I�zs� = ei�3�/4�n�S����2


 �
zs

	�bA+bB�s
2Gf�R�zs��

sin �s
� �c

8��

 , �13�

where the summation is over all stationary points.
Cross-correlation of the signals received from a vertical

column of sources located in the same vertical plane as the
receivers can therefore be seen to produce an amplitude and
phase shaded Green’s function. The amplitude shading con-
sists of constant, path dependent, and frequency dependent
components, while the phase shading is simply a 3� /4 phase

FIG. 2. Examples of wave paths that correspond to stationary points ��A

=�B=��: �a� direct wave, �b� surface reflected wave, �c� bottom reflected
wave, and �d� surface and bottom reflected wave, between the receivers.
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shift. If the summed cross-correlations are multiplied by
e−i�3�/4�, phase information, and hence travel times, of the
�S����2 /�� shaded Green’s function can be determined. It
will, however, be difficult to obtain the correct amplitudes
since �bA+bB, �s, and �=�1/LB�zs�−1/LA�zs� are all path de-
pendent.

The cross-correlation equation, Eq. �13�, is in this par-
ticular form due to the mismatch between a 3D Green’s func-
tion and a 1D source distribution �as commented by Snieder
et al.24�. If a 2D plane instead of the 1D column of sources
were used, Eq. �1� would be a double integral spanning both
the z and y directions, which could be solved as a product of
two stationary phase integrals. If either a 2D plane of sources
or the far-field approximation of the 2D Green’s function,
G�R�=eikr /�r, were incorporated, there would not be a di-
mensionality mismatch, and the sum of the cross-
correlations, Eq. �13�, would be

C̃AB��� = − in�S����2�
zs

	�bA+bB�s
2Gf�R�zs��

sin �s



c

2�

 ,

�14�

where n is the number of sources per unit surface area for the
plane of sources or the number of sources per unit length for
the column of sources. Note that there is now no term �apart
from the Green’s function� containing LA�zs� and LB�zs� and
therefore the amplitude shading is only dependent on the
travel path through the �bA+bB and sin �s terms.

The 1/� factor in Eq. �14� means that the time domain
Green’s function is proportional to the derivative of the
summed cross-correlations.10,12,16 Due to a mismatch be-
tween the source dimensions and the Green’s function, there
is only a factor of 1 /�� in Eq. �13�. The time domain
Green’s function is therefore proportional to a fractional de-
rivative of the summed cross-correlation.24

B. Incorporation of sediment layers

When the water column is bounded by fully reflective
boundaries, as assumed for the preceding derivation, all of
the energy is contained within the water column and trunca-
tion of the cross-correlation integral in Eq. �1� is avoided.
The addition of sediment layers can cause truncation errors
since the true integral will then extend to infinity �or at least
to the basement� to account for sound that interacts with the
sediment:

CAB��� = ��sS����2n�
0

�

G�rA,rS�G*�rB,rS� dz . �15�

If the source column is restricted to the water, the calculated
integral still ceases at D and the stacked cross-correlations
may vary from the frequency and phase shaded Green’s
function. As an example, consider a �purely theoretical� re-
flective environment, with constant sound speed, consisting
of a water column and M sediment layers. The length of any
path between the source S and receiver � becomes

L� =�x�
2 + 	2pD + �

m=1

M

�2qmDsm� ± z ± z�
2

, �16�

where p and qm are the multiple order in the water and each
sediment layer m, and Dsm is the depth of the mth sediment
layer. The stationary phase condition is still �A=�B; how-
ever, there exist paths satisfying this condition whose path
length differences are not identical to any component lengths
of the Green’s function between the two receivers. For ex-
ample, in Fig. 3�a� the path to receiver B is a reflection from
the sediment-water interface. The path to receiver A is a
transmission through this interface, a reflection from the
basement, and a transmission back into the water. The sta-
tionary phase condition of �A=�B is satisfied; however, the
path length difference is

L = �xA
2 + �2D + 2Ds − z − zA�2 − �xB

2 + �2D − z − zB�2,

�17�

which, in general, differs from the path length of any wave
that travels between the two receivers, and therefore should
not contribute to the Green’s function. Note that the path
length difference and hence the time at which these spurious
arrivals occur is dependent on the horizontal distance sepa-
rating the source column from the receivers. If the column of
sources were extended into the sediment, a second stationary
point of equal amplitude and opposite phase would exist �see
Fig. 3�b��, canceling the contribution of the water-source sta-
tionary point.

Note that Eq. �13� contains a �s
2 term, but pressure is

proportional to �sGf, and hence the individual cross-
correlations need to be normalized by the density at the
source location before summing. More complex paths may
exhibit multiple stationary points, located in both the water
column and the sediment, corresponding to a particular path
length difference; however, they will sum to zero so long as
the source column spans all paths that have a stationary
point.

Introduction of a varying sound speed profile will fur-
ther complicate the problem; however, OAI is still appli-
cable. Snieder et al. �Appendix A�24 present work that gen-
eralizes their arguments for the direct wave in a
homogeneous medium to a direct wave in a heterogeneous
medium with variations in velocity that are sufficiently
smooth for ray theory to remain applicable. The environment
and geometry used here are different from that of Snieder et

FIG. 3. Example of �a� water source and �b� sediment source stationary
points that cancel with one another and do not contribute to the Green’s
function.
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al.; however, the idea of generalizing from a homogeneous to
a heterogeneous medium is the same. The inclusion of at-
tenuation will also add complications since it will generally
result in the paths not canceling exactly; the degree to which
they will cancel one another is environment dependent.

Truncations in the integral of Eq. �15� may also be ap-
parent as peaks in the summed cross-correlation at time in-
tervals corresponding to correlations between paths from
sources located at the water-sediment interface. Consider, as
an example, the paths depicted in Figs. 4�a�–4�c�. As the
source is moved towards the water-sediment interface, the
direct paths �solid line in Fig. 4�a�� converge to the direct
paths from a source in the sediment �dashed line in Fig.
4�a��. At the bottom of the sediment these paths converge
with the bottom bounce paths �solid line in Fig. 4�b��, which
in turn converge to the dashed path shown in Fig. 4�c� at the
water-sediment interface. If the sources in the sediment are
not included in the summation, discontinuities in the integral
will exist at the water-sediment interface for the water source
paths in both Figs. 4�a� and 4�c�. The path length difference
for this discontinuity is

L = ��D − zA�2 + xA
2 − ��D − zB�2 + xB

2

− ���D − zA + 2Ds�2 + xA
2 − ��D − zB + 2Ds�2 + xB

2� ,

�18�

where Ds is the depth of the sediment. If the sediment is
shallow �Ds�D�, these discontinuities may not be observ-
able in the summed cross-correlations since the path length
differences for a source at the sediment-water interface will
be small; however, if the sediment is deep, the discontinuity
may be observed as two distinct spurious peaks separated
temporally by L /c.

Restricting the sources to the water column can there-
fore lead to spurious peaks in the cross-correlation function.
If the sources are extended through the sediment and the
cross-correlation function is normalized by the density at the
source, these spurious peaks may be avoided.

In a generalized environment, the mathematics becomes
more complex; however, the fundamental ideas hold. An am-
plitude and 3� /4 phase shaded Green’s function will still be
obtained by summing the density normalized source cross-
correlations, so long as the source column spans the water
column and all underlying sediments. The effect of limiting
the sources to the water column, upon the similarity between
the summed cross-correlations and the shaded Green’s func-
tion, is environment dependent.

C. Spurious arrivals

Snieder et al.24 and Sabra et al.12 determined that spuri-
ous arrivals also exist for their particular geometries and en-
vironments. The spurious arrivals that they discuss and the
ones described here are all due to the volume of interest not
being fully enclosed by sources; however, each of these ab-
errations is distinct.

The spurious arrivals described in Sec. II B occur when
the sources are limited to the water column. The integral
does not extend to infinity, resulting in two causes of spuri-
ous arrivals. As the source approaches the upper and lower
boundaries �surface and basement�, different paths will con-
verge. Hence, when the sources are contained to the water
column, paths that would converge at the sediment bottom
do not converge. Spurious peaks therefore occur at these path
discontinuities. The second mechanism of spurious arrivals is
a stationary-phase contribution from a source in the water
column that does not actually contribute to the full Green’s
function. This contribution occurs from correlations between
waves that are reflected at the water-sediment interface and
waves that pass into the sediment. It should cancel with a
stationary-phase contribution of equal amplitude and oppo-
site phase from the sediment and therefore a false peak is
recorded when sediment sources are not included.

Sabra et al.12 modeled time-averaged surface generated
ambient noise using a horizontal plane of point sources at a
constant depth in a waveguide. The spurious arrivals they
described are caused by stationary-phase contributions from
correlations between a wave that initially undergoes a sur-
face reflection and one that does not �for an isovelocity water
column, one wave departs at an angle of � from the horizon-
tal, and the other departs at an angle of −��. These stationary
points are intrinsic to the horizontal source configuration. If
the depth of the plane of sources is reduced, the spurious
peaks converge to the same time delay as the true Green’s
function paths; however, they are � out of phase and will
still result in shading of the Green’s function.

Snieder et al.24 used a horizontal line of evenly spaced
sources in a homogeneous medium, with one or more hori-
zontal reflectors below and no free surface above. Snieder’s
assumption of there being no free surface means that the
spurious paths described by Sabra et al. did not exist in their
analysis. The spurious arrivals described by Snieder et al. are

FIG. 4. The direct path �a� and bottom bounce path �dashed line in �c�� are
linked via a continuous transition through sediment source configurations
�a�–�c�; a truncation of the integral results in a discontinuity in the arrival
structure of the paths if sediment sources are not considered.
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due to false stationary-phase contributions caused by corre-
lation of waves reflected from distinct reflectors, which occur
due to the sources only being in the upper layer. To eliminate
these spurious multiples, a second surface of sources would
have to be included below the bottom reflector.

III. SIMULATIONS

Three simulation environments were selected to clearly
demonstrate application of OAI from a physical perspective.
The Green’s function between two receivers is approximated
using the OAI approach for a vertical line of sources.
Oases28 was used for both the OAI approach and to compute
the true Green’s function between the receivers. The theory
derived via the method of stationary phase in Sec. II is used
only for discussion purposes.

The environments, depicted in Fig. 5, comprise �a� an
isovelocity waveguide with a purely reflective bottom, �b� a
completely reflective environment comprising an isovelocity
waveguide and an isovelocity sediment layer, and �c� a more
realistic environment with a downward refractive sound
speed profile �SSP� waveguide, and an upward refractive
SSP sediment layer. Receivers A and B are located at depths
of 80 and 50 m, respectively. The two receivers are separated
100 m horizontally. A column of sources, spaced at 0.5-m
increments, spans the water column in the same vertical
plane as the two receivers, 40 m to the right of receiver B.
The source is a Ricker wavelet with a center frequency of
350 Hz.

The sum of the cross-correlations, Eq. �1�, is evaluated
by treating the integral as a sum over the source column. For
each source location, the acoustic pressure at A and B is
evaluated assuming a constant source spectrum of S���. The
pressures are cross-correlated, normalized by the density at
the source, and then summed over the source locations and
compared to the frequency and phase shaded Green’s func-
tion between the two receivers:

��S���2�
�

ei�3�/4�G�R� . �19�

A. Isovelocity waveguide

The unstacked cross-correlations and the stacked re-
sponse, C, are depicted in Fig. 6�a�. The true �3� /4 phase
and �S����2 amplitude� shaded simulated Green’s function,
G, is also included for comparative purposes.

The direct path stationary point is the temporal maxima
of the direct wave cross-correlation arrival structure to each
receiver. It occurs at 38-m depth at a time of 0.070 s. The
direct path time difference converges to 0.065 s as the source
is moved towards the surface, and to 0.052 s as it is moved
towards the bottom. These endpoints do not, however, result
in spurious peaks in the stacked response as they converge
with other paths as the source approaches the given bound-
ary. Stationary points corresponding to arrivals of the re-
flected paths are more difficult to see as they occur at loca-
tions very close to the waveguide boundaries; however, they
can still be seen in the stacked response. For example, the
peak in the stacked correlations at 0.109 s corresponds to the
stationary point of the bottom bounce path to receiver B and
the bottom-surface bounce path to receiver A, which occurs
at a depth of 98 m and is therefore difficult to distinguish.

Overall, the phase of the stacked cross-correlation shows
good agreement with the frequency and phase shaded
Green’s function, with only minor deviations. The amplitude
is not accurate, but this can be explained by the difference in
amplitude between the stacked cross-correlations and the
Green’s function having path dependent components ��bA+bB,
�s, and �� as derived in Eq. �13�.

B. Waveguide with single sediment layer

This particular waveguide environment was chosen in
order to understand a means by which the stacked cross-
correlations may show some differences from the shaded
simulated Green’s function. In order to emphasize what is
happening, the receivers are separated only 30 m horizon-
tally, the Ricker wavelet centre frequency has been doubled
to 700 Hz, and the source column spacing halved to 0.25 m.
The remainder of the source/receiver configuration is identi-
cal to that of the isovelocity waveguide example.

The unstacked cross-correlations and the stacked re-
sponses are depicted in Fig. 6�b�. The stacked response �C

FIG. 5. Simulated waveguide environments: �a� isovelocity waveguide with a purely reflective bottom �constant c=1500 m/s�, �b� isovelocity purely
reflective waveguide with a sediment layer �constant c=1500 m/s�, and �c� more realistic refractive environment with a sediment layer.
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for the case when the source column terminates at the water-
sediment interface contains the arrival paths observable in
the shaded Green’s function G; however, it also contains
several spurious arrivals, the most noticeable of which oc-
curs within the time interval 0.044–0.047 s. The stacked re-
sponse �Cs does not contain these spurious arrivals. The
spurious arrivals observable in �C are due to the source
column not continuing through the sediment and therefore
not producing a perfect time-reversal mirror.

One contribution to this spurious arrival is due to the
discontinuities in the arrival structure caused by truncation of
the CAB��� integral at the bottom of the water column. The
two paths affected are shown in Figs. 7�a� and 7�b� and their
cross-correlations, depicted in Fig. 6�c�, are denoted path-a
and path-b, respectively. Paths-a and -b are cross-correlation
peaks and, as such, should not be confused with real arrivals.
As the source approaches the water-sediment interface the
arrival time for path-a, the solid line in Fig. 7�a�, transitions
smoothly with the solid line, path-b, of Fig. 7�b�. This can be

seen by examining the arrival structure in Fig. 6�c�. The two
arrivals do not, however, cancel each other. For both paths-a
and -b the path length difference between the source and

FIG. 6. The cross-correlations for �a� the isovelocity waveguide, �b� the reflective environment with a sediment, �c� a magnified portion of �b�, and �d� the
refractive environment, are plotted as a function of depth. The water-sediment interfaces in �b� and �d� are marked by a dashed white line. The stacked
cross-correlation from a column of sources in the water, �C, the stacked trace with sediment sources included ��b� and �d� only�, �Cs, and the shaded Green’s
function, G, are also plotted. The two paths indicated in �c� are the arrivals for the ray paths depicted in Fig. 7.

FIG. 7. Two possible sets of ray paths: �a� direct path to B and the bottom
bounce path to A, and �b� a path to B with one water-sediment bounce and
a path to A that has two transmissions through the interface. In both cases
the solid lines represent paths from sources in the water �denoted S� and the
dashed lines represent paths from sources in the sediment �denoted S��.
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each receiver decreases as the source approaches the sedi-
ment �see Figs. 6�c� and 8�. The two sets of ray paths are also
in phase �see Fig. 6�c��. The two arrivals will therefore sum
together to contribute to the largest spurious arrival in trace
�C of Fig. 6�b�.

If the sources are extended through the sediment to the
basement, then the summation over the arrival structure cor-
responding to Fig. 7 cancels completely at the water-
sediment interface. At the interface the cross-correlation of
the solid line representation of path-a �see Fig. 7�a�� will
transition smoothly into the dashed line representation of
path-a both in terms of arrival time and amplitude �for path
A+B the number of transmissions through the sediment re-
mains constant�. The difference in path length has a local
minima here �see Fig. 8�; however, the phase of the cross-
correlation is inverted at the interface �see Fig. 6�c��, result-
ing in direct cancellation. Path-b also transitions smoothly;
however, this time the difference in path length continues to
decrease and there is no phase change �see Fig. 6�c��. Can-
cellation at the interface therefore occurs. As the source ap-
proaches the basement, the arrival structure and amplitude
will transition smoothly into that of other paths. For ex-
ample, path-a will converge to the same arrival time as all
other combinations of direct and single basement bounce
paths to A and B, and, since the amplitudes of each set of
paths will be the same, a smooth transition between the paths
will occur.

A second contribution to the largest spurious arrival is a
stationary-phase contribution from a source in the water col-
umn, which does not actually contribute to the full Green’s
function, as explained in Fig. 3. The solid line of path-b
should not contribute to the Green’s function as the signal
received by A never passes through B, regardless of the
source depth; however, a stationary point exists when the
two paths depart the source at the same angle �i.e., 67.3 m
source depth�. This stationary point is difficult to see in the
stacked response since the difference in path length of Fig.
7�b� varies by less than a meter �� /5� over the entire depth
�see Fig. 8�. As seen in Fig. 8, a second stationary point
exists within the sediment at a depth of 133 m. If the sources
are extended through the sediment, then this stationary point
annuls the contribution from the stationary point in the water
column.

As expected, the largest spurious peak from the water
source column cross-correlation is not observable in the
stacked cross-correlation of the column of sources that ex-
tends through the sediment �see trace �Cs of Fig. 6�b��.
Other deviations from the expected shaded Green’s function
are also reduced or removed.

C. Refractive environment with sediment

The source and receiver geometry and source type are
identical to that of the �original� isovelocity waveguide ex-
ample. The stacked responses, �C �sources in water column
only� and �Cs �sources extended through sediment�, and the
shaded Green’s function G are shown in Fig. 6�d�. The phase
of the water column stacked response is in reasonable agree-
ment with the shaded simulated Green’s function. The path
time differences have converged almost completely to their
sediment-bottom interface value at the water-sediment inter-
face and hence the spurious arrivals, which were easily ob-
served in the previous example, are not apparent here. Even
if the source column could be extended into the sediment,
only a minor increase in accuracy would be obtained. These
results agree with the simulations of Roux and Fink,23 who
concluded that the effect of limiting sources to the water
column is negligible when the modal continuum of the sedi-
ment is small relative to that of the water.

IV. CONCLUSION

Ocean acoustic interferometry �OAI� refers to the pro-
cess of recording the signals from a line of sources on two
receivers and using this to infer the Green’s function between
the receivers. The time domain Green’s function is approxi-
mated by summing or integrating, over all source positions,
the cross-correlations between the receivers. The source used
in this work was a vertical �drop� source spanning the water
column; however, the source could also have been a horizon-
tal �tow� source.

Analytical stationary phase based OAI was used to solve
the summation of cross-correlations for a line of vertical
sources, located external to, and in the same plane as, two
receivers, and to relate this to the Green’s function between
said receivers. It was shown that in an isovelocity wave-
guide, the stacked cross-correlations show very good agree-
ment with the �S����2 /� amplitude, and 3� /4 phase, shaded
Green’s function.

Numerical simulations of OAI were used to confirm the
theoretical findings and also to show what can happen in a
more complex environment. A concern is that the introduc-
tion of a sediment can produce, in addition to arrivals per-
taining to the true time domain shaded Green’s function, spu-
rious arrivals due to the sources ceasing at the water-
sediment interface. The origin of these spurious arrivals was
discussed in detail. These aberrations can, theoretically, be
removed by extending the line of sources into the sediment.

In the refractive environment presented here the phase
of the water column stacked response �C was shown to be in
reasonable agreement with the shaded simulated Green’s
function G; however, the extent to which �C and G agree is
environmentally dependent. If the modal continuum of the

FIG. 8. The difference between the path lengths from the source to receiver
A and the source to receiver B as a function of source depth for the ray path
geometry of Fig. 7�b�. The horizontal dotted lines represent the water-
sediment interface and the sediment bottom.
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sediment were higher relative to that of the water, differences
between �C and G would be more prevalent.

In an experimental setting the vertical source column
source/receiver geometry could be achieved using a source
that is slowly lowered through the water by a ship-operated
winch, and by recording data on either two vertical arrays or
an L-shaped array. One application for this could be moni-
toring changes in the ocean environment between two arrays.
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An extension of the classical coupled phase theory is proposed to account for hydrodynamic
interactions between neighboring rigid particles, which are essential to describe properly the sound
propagation in concentrated suspensions. Rigorous ensemble-averaged equations are derived for
each phase and simplified in the case of acoustical wave propagation. Then, closure is achieved by
introducing a self-consistent scheme originally developed by Buyevich and Shchelchkova �Prog.
Aerosp. Sci. 18, 121–151 �1978�� for incompressible flows, to model the transfer terms between the
two phases. This provides an alternative to the effective medium self-consistent theory developed by
Spelt et al. �J. Fluid Mech. 430, 51–86 �2001�� in which the suspension is considered as a whole.
Here, a significantly simpler formulation is obtained in the long wavelength regime. Predictions of
this self-consistent theory are compared with the classical coupled phase theory and with
experimental data measuring the attenuation in concentrated suspensions of silica in water. Our
calculation is shown to give a good description of the attenuation variation with volume fraction.
This theory is also extended to the case of polydisperse suspensions. Finally, the link between the
self-consistent theory and the different orders of the multiple scattering theory is clarified. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2723648�
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I. INTRODUCTION

The propagation of sound waves through dilute suspen-
sions of different natures has been the subject of many stud-
ies since the pioneering article of Sewell1 in 1910 who con-
sidered immovable rigid particles suspended in a gas.
Several phenomena can be involved in the attenuation and
dispersion of sound, depending on the particles nature and
the wave frequency. In hydrosols, the acoustic damping is
mainly induced by the visco-inertial terms �Lamb2�.

To study the influence of particles on the sound propa-
gation in suspensions, two methods have been principally
developed. First, the scattering theory, also called ECAH
theory based on the work of Epstein and Carhart3 and Al-
legra and Hawley.4 In this model, a spherical particle is con-
sidered and the waves propagating inside and outside the
particle are decomposed into three modes: compressional,
shear, and thermal ones. Potentials are expressed in terms of
Bessel functions series satisfying the boundary conditions at
the particle surface. Second, there is the coupled phase
theory5,6 based on the two-phase hydrodynamic equations.
The primary advantage of the scattering theory is to be valid
over the whole frequency range, although some difficulties

arise with the series truncation due to the nonuniform con-
vergence of the Bessel series.7 The coupled phase theory
gives a good framework to incorporate phenomena that
would be difficult to include in the scattering theory such as
mass transfers or chemical reactions. Moreover, it also leads
to an explicit dispersion equation that is simpler to interpret
physically and calculate, which can be useful when dealing
with the inverse problem.

These theories agree well with experimental data in di-
lute suspensions, but they both neglect some parts, of the
“multiple scattering” whose importance increases with con-
centration. The coupled phase theory inherently integrates
“multiple scattering” but only at first order �cf. Sec. II C�.
Thus, it neglects interactions that occur when the viscous
or/and thermal boundary layer of neighboring particles over-
lap one another. The ECAH theory was originally consider-
ing a simple superposition of each particle contribution and
was therefore not considering “multiple scattering.”

To incorporate the “reverberant multiple scattering” �in
the sense of geometrical redirection of energy�, the multiple
scattering theory8–13 has been introduced into the ECAH
theory.14

To account for “dissipative multiple scattering,” that is
to say overlapping of thermal waves in the case of emul-
sions, Hemar et al.15 have introduced a so-called “core-shell
model:” the particle is surrounded by a cell of pure fluid,a�Electronic mail: baudoin@lmm.jussieu.fr
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where the presence of the particle is rather unlikely, which is
itself embedded in an effective medium. Such models show a
good agreement with experiments, but they require the intro-
duction of several unknown parameters. The first one is the
radius of the pure medium cell b. Many investigators choose
b=a /�d

1/3 �where a is the particle radius and �d is the volume
fraction occupied by the particles�, although this value is not
appropriate for randomly distributed spheres. It would be
more adequate for systems in which the distance between
particles is almost uniform �cf. Refs. 16 and 17�. Then, the
effective properties of the medium must also be introduced.
In the work by Hemar et al. and in the article by Hipp
et al.,18 the volume averaged parameters are introduced, but
one could also choose a different set of effective parameters.
The primary advantage of the present study is that the effec-
tive properties are introduced in a consistent way. One can
note that the multiple scattering theory and the “core-shell
model” have been merged in the article by McClements and
Hermann.19 The results of this model have then been com-
pared in detail with the classical coupled phase theory by
Evans and Attenborough.6

Finally, and to the authors’ knowledge, the only articles
dealing with the overlapping of visco-inertial potentials are
the articles by Dukhin and Goetz20 and by Spelt et al.17 The
first one is the so-called cell model,21,22 which is based on
empirical grounds. Although it provides a relatively good
estimation of viscous interactions between neighboring par-
ticles, there is no rigorous justification of this procedure.
Moreover, it does not integrate the intrinsic �bulk� losses in
the formulation. The second one, as the present work, uses
the self-consistent approximation, but the suspension is con-
sidered as a whole. Its advantage is to give a theory that is
valid whatever the frequency of the incident wave and the
nature of the particle. The present work is limited to the long
wavelength regime �LWR� but provides a simpler expression
to describe the attenuation and dispersion in suspensions of
rigid particles. This work also differs in the expression of the
closure relations that are not limited to plane waves. These
considerations will be developed in Sec. II D 4.

In this paper, we will first derive the ensemble averaged
conservation equations and simplify them in the case of
acoustical wave propagation. Then we will introduce the
self-consistent scheme originally developed by Buyevich23,24

for an incompressible flow and we will discuss the link be-
tween the closure assumptions introduced here in the effec-
tive medium theory �EMT�, and the one introduced in the
multiple scattering theory �MST�. Once the semi-analytical
dispersion equation is established, the results are compared
to the experimental data of Hipp et al.25 Finally, the equa-
tions will be extended to the case of polydisperse solutions.

II. THEORY

In the coupled phase theory, averaged conservation
equations are written down separately for each phase. These
equations are coupled by the transfer terms between the two
phases. In the case of rigid particles in a liquid matrix, the
thermal transfer and intrinsic absorption can be neglected as
they are both proportional to �c−1, where �c is the specific

heat ratio of the continuous phase that is almost equal to one
in liquids. Thus, only the mass and momentum conservation
equations are required. In this section, we will consider a
monodisperse suspension of spherical rigid particles isotro-
pically distributed.

A. Ensemble-averaged equations

The ensemble-averaged equations are calculated from
the local constitutive equations of the continuous and dis-
persed phases by using a configurational average.24

If the interfaces between the two phases have no mass,
one can introduce the generalized functions for density and
momentum based on the “fine-grained” definition in each
phase under the form

� ��

��v�
� = �

k=c,d
�k� �k�

�k�vk�
� ,

where c ,d denote respectively the continuous and dispersed
phase, �k� and vk� are the “fine grained” density and velocity,
and �k is the phase function defined by

�k�x,t� = �1 if x is in phase k at time t ,

0 otherwise,
�1�

with of course �c=1−�d.
If interface forces due to the surface tension are ne-

glected and no external force field is considered, the gener-
alized mass and momentum conservation equations can be
written under the form

���

�t
+ div���v�� = 0, �2�

�

�t
���v�� + div���v� � v�� = div���� , �3�

where �� is the generalized stress tensor:

�� = �
k=c,d

�k�k�,

�k� being the stress tensor in the kth phase.
To obtain separate averaged equations for each phase,

Eqs. �2� and �3� are multiplied by the phase function and
then averaged via the configurational average:

	G��x,t�
 =� G��x,t�x1, . . . ,xN�p�t,x1, . . . ,xN�dx1 ¯ dxN;

where p�t ,x1 , ¯ ,xN�dx1 ¯ dxN is the probability of finding
the first particle center in the vicinity of x1 at t, while at the
same time the second particle is in the vicinity of x2 and so
forth. Considering indistinguishable particles, this expression
can be rewritten as the probability p�t ,CN�dCN of finding the
N particles in the vicinity of CN= �x1 , . . . ,xN�, regardless of
their order.

The left hand side of Eqs. �2� and �3� are of the form
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�G�

�t
+ div�G�v�� .

Providing that the fluctuations G�=G�− 	G�
 of the local
field G� relative to the mean field 	G�
 are neglected and as
long as no phase change occurs, the previously described
average yields26

�k� �G�

�t
+ div�G�v���� =

�

�t
��kGk� + div��kGkvk� ,

�4�

with �k= 	�k
 the mean volume fraction occupied by phase k,
and Gk the phasic average of the variable G�:

Gk = 	�kG�
/�k. �5�

The next fundamental step is to express 	�cdiv����
 and
	�ddiv����
 in terms of quantities that we will be able to
calculate for a test particle in order to achieve closure. Our
derivation is based on the theory developed by Buyevich,24,27

here modified to account for the compressibility of the con-
tinuous phase as required for sound propagation. From �c

=1−�d, we easily obtain

	�cdiv����
 = div	��
 − 	�ddiv����

�6�

with 	��
 = 	�c��
 + 	�d��
 .

In the continuous phase, the “fine-grained” stress tensor
expression is the one of a Newtonian fluid, and thus

	�c��
 = − �cpcI + 2�c	�cD�
 + �c	�cdiv�v��
I , �7�

where pc is the phasic average of the local pressure, D� is the
strain rate tensor, I is the unit tensor, and �c and �c=�c

+2�c /3 are respectively the shear and bulk viscosities of the
continuous phase.

Owing to the rigidity of the particles, the strain rates D�
and the volume variation div�v�� vanish inside the particle,
and thus we obtain

	�cD�
 = 	D�
 − 	�dD�
 = 	D�
 � D , �8�

	�cdiv�v��
 = div	v�
 − 	�ddiv�v��
 = div	v�
 = div�v� ,

�9�

with v=�cvc+�dvd and D=1/2��v+�tv�.
From Eqs. �7�–�9�, we get

	��
 = − �cpcI + 2�cD + �cdiv�v�I + 	�d��
 . �10�

Finally, by taking into acount �4�, �6�, and �10� in Eqs.
�2� and �3�, the following system of mass and momentum
conservation stands:

�

�t
��c�c� + div��c�cvc� = 0, �11�

�

�t
��d�d� + div��d�dvd� = 0, �12�

�

�t
��c�cvc� + div��c�cvc � vc� = div��� − F , �13�

�

�t
��d�dvd� + div��d�dvd � vd� = F , �14�

with the expressions of the effective stress tensor �= 	��

given by Eq. �10� and the effective force F given by

F = 	�ddiv����
 . �15�

B. The test particle problem

Thus, only the quantities 	�d��
 and 	�ddiv����
 re-
main to be expressed in terms of the averaged fields to
achieve closure. To address this issue, the link between these
expressions and the so-called test particle problem must be
established. Let us introduce some notations that will be use-
ful in this problem.

First, the conditional averages with one or two �or more�
particles positions being known are defined by

	G�
x��x,t� =� G��x,t�CN�p�t,CN−1�x�� dCN−1,

	G�
x�,x��x,t� =� G�p�t,CN−2�x�,x�� dCN−2.

Then, we can introduce the unconditional probability
density p�t ,x�� of finding one of the N sphere centers in x� at
t, and p�t ,x� ;x�� the same probability but conditioned by the
presence of another sphere center in x�:

p�t,x�� = �
j=1

N � ¯� p�t,CN�xj=x��
i�j

dxi,

p�t,x�;x�� = �
j�k

� ¯� p�t,CN�xj=x�,xk=x� �
i�j,k

dxi.

We can note that p�t ,x�� is nothing but the mean concentra-
tion number of particles by volume, which will be noted
n�t ,x�� in the rest of this paper.

From the above definitions, Buyevich and
Shchelchkova24 establish the link between quantities aver-
aged over the dispersed phase and integrals over a test par-
ticle surface or volume:

	�dG�
�x,t� = �
�x−x��	a

n�t,x��	G�
x��x,t� dx�. �16�

With this equation and providing that the macroscopic
scale L �that is to say, the wavelength � in acoustics� is much
larger than the radius a of the particle, they obtain the fol-
lowing formula:

�d�t,x� = 	�d
�t,x� � 4/3
a3n�t,x� , �17�

F = 	�ddiv����
 �
3�d

4
a3 � 	��
x · n dS , �18�

where n is the normal vector. Equation �18� clearly shows
that F is nothing but the force applied on a test sphere by a
fictitious medium, whose properties significantly differ from
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the pure ambient fluid, as they include the influence of the
other distributed spheres.

Finally, with a complex reasoning that we will not re-
produce here, they prove that if no external torque acts on
the particle, and the inertial terms due to the particle rotation
can be neglected �assumptions well satisfied for acoustical
waves�, 	�d��
 can be expressed by the following surface
integral over the test sphere surface:

	�d��
 �
3�d

4
a3��s�

a � �n · 	��
x� dS , �19�

where the superscript �s� means that only the symmetric part
of the tensor appearing in the integrand is considered.

C. The self-consistent closure scheme

The link between constitutive equations and the test par-
ticle problem is now established via �18� and �19�. To com-
pute these expressions, one should first determine the bound-
ary conditions and secondly derive a set of equations for the
conditionally averaged fields. The first issue can be solved by
the following considerations:

• As no phase changes occur, the conditionally averaged ve-
locity is equal to the velocity of the test sphere on the
particle surface �r=a�.

• Far from the test particle �when r→��, the perturbation of
the fields induced by the presence of the heterogeneity
vanishes so that the conditionally averaged fields asymp-
totically coincide with the unconditionally averaged fields:

	G�
x� → 	G�
 when r → � . �20�

To address the second issue, the same equations can be de-
rived for the conditionally averaged field as for the averaged
field, but, this time, constitutive equations are expressed in
terms of the averaged field with two particle positions being
known:

Fx� = �
x�
�

�x−x��	a

n�t,x�,x��	div����
x�,x� dx� dx�,

	�d��
x� = �
x�
�

�x−x��	a

n�t,x�,x��	����
x�,x� dx� dx�.

Of course, one could also calculate the averaged equations
with the position of two particles being known and so on. In
such a way, one would obtain an infinite hierarchy of mutu-
ally dependent equations conditioned by the position of an
increasing number of particles. So the problem arises of an
efficient truncation or closure of this hierarchy. A truncation
at the first level would result in the calculation of the consti-
tutive equations when the particles are embedded in the pure
ambient fluid. Here, mutual interactions of two or more
spheres are completely left out. This approximation is usu-
ally used in dilute mixtures and corresponds to the classical
version of the coupled phase theory. However, even at this
level, a part of the multiple scattering is included because the
particles are excited by the mean field �cf. Fig. 1�.

At the next level, binary interactions of pairs of spheres
are accounted for, while ternary, quadruple, and higher order

loops are neglected. To achieve closure at this level, one
should calculate the constitutive equations when two par-
ticles positions are known, which is not an easy matter.

Of course, one could theoretically truncate this hierarchy
at any order to integrate higher order loops, but the complex-
ity of the calculation would greatly increase with the order.
Anyway, this procedure would result in a polynomial expan-
sion with respect to the particle concentration �d and will
thus be limited to relatively dilute mixtures. Moreover, noth-
ing ensures that mutual interaction between n particles are
dominant over interactions between n+1 particles when the
concentration increases.

To overcome these limitations, Buyevich proposed a
self-consistent scheme.16,24 The starting point of this proce-
dure is that, anyway, the resolution of the previous mutually
dependent equations would result in an infinite polynomial
series for the effective mixture properties. Instead of truncat-
ing the hierarchy at a certain level, the particles are supposed
to be embedded in this final effective medium. Thanks to this
procedure and by introducing a plausible form for integrals
�18� and �19�, the effective properties will be computed with
an iterative scheme. All orders of interaction will thus be
included in this formulation. Moreover, the correlations of
particles in position can also be incorporated according to the
choice of the expression of the conditional volume fraction.

D. Application to the propagation of an acoustic
wave

1. Linearized equations

We will now adapt the previous system to the propaga-
tion of an acoustic wave. In this case, Eqs. �11�–�15� can be
linearized. If we denote the equilibrium state with a subscript
“o”, the following equations stand:

FIG. 1. Different orders of multiple scattering.
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mass conservation:

�21�

�22�

�d = 1 − �c; �23�

momentum conservation:

�24�

�do�do
�vd

�t
= F . �25�

In these expressions, all terms linked to the compressibility
of the continuous phase have been outlined.

2. The long wavelength regime „LWR…

To perform the explicit calculation of constitutive equa-
tions, we will consider the LWR. In this case, we can intro-
duce a mesoscopic scale l around the test particle where the
compressibility of the continuous phase can be neglected and
such as, when r→ l, the perturbation induced by the test
particle vanishes �cf. Fig. 2�:

a + �v  l  � ,

where � is the acoustic wavelength and �v=�2�c /��c is the
thickness of the viscous boundary layer. This inequality is
always satisfied in the cases treated in this paper. At dis-
tances smaller than l �cf. Fig. 2�, all �outlined� compressible
terms can be neglected and, after Fourier transform, we ob-
tain

div�vc� = div�vd� = 0, �26�

− �co�co�i��vc = − ���cpc� + �c�v + div	�d��
 − F ,

�27�

− �do�do�i��vd = F . �28�

The same equations can be derived for the conditionally av-
eraged field, but, this time, the conditional volume fraction at
equilibrium �do,x� replaces the unconditional one:

div��co,x�vc,x�� = div��do,x�vd,x�� = 0, �29�

− �co,x��co�i��vc,x� = − ���c,x�pc,x�� + �c�vx�

+ div	�d��
x� − Fx�, �30�

− �do,x��do�i��vd,x� = Fx�. �31�

3. Correlations of particles in position

The difference between �do,x� and �do stems from the
correlations of particles in position, that is to say, the pertur-
bation of the particle repartition induced by the presence of a
test sphere in x�. The simplest approximation consists in ne-
glecting this difference:

�do,x� = �do, �32�

and thus ignoring the non-overlapping property of the
spheres. For the sake of simplicity, we will adopt this hy-
pothesis and we will precisely discuss its validity in Sec. III.
Of course, more elaborate expressions16 can be derived to
describe properly the repartition of particles within groups of
several spheres �cf. the Kirkwood and Percus-Yevick models
as reviewed in the book by Croxton28� and therefore include
the correlations of position.

4. The self-consistent condition

Even if the equations have been simplified in the incom-
pressible region, we still have to deal with the entire hierar-
chy of equations, and we therefore need to close the system.
For that purpose, we will use the condition expressed in the
Sec. II C: the particles will be supposed to be embedded in
the final effective medium �made of the whole series expan-
sion�. Let us apply this condition to our case.

First, Eqs. �29�–�31� can be rewritten in a convective
reference frame related to the velocity of the test particle
center, that is to say vd�r=0:

div�Vc,x�� = div�Vd,x�� = 0, �33�

− �co�co�i��Vc,x� = − ���c,x�pc,x�� + �c�Vx�

+ div	�d��
x� − Fx� − �co�co � � ,

�34�

− �do�do�i��Vd,x� = Fx� − �do�do � � , �35�

with

FIG. 2. The mesoscopic scale.
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�Vd,x�,Vc,x�� = �vd,x�,vc,x�� − vd�r=0,

� = − i� r · vd�r=0. �36�

The terms proportional to �� appearing in these equations
are due to the change of reference frame. The boundary con-
ditions can also be rewritten:

Vc,x� → 0 when r → a , �37�

Vc,x� → Vc and pc,x� → pc when r → � . �38�

Then, integrands �18� and �19� can be calculated for a par-
ticle embedded in a pure incompressible fluid, with boundary
conditions �37� and �38� �cf. Fig. 3�a��. The first integrand
�18� corresponds to the classical calculation of the force ap-
plied on a moving sphere embedded in an unsteady nonuni-
form velocity field, sometimes called the Basset-Boussinesq-
Oseen force.29 The calculation of the second integrand �19�
is less usual and can be found in some papers by
Buyevich:29,23

F = m1�Vc − Vd� + m2�Vc + m3 � � , �39�

div	�d��
 = − ���dpc� + m0�Vc, �40�

where m0, m1, m2, and m3 depend on the properties of the
pure ambient fluid ��c, �co� and on frequency �. In these
expressions, m1�Vc−Vd� corresponds to the sum of the
Stokes drag, the Basset hereditary, and the total inertial
forces; m2�Vc is the Oseen correction due to the nonunifor-
mity of the ambient fluid velocity; and m3�� comes from
the change of reference frame.

In the effective medium, the same relations stand:

F = m1
*�Vc − Vd� + m2

*�Vc + m3
* � � , �41�

div	�d��
 = − ���dpc� + m0
*�Vc, �42�

but m0
*, m1

*, m2
*, and m3

* depend on the effective properties of
the surrounding fluid ��eff, �eff1, �eff2�, where �eff1 and �eff2

are some effective volume fractions, respectively linked to
the inertial phenomena and the change of frame of reference,
and �eff is the effective viscosity of the suspension.

Here arises the problem of determining these effective
properties and this is the fundamental point in which our
theory differs from the so-called “core shell model.” These
effective densities and viscosity will be calculated in a con-
sistent way instead of being empirically introduced.

The expressions of F and div	�d��
 come from the cal-
culation of integrands �18� and �19� in the final effective
medium with boundary conditions �37� and �38� as illus-

trated by Fig. 3�b�. At the next level of the hierarchy, the
particles are also embedded in the final effective medium and
the boundary conditions become �cf. Fig. 3�c��

Vc,x�,x� → 0 when r → a , �43�

Vc,x�,x� → Vc,x� and pc,x�,x� → pc,x� when r → � .

�44�

This is exactly the same problem, but the boundary condi-
tions are expressed in terms of the conditionally averaged
fields instead of the averaged fields. So Fx� and div	�d��

will be related to Vc,x� ,Vd,x�, and �� with exactly the same
coefficients m0

*, m1
*, m2

*, and m3
*:

Fx� = m1
*�Vc,x� − Vd,x�� + m2

*�Vc,x� + m3
* � � , �45�

div	�d��
x� = − ���d,x�pc,x�� + m0
*�Vc,x�. �46�

It is the equality of these coefficients at every order of the
hierarchy that expresses the self-consistent condition. With
this condition, there is no need to truncate the hierarchy at a
finite order because the system is already closed as we will
see.

To determine the expressions of the effective parameters
in a consistent way, previous equations must be combined
properly to obtain a final system of equations in the effective
medium similar to the equations that would stand in the pure
medium, that is to say,

div�Vc,x�� = 0, �47�

− �eff1�i��Vc,x� = − �pc,x� + �eff�Vc,x� − �eff2 � � . �48�

If we replace relations �45� and �46� in Eqs. �33�–�35�, we
obtain together with Eq. �48� a set of 11 equations. On the
other hand, we have 11 unknown parameters: the six com-
ponents of velocities Vd,x� and Vc,x�, the three effective pa-
rameters �eff1, �eff2, and �eff, the volume fraction �d,x�, and
the pressure pc,x�. Therefore, the effective properties can be
expressed in terms of the coefficients mk

* �for more details,
cf. the original derivation by Buyevich23�:

�eff1 = �co�co +
�do�dom1

*

m1
* − i��do�do

, �49�

�eff = �co�c + m0
*

+
�do�doi�m2

* + �do�c�m1
* − i�m2

*�eff1/�eff�
m1

* − i��do�do

, �50�

�eff2 = �co�co + �do�do

m1
* − m3

*i�

m1
* − i��do�do

. �51�

Now Eqs. �47� and �48� can be solved29,23 with boundary
conditions �37� and �38� to calculate integrands �18� and
�19�. We will obtain the same expressions as in the case of
the pure fluid, but the effective properties ��eff, �eff1, �eff2�
will stand instead of the pure fluid properties ��c ,�co�:

FIG. 3. Calculation of closure terms at different levels of the hierarchy.
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m0
* =

5�do�eff exp ���
2�1 + ��

, �52�

m1
* =

9�do

2a2 �1 + � + �2/3��eff, �53�

m2
* =

9�do

2�2 �exp ��� − �1 + � + �2/3���eff, �54�

m3
* = �do�eff2, �55�

with

�2 = − �i���eff1a2/�eff. �56�

Thus, coefficients mk
* are expressed in terms of the ef-

fective properties and the system is closed. There only re-
mains to solve numerically the self-consistent system formed
by Eqs. �49�–�55� in the complex plane. This can be achieved
by a simple iterative procedure, but some more elaborate
schemes such as the so-called “Globally Convergent New-
ton’s Method” can also be used.

We can notice that in the steady regime, we simply ob-
tain

�eff1 = �eff2 = �co�co + �do�do � �, �eff = �c/�1 − 5/2�do� .

This simple case illustrates the strength of the self-consistent
scheme. A truncation of the hierarchy at the first order would
have given the well-known Einstein formula:

�eff = �c�1 + 5/2�do� + O��do
2 � .

It can be simply obtained from the expression �50� of �eff by
replacing the coefficients mk

* by their expression in the pure
fluid mk and by taking the asymptotic limit when �=0.

A truncation at order n would have given a formula of
the form

�eff = 1 + 5/2�do + �
i=2

n

Ki�do
i + O��do

n+1� .

Thus all these formulas are limited to �do1. With the self-
consistent theory, we directly obtain the whole series expres-
sion.

To conclude this part we would like to point out some
differences with other models. First, we can note that the
above steady effective properties are commonly used in the
“core shell” model. Thus, the evolution of these parameters
with frequency is neglected, contrary to the present study.
Then, one of the differences with the model proposed by
Spelt et al.17 is that, in our theory, the relation between the
closure terms and the averaged fields �expressed by coeffi-
cients mk

*� is deduced from the pure fluid expressions. In the
article by Spelt et al., the authors say that each closure rela-
tion can be expressed in terms of any of the averaged fields
as these field are also related to each other through algebraic
equations that depend on the frequency and the effective
wave number. This is a correct argument but only for plane

waves because more complicated relations stand between av-
eraged fields when dealing with spherical or more compli-
cated wavefronts.

E. Dispersion equation for a plane acoustic wave

Now, we will derive the dispersion equation for a plane

wave such as G=Go+ G̃ei�k*x−�t�, where G̃ is the amplitude of
the wave, Go is the equilibrium state, and k* is the complex
effective wave number. In this case, from Eqs. �21�–�25� and
the expression of closure relations �41� and �42� we get the
final system:
mass conservation:

− i���co�̃c + �co�̃c� + ik*�co�coṽc = 0, �57�

i��̃c + ik*�doṽd = 0; �58�

momentum conservation:

i��co�coṽc − ik*p̃c = k*
2��c + 2�c���coṽc + �doṽd� + k*

2m0
*ṽc

+ �m1
*�ṽc − ṽd� − k*

2m2
*ṽc − i�m3

*ṽd� ,

�59�

− i�do�do�ṽd = m1
*�ṽc − ṽd� − k*

2m2
*ṽc − i�m3

*ṽd; �60�

state equation:

p̃c = cco
2 �̃c, �61�

where cco is the sound velocity at rest in the continuous
phase and parameters mk

* can be numerically calculated from
expressions �49�–�55� as mentioned earlier. This system is
therefore a linear system of five equations, with five un-
knowns, �̃c, �̃c, ṽc, ṽd, and p̃c, and is consequently well
posed. If we introduce the following parameters,

Mk
* =

mk
*

�do�do
, dr =

�do�do

�co�co
, and r =

�co

�do
,

we get from �60�

ṽd = �hv − k*
2hc�ṽc �62�

with

hv =
M1

*

M1
* + i��M3

* − 1�
and hc =

M2
*

M1
* + i��M3

* − 1�
.

Finally, by combining the conservation equations, we obtain
the following bicubic equation, which can easily be solved to
calculate the effective wave number:

Ak*
4 + Bk*

2 + C = 0, �63�

A = drhc� ��c + 2�c�
�doi�

+
rcco

2

�co�2� , �64�

B = − dr�hc +
M0

* + ��c + 2�c���co + �dohv�
i�

�
−

cco
2

�co�2 �1 + drrhv� , �65�
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C = 1 + drhv. �66�

This calculation can be simplified because hv /k*
2hc�1. This

can be proved either by calculating it numerically or by no-
ticing that this ratio is of the form of an effective acoustic
Reynolds number, which is therefore large compared to
unity. Thus, all terms proportional to hc in the preceding
equations can be neglected and we finally obtain

� k*

�
cco�2

= I���V��� ,

I��� = �1 −
�codri�

cco
2 �1 + drrhv�

��M0
* +

��c + 2�c���co + �dohv�
�do�do

��−1

,

V��� = �1 + dr
��co − r�hv − �cor

1 + drrhv
� .

In this expression I�w� corresponds to the intrinsic
�bulk� losses in the medium and V��� to the visco-inertial
interactions between the two phases.

III. COMPARISON WITH EXPERIMENTS AND OTHER
THEORIES

In this section, we will first compare the effective me-
dium theory �EMT� with the multiple scattering theory
�MST� from a theoretical point of view. Then, we will com-
pare the predictions of our theory with the experimental data
of Hipp et al.25 and also with the “classical coupled phase
theory” in which the calculation of the closure terms is based
on the pure ambient fluid parameters instead of the effective
ones.

A. Theoretical comparison with the multiple
scattering theory

The hierarchy appearing in the EMT is similar to the
hierarchy that also appears in the MST �see Ref. 11, Eq.
�2.13��. However, in the EMT the hierarchy is a succession
of mutually dependent equations governing the conditionally
averaged fields, whereas in the MST the hierarchy concerns
the exciting field. This is one of the fundamental points in
which these two theories differ.

Before delving into this crucial problem, let us clarify
the terminology used here. The exciting field �Gj�

E� acting on
the jth particle is the sum of the original field that would
exist in the absence of particles �G�0�, and the wave scattered
by every particle �Gk�

S� except the jth:

Gj�
E�x,t�x1, . . . ,xN� = G�0�x,t� + �

k�j

Gk�
S�x,t�x1, . . . ,xN� .

�67�

Note that this deterministic formulation is exact and that only
the last scattering event of the particle j is omitted. Thus Gk�

S

may involve previous scattering by the jth particle. Other-
wise, resonant scattering between a cluster of particles, i.e.,
loops, would be neglected.

In the linear regime, the wave scattered by the jth par-
ticle can be related to the exciting field acting on it by the
introduction of a linear operator Tj so that

Gj�
E�x,t�x1, . . . ,xN� = G�0�x,t�

+ �
k�j

TkGk�
E�x,t�x1, . . . ,xN� . �68�

The introduction of this operator is a crucial step in the MST
and it means that this theory is limited to the linear regime
whereas the EMT is not. We can also note that the operator
Tj is computed by using the properties of the pure ambient
fluid.

The following relation stands between the total field
�G��, the exciting field acting on the jth particle �Gj�

E�, and
the wave scattered by the same particle �Gj�

S�:

G��x,t�x1, . . . ,xN� = Gj�
E�x,t�x1, . . . ,xN�

+ Gj�
S�x,t�x1, . . . ,xN� . �69�

Now we can clarify the previous assertion. In the EMT,
a test particle is considered in x�, and the value of the aver-
aged exciting field acting on it is known far from the particle
as the influence of the test particle vanishes:

	Gx�
� E
x� → 	G�
 when r → � as 	Gx�

� S
x� → 0,

�70�

where Gx�
� E and Gx�

� S are respectively the exciting field acting
on the particle located in x� and the wave scattered by this
particle. This relation corresponds to the boundary condition
�20�. The fundamental problem here is thus to determine the
expression of the effective medium surrounding the particle
to perform integrands �18� and �19�.

In the multiple scattering theory, we suppose that all
particles are embedded in the pure ambient fluid �by intro-
ducing the operator T� and the problem, in this case, is to
determine the form of the exciting field. These two ap-
proaches can be summarized by Fig. 4. We will now show
that, at the lowest level, these two theories are equivalent.
For that purpose, let us recall the assumptions implicitly
made by Foldy8 �and listed by Waterman and Truell11�, when
he identifies the average of the exciting field with the aver-
age of the total field to achieve closure. The starting point of
his derivation is Eq. �68�.

�1� Its first assumption is that the exciting field acting on the
jth particle is the total field that would exist if this par-
ticle was not there:

FIG. 4. Comparison between the self-consistent theory and the multiple
scattering theory.
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Gj�
E�x,t�x1, . . . ,xN� = G��x,t�x1, . . . ,x j−1,x j+1, . . . xN� ,

Here, Foldy neglects all mutual interactions of the particles
�loops� as the jth particle cannot influence the other particles
that produce the exciting field.

�2� Then he assumes that the probability density conditioned
by the position of one particle p�t ,x1 , . . . ,
x j−1 ,x j+1 , . . . ,xN �xj� is equal to the unconditional prob-
ability: p�t ,x1 , . . . ,x j−1 ,x j+1 , . . . ,xN�. This assumption
leads to the statistical independence so that the correla-
tions of particles in position are neglected and thus the
particles can overlap one another.

�3� His third hypothesis is not restrictive; he assumes that
the contributions of a single particle on the mean field
can be neglected. This will be valid whenever the num-
ber N of particles appearing in the statistical average
process is large enough, as the contribution of a single
particle is of the order 1 /N.

Of course the first and second hypotheses are linked: to ac-
count properly for interactions of two or more particles, one
should determine the correlations in position. But they are
also undoubtedly distinct. One could, for example, estimate
the interactions of pairs with an inaccurate distribution of the
particles, for example by supposing that they can overlap one
another. This would lead to an expression that would not be
valid for too concentrated solutions but that would neverthe-
less incorporate pair interactions.

Assumptions 1–3 lead to the simple relation:

	Gj�
E�x,t�
 j = 	G��x,t�
 . �71�

So, the average of the exciting field acting on the jth particle
is equal to the mean field, and the particle is embedded in the
pure ambient fluid. This situation is therefore equivalent to
the first level of the EMT hierarchy. However, even at this
level, there is still a fundamental difference between these
two theories. In the coupled phase theory, averaged equations
are derived with respect to the volume fraction occupied by
each phase. In the derivation of Foldy, however, the particles
are supposed to be pointlike. Thus the decrease of the vol-
ume fraction occupied by the continuous phase due to the
increase of the number of particles is not accounted for. The
difference between these two theories can be neglected when
the number of particles is large but the corresponding vol-
ume fraction is small. However, this difference becomes im-
portant when the particles occupy a large volume fraction: in
the coupled phase theory when �do→1, only the intrinsic
absorption in the dispersed phase remains whereas in the
theory of Foldy the effects are maximum.

To account for interactions of pairs of particles, Lax in-
troduced the so-called “quasi-crystalline approximation”10

according to which the averaged exciting field acting on the
jth particle when the position of two particles is known �j ,k�
is approximately equal to the averaged exciting field acting
on the jth particle when only the position of the latter is
known

	Gj�
E�x,t�
 jk � 	Gj�

E
 j . �72�

This approximation comes within the scope of a more gen-
eral frame in which the averaged exciting field with n posi-
tions of particles being known is supposed to be approxi-
mately equal to the averaged exciting field with n−1 known
positions.

To conclude this part, we can underline the fact that such
a procedure will always result in a polynomial development
with respect to the particle concentration and will thus be
limited to relatively dilute mixtures whereas the EMT is not.

B. Comparison with the classical coupled phase
theory and experimental data

Figure 5 compares the results obtained with our theory
with the experimental data of Hipp et al.14 and also with the
“classical coupled phase theory.” In this figure, we can see
how much the predictions are improved by the introduction
of the effective parameters instead of the pure fluid values,
for low frequencies, when the interactions between the par-
ticles are strong because of the overlapping of boundary lay-
ers. However, when the frequency increases, some differ-
ences between the predictions and the experiments appear.
They may be explained by the following considerations.

When the correlations of particles in position are consid-
ered, the more we approach the test particle, the more un-
likely is the presence of another particle because they cannot
overlap one another. So, it means that the conditional volume
fraction �do,x�→0 when r→a. On the opposite, far from the
test particle, the modification of the particle distribution in-
duced by the presence of the test sphere vanishes so that
�do,x�→�do when r→�. The transition between these two
regimes appears approximately when r�2a, which is the
characteristic length that can be introduced because of the
non-overlapping property of the particles. On the other hand,
we can notice that the boundary layer thickness �v is in-
versely proportional to the square root of the frequency, so
that when the frequency increases, this thickness decreases.

In our model, the correlations of particles in position are
not considered and thus the effective properties do not de-
pend on the distance from the particle surface. As long as
�v�a, approximating the effective medium surrounding the
particle by homogeneous parameters based on the approxi-
mation �do,x��r�=�do is accurate. But when �v�a, the varia-
tions of the conditional volume fraction with the distance r
from the particle center cannot be neglected anymore. When
�va, the parameters of the effective medium in the bound-
ary layer are even very close to the pure fluid values as
almost no particles are present in this region. Consequently,
the approximation that consists in taking the pure fluid pa-
rameters ��co ,�c� to calculate the closure terms should give
better results in this frequency range. To verify the validity of
this hypothesis, we have plotted the attenuation curves for
larger particles �cf. Fig. 6�. In this case the characteristic
frequency coresponding to �v=a is equal to fc=11 MHz,
whereas for Fig. 5 it was equal to 101 MHz.

On the above curves, we can observe the transition be-
tween the two asymptotic limits, around the characteristic
frequency fc, therefore corroborating our hypothesis. Our
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analysis shows how important the correlations in position are
in the calculation of the effective parameters in acoustics.
Thus, their integration in the calculation of coefficients mk

*

should give the smooth transition between these two limiting
cases.

To conclude this section, we also plotted the curves with
and without the intrinsic �bulk� losses, which are often ne-
glected in the coupled phase models �cf. Fig. 7�. These ef-
fects prove to be important for volume fraction up to 6% and
must therefore be included correctly in formulation.

IV. EXTENSION TO THE POLYDISPERSE CASE

In this section, we will extend previous equations to
polydisperse suspensions by using the same procedure as the
one introduced by Gubaidullin and Nigmatulin30 in their
treatment of polydisperse aerosols. When a polydisperse sus-
pension is considered, the probability p�t ,x� of finding any
particle in x at t is replaced by the probability p�t ,x ,a� of
finding a particle of radius a in x at t. In this case, the prop-
erties of the dispersed phase also depend on the particule
radius. So instead of introducing directly the phasic average
over the whole dispersed phase 	�dG�
 /�d, we will split it
into two steps:

• first, an average over all particles with the same radius
Gp�a�= 	�aG�
 /�p�a�, where

�a�x,t� = �1 if x is in a particle of size a at time t ,

0 otherwise,

and �p�a�= 	�a�x , t�
 is the volume fraction occupied by
particles of radius a,

• and second, an average 	
a over all the particles sizes:

Gd =
1

�d
	Gp�a�
a =

1

�d
�

amin

amax

�p�a�Gp�a� da .

We can now derive the equations in the polydisperse case.
The equations of the continuous phase will remain the same,
but the momentum conservation equation of the dispersed
phase will be derived for each particle size so that the set of
Eqs. �57�–�61� becomes
mass conservation:

− i���co�̃c + �co�̃c� + ik*�co�coṽc = 0,

i��̃c + ik*�do	ṽp
a = 0;

momentum conservation:

FIG. 5. Attenuation as a function of
the volume fraction at various fre-
quencies for silica particles of 56-nm
radius in water. The solid lines corre-
spond to our theory �—�, the broken
line to the classical coupled phase
theory �- · -�, and the symbols to the
experimental data.
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i��co�coṽc − ik*p̃c

= k*
2��c + 2�c���coṽc + �do	ṽp
a� + k*

2	m0
*
aṽc

+ 	m1
*�ṽc − ṽp�
a − k*

2	m2
*
aṽc − i�	m3

*ṽp
a,

− i�do�do�ṽp = m1
*�ṽc − ṽp� − k*

2m2
*ṽc − i�m3

*ṽp;

state equation:

p̃c = cco
2 �̃c.

In these equations, the coefficients mk
* depend on the particle

size and must therefore be calculated for each radius a.
Then we can express the velocity of the dispersed phase

ṽp in terms of the velocity of the continuous ṽc phase, which
is independent of the particle radius:

ṽp = �hv�a� − k*
2hc�a��ṽc.

In this way, we can extract the continuous phase properties
from the average 	
a. If we now combine the conservation
equations, we finally obtain the same dispersion equation as
in the monodisperse case but with respectively 	hv
a, 	hc
a,
and 	M0

*
a instead of hv, hc, and M0
*. Thus, only the average

of these three parameters must be calculated to extend the
validity of our dispersion relation to the polydisperse case.

V. CONCLUSION

The coupled phase theory has been improved to consider
polydisperse suspensions and viscous interactions with the
use of an effective medium, self-consistent theory. Our deri-
vation is based on Buyevich’s incompressible hydrodynamic
model extended here to acoustical waves propagation. This
theory turns out in practice to be very effective, as it amounts
finally to a dispersion relation, which can be used directly for
measurements or simulations. When compared with experi-
ments, this model provides an accurate description of the
attenuation at low frequencies, for concentrated suspensions
for which interactions between particles are strong. In par-
ticular, the self-consistent approach has the ability to take
properly into account interactions at all orders, such as the
overlapping of viscous boundaries layers and the loops in the
sense of the multiple scattering theory �MST� of waves. The
link between the MST and the effective medium theory
�EMT� has also been clarified.

Finally, our derivation could be extended to higher fre-
quencies �or equivalently larger particles� and higher volume
fractions by taking into account the correlations of particles
in position, which would affect the effective properties of the
medium. Its validity could even be enlarged to the high fre-
quency regime by including the compressibility of the liquid
when calculating the closure terms.31,32
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Steel multi-wire cables are widely employed in civil engineering. They are usually made of a
straight core and one layer of helical wires. In order to detect material degradation, nondestructive
evaluation methods based on ultrasonics are one of the most promising techniques. However, their
use is complicated by the lack of accurate cable models. As a first step, the goal of this paper is to
propose a numerical method for the study of elastic guided waves inside a single helical wire. A
finite element �FE� technique is used based on the theory of wave propagation inside periodic
structures. This method avoids the tedious writing of equilibrium equations in a curvilinear
coordinate system yielding translational invariance along the helix centerline. Besides, no specific
programming is needed inside a conventional FE code because it can be implemented as a
postprocessing step of stiffness, mass and damping matrices. The convergence and accuracy of the
proposed method are assessed by comparing FE results with Pochhammer-Chree solutions for the
infinite isotropic cylinder. Dispersion curves for a typical helical waveguide are then obtained. In the
low-frequency range, results are validated with a helical Timoshenko beam model. Some significant
differences with the cylinder are observed. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2730741�
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I. INTRODUCTION

In civil engineering, steel multi-wire cables are widely
employed as load-carrying members for many applications
such as prestressed structures and bridges. The basic element
of these cables, which can be exposed or embedded in con-
crete, is usually a simple straight strand made of a straight
core and one layer of helical wires. The work presented in
this paper is limited to exposed cables.

Mainly because of corrosion, material degradation of
steel may result in fractures of wires,1,2 which can lead to the
collapse of the overall civil structure. Therefore, a structural
health monitoring approach based on nondestructive evalua-
tion methods is strongly needed in order to prevent or detect
such failures or for determining the extent of degradation.
Ultrasonics is one of the most popular techniques. It consists
of analyzing the propagation of elastic guided waves, which
are known to be multimodal and dispersive: many propaga-
tion modes can propagate simultaneously with propagation
velocities depending on frequency. For a better physical un-
derstanding of these complex effects—and thus for improv-
ing the efficiency of ultrasonic methods—some theoretical
models are often required.

The simplest approximating geometry of a multi-wire
cable is that of an infinite cylinder. Since the early works of
Pochhammer in 1876 and Chree in 1889, wave propagation
inside cylindrical elastic waveguides has been widely inves-
tigated, theoretically, numerically and experimentally. Papers
on this subject are numerous. For instance, we can cite the

paper of Zemanek,3 who was one of the first authors to
present a complete analytical and experimental investigation.

However, some recent experimental studies of multi-
wire strands have been realized pointing out the fact that the
Pochhammer-Chree dispersion curves cannot accurately pre-
dict propagation inside multi-wire strands.2,4–7 In fact, the
theoretical understanding of guided ultrasonic waves in
multi-wire strands is complicated by the helical geometry of
peripheral wires, the inter-wire coupling and contact effects,
and the presence of applied loads.4–8

As a first step toward an increasing complexity, the goal
of this paper is to address the first above complicating effect,
by proposing a numerical method allowing the study of elas-
tic guided waves inside a single helical wire. To the author’s
knowledge, no such model is yet available in the literature.

In order to deal with complex geometry, some of the
most popular and efficient numerical techniques are based on
finite element �FE� methods. The so-called semi-analytical
finite element �SAFE� method is a first approach that has
been used to study uniform waveguides of arbitrary cross
section—see, for instance, Refs. 9–14. Assuming an expo-
nential dependence of the form ei�kz−�t� �where k is the wave
number, z the axis waveguide, and � is the frequency�,
SAFE methods are interesting from a computational point of
view because only the cross section has to be meshed, hence
drastically reducing the number of degrees of freedom
�dofs�. A drawback of these methods is that they require
some specific programming inside a FE code. This can be
circumvented by an interesting alternative proposed by Wil-
cox et al.15 based on the use of an axisymmetric harmonic
approach, which allows the study of straight waveguides �of
arbitrarily large radius� as well as toroidal structures.16 How-a�Electronic mail: fabien.treyssede@lcpc.fr
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ever, only a limited number of real wave numbers can be
considered with this procedure �in particular, modes with
imaginary or complex wave numbers cannot be dealt with�.

A second approach is based on the theory of wave
propagation in periodic structures. From Floquet’s principle,
this theory allows to study the single repetitive substructure
alone, thanks to the application of a set of periodic boundary
conditions involving a propagation constant corresponding to
the eigenvalue. A review on the topic can be found in Ref.
17. Based on a general theory presented by Mead,18 some
periodic FE approaches and procedures have then been
developed—see, for instance, Refs. 19–22. These methods
are more general than SAFE’s because nonuniform
waveguides can be analyzed �propagation constants can be
considered as the nonuniform waveguides generalization of
axial wave numbers in uniform waveguides�. Similarly to
SAFE methods, periodic FE approaches only need the mesh
of one repetitive cell, which tremendously reduces the com-
putational cost. Besides, they can be implemented as a post-
process step of a standard FE code providing stiffness, mass
and damping matrices.

For modeling a single helical wire, which is a uniform
waveguide, both SAFE and periodic FE approaches can be
applied. However, the use of SAFE methods would a priori
raise some calculation and programming difficulties. First,
the elasticity equilibrium equations should be written in a
helical curvilinear coordinate system, usually nonorthogonal,
yielding a translational invariance along the helix centerline.
Second, solving the obtained equations would require a com-
plete reprogramming inside a standard FE code �that typi-
cally uses a Cartesian or a cylindrical coordinate system�.

In this paper, the numerical technique developed is
based on a periodic FE approach. It uses the outputs of a
conventional FE code, that are the stiffness, mass and damp-
ing matrices. In Sec. II, the equilibrium equations and some
FE procedures are first recalled. Unlike Refs. 21 and 22, the
considered final eigensystem involves interior dofs, which
may avoid some costly matrix inversion. A three-
dimensional mapping yielding a translational invariance is
then proposed in Sec. III. Based on this mapping, a peculiar
mesh is generated, and the left and right dofs are transformed
into their curvilinear counterparts. Numerical results are
given in Sec. IV. The method is first validated with the
Pochhammer-Chree solution. The numerical accuracy and
convergence of the proposed numerical method is also
briefly studied. Computations for a single helical wire are
then realized with characteristics typically encountered in
civil engineering. In the low-frequency range, the results are
validated by comparing those obtained from a one-
dimensional Timoshenko helical beam. Section V finally
gives some general conclusions.

II. FINITE ELEMENT MODELING OF PERIODIC
ELASTIC WAVEGUIDES

Waveguides can be considered as periodic systems. Be-
cause we are only interested in one-dimensional waveguides
in this paper, the unit periodic cells are only connected end to

end �but with multiple dofs coupling between them�. This
section describes the FE approach for one-dimensional peri-
odic systems.

A. Equilibrium equations

Assuming a linearly elastic material, small strains and
displacements and a time harmonic e−i�t dependence, the
governing equilibrium equations are given by

� · � + ��2u = 0 in � , �1�

where u and � respectively denote the displacement vector
field and the Cauchy stress tensor, � is the material density
and � represents the domain occupied by one periodic cell
�or an integer multiple� constituting the overall infinite peri-
odic structure. Let us denote by L the axial length of this cell.
Of course, there is no external body force for the purpose of
studying propagation modes. The stress-strain and strain-
displacement relations are respectively given by �=C :� and
�=1/2��u+�uT�.

�ext, �L and �R are, respectively, the external boundary,
the left cross-section boundary and the right cross-section
boundary of the waveguide periodic cell ���
=�ext��L��R�, as shown in Fig. 1. A typical waveguide
may be subjected to some traction-free or zero-displacement
boundary conditions on its external boundary

� · n = 0 or u = 0 on �ext. �2�

From Floquet’s theorem and as defined by Mead,18 free
wave motion through an infinite periodic system occurs
when there is no external force and is characterized by the
displacements in one element being equal to the correspond-
ing displacements in the adjacent element times a factor de-
noted � �to be found�. Hence from displacement and stress
continuities, the following periodic boundary conditions hold
�see, for instance, Ref. 23�:

� · n��R
= − �� · n��L

and u��R
= �u��L

, �3�

where n is the outer unit normal from the subsystem �.
Setting �=eikL, ikL is often called the axial propagation con-
stant; k then corresponds to the axial wave number. The real
and imaginary parts of kL, respectively, govern the phase
change and the attenuation �or growth� over a periodic cell.
Re kL can only be determined up to 2m�, and as noticed in
Ref. 19, only the principal value of the phase constant is
calculated �i.e., −��Re kL���. It should be noted that
some more general periodic boundary conditions than Eqs.
�3� may be found in Ref. 23, taking into account the presence

FIG. 1. Example of a nonuniform periodic waveguide with its unit periodic
cell and boundaries notations.
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of some additional connecting structures �periodic supports
or stiffeners, for instance�.

Without loss of generality in this paper, we will only
consider waveguides having free external boundaries and no
additional connecting structures.

B. Finite element method

Applying a conventional FE analysis, the discretized
equations of motion �1� become after applying boundary
conditions �2�:

�K − i�C + �2M�u = f , �4�

where K, M and C are the stiffness, mass and damping sym-
metric matrices; u and f are, respectively, the vector of nodal
dofs �usually the nodal displacements� and the vector of
nodal forces. It should be outlined that the stiffness matrix K
might be complex when the presence of viscoelastic damp-
ing, if any, is modeled through the use of complex material
properties. Depending on the damping model used, such
properties can also be frequency dependent. Besides, the ma-
trix C corresponding to viscous damping should be zero here
because this kind of damping model has been implicitly ne-
glected in Eq. �1� �without loss of generality for the proposed
FE method�; u may be partitioned into dofs associated with
the left �L� and right �R� cross-section nodes, and with the
interior �I� nodes, yielding the following
system:

�DLI DLL DLR

DII DIL DIR

DRI DRL DRR
��uL

uI

uR
	 = �fL

0

fR
	 , �5�

where we have introduced the dynamic stiffness matrix D
=K− i�C+�2M from Eq. �4�.

In addition, the discretized periodic condition �3�
becomes

uR = �uL and fR = − �fL. �6�

Applying Eq. �6� into Eq. �5� and solving for fR, Eq. �5�
becomes


D1 + �D2 +
1

�
D3�q = 0 �7�

with the notations

D1 = �DLL + DRR DLI

DIL DII
,

D2 = �DLR 0

DIR 0
, D3 = �DRL DRI

0 0
, q = �uL

uI
� .

�8�

The above system is a quadratic eigenvalue problem to be
solved for �.

Because of the symmetry of D �yielding D1
T=D1 and

D2
T=D3� and using the property det AT=det A �A is any ma-

trix�, it can easily be checked that if � is an eigenvalue of Eq.
�7�, then 1/� is also an eigenvalue. Hence, the eigenproblem
has two sets of eigensolutions �� j ,� j

+� and �1/� j ,� j
−��j

=1, . . . ,n�, representing n positive-going and n negative-
going wave types. As proved by Mead,18 n is the minimum
number of coupling dofs obtainable by appropriate choice of
the junction between cells. In the absence of damping, eigen-
values for which �� j � =1 �i.e., k real� represent freely propa-
gating waves and those for which � j is real �i.e., k imaginary�
represent evanescent waves. The other eigenvalues �for
which k is complex� represent decaying but oscillatory
waves.

The eigenproblem �7� may be first recast into a general-
ized linear eigensystem �see Eqs. �9� or �10�, for instance�
and then solved using some standard numerical solvers.
However, it may lead to ill conditioning due to the fact that it
has both very large and small eigenvalues � and 1/� �such
eigenvalues represent some rapidly decaying waves�. This
typically happens when the number of dofs is not small any-
more, as for two-dimensional sections �even if interior dofs
are eliminated21�. In order to overcome these difficulties, a
reformulation of the eigensystem in terms of ��+1/�� has
been proposed by some authors.20,21,24

Then, following the same procedure as in Ref. 21, the
system �7� is first recast into both following equivalent forms
of linear eigenproblem:


�− D3 − D1

0 − D3
 − �� 0 D2

− D3 0
�� q

�q
� = �0

0
� �9�

and


�D2 0

D1 D2
 −

1

�
� 0 D2

− D3 0
�� q

�q
� = �0

0
� . �10�

The sum of Eqs. �9� and �10� yields, after some rearrange-
ments, an eigenproblem written in terms of ��+1/�� only


� − D1 D3 − D2

D2 − D3 − D1
 − 
� +

1

�
��D3 0

0 D2
�� q

�q
�

=�0

0
� . �11�

Note that the eigensystems �9�–�11� are all unsymmetric.
Now, the eigenvalues of Eq. �11� occur in pairs of equal
values �� j +1/� j�. The associated eigenvectors, denoted as
� j� and � j�, correspond with a linear combination of the
original eigenvectors, denoted as � j

+ and � j
−, associated with

� j and 1/� j and obtained from Eq. �9� �or Eq. �10��. This
linear combination is arbitrarily obtained in a computer code.
For restoring the original eigenvectors, we proceed as in Ref.
20. First, we expand the original eigenvectors as � j =�1� j�
+�2� j� �the superscripts + and − have been dropped for sim-
plicity�. Introducing this expansion into Eq. �9� �for in-
stance�, and left multiplying by � j�

T, we get the following
relation between �1 and �2:

�2 = −
� j�

TA�� j�

� j�
TA�� j�

�1 with A� � �− D3 − D1

0 − D3


− �� 0 D2

− D3 0
 . �12�

The constant �1 is finally obtained by normalizing eigenvec-
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tors. From the computed eigenvalues, the axial wave num-
bers are given up to 2m� by

kj
±L = ± cos−1�1

2
�� j + 1/� j�� + 2m� . �13�

It has to be noted that the interior dofs uI could have
been condensed out in Eqs. �7�–�11�, as is usually done in the
literature when using a transfer matrix approach.20–22,24

However, it would have required the computation of the in-
verse of DII. This can be costly from a numerical point of
view when the number of interior dofs becomes large, which
may indeed be the case in this paper.

III. REQUIREMENTS FOR HELICAL WAVEGUIDES

The three-dimensional cell domain is meshed using stan-
dard FE. Nevertheless, the mesh must satisfy a compatibility
constraint between the left section and the right section: each
dof of the right section must be related to a corresponding
dof of the left section chosen in such a way that the periodic
conditions �6� hold. This implies that the two-dimensional
meshing of the right section must be compatible with that of
the left section and that the ordering of left and right dofs
must be carefully considered.

For instance, for an infinite isotropic cylindrical straight
waveguide, the mesh of the right section must simply be a
translation of the left section mesh along the cylinder axis.
Because of the obvious geometrical translational invariance
along that axis, the axial length of a periodic cell can be
arbitrarily small �typically one element length�.

At first sight, the unit periodic cell of a helical wave-
guide should have a length that equals the helix step, denoted
as L0 below. Nevertheless, such a length would require a
three-dimensional mesh involving a large number of dofs in
practice. Fortunately, as shown in the following, the length of
this unit periodic cell can be arbitrarily reduced by consider-
ing a specific mapping yielding a translational invariance
along the helix centerline.

The helix centerline curve can be described by the fol-
lowing position vector:

R�s� = R0 cos
2�

l0
s�ex + R0 sin
2�

l0
s�ey +

L0

l0
sez, �14�

where l0= �L0
2+4�2R0

2�1/2. �ex ,ey ,ez� denotes the Cartesian
orthonormal basis. R0 and L0 are, respectively, the radius of
the centerline in the �x ,y� plane and the helix step along the
z axis. A complete period can thus be described by the pa-
rameter s varying from 0 to l0. It should be noted that the
parameter s has been chosen so that it corresponds to the arc
length �hence, l0 is the curvilinear length of one helix step�.
The unit tangent vector to the centerline is then directly
given by T=dR /ds. The unit normal can be defined from the
Serret-Frenet formulas dT /ds=	0N, and the unit binormal
vector is B=T∧N �the following Serret-Frenet formulas also
hold: dN /ds=
0B−	0T, dB /ds=−
0N�. For the curve de-
fined by Eq. �14�, both the curvature 	0 and the tortuosity 
0

are constant: 	0=4�2R0 / l0
2 and 
0=2�L0 / l0

2.

Now, a new coordinate system is constructed from the
orthonormal basis �T ,N ,B�, for which any Cartesian vector
x can be expressed as

x��,�,s� = R�s� + �N�s� + �B�s� . �15�

The so defined coordinates �� ,� ,s� are single valued only if
� and � are small enough on the cross section �this restric-
tion will be implied in the remaining�. Using the above
Serret-Frenet formulas, it can be shown that this kind of
mapping yields a nonorthogonal covariant basis
��x /�� ,�x /�� ,�x /�s�, denoted by �g1 ,g2 ,g3�. The metric
tensor of such a mapping, defined by gmn=gm ·gn, is given by

g = � 1 0 − 
0�

0 1 
0�

− 
0� 
0� 
0
2��2 + �2� + �1 − 	0��2 � . �16�

Consequently, g does not depend on the third curvilinear
coordinate s �for a helix, 	0 and 
0 are constant�. Provided
that the cross section of the waveguide does not vary along s
�nor the material properties�, this means that this curvilinear
coordinate system yields a translational invariance along s.

To be more precise, this transformation allows the inves-
tigation of the propagation modes because s would not ap-
pear explicitly in the equilibrium equations written in the
curvilinear system, except for derivatives with respect to s.
Hence, an exponential eiks might be separated from all field
components, and � /�s replaced by ik. In other terms, a Fou-
rier transform in the s direction can be performed so that we
can still speak of propagation modes. It has to be pointed out
that similar kinds of the above helical mapping had already
been considered in electromagnetics to study helical
waveguides, analytically25 or numerically.26

In this paper, we are interested in solving the equilib-
rium equations through a periodic FE modeling. This avoids
the writing of equilibrium equations in the above curvilinear
coordinates, which would be very tedious and would also
require some specific programming inside a FE code.

With the proposed method instead, what must be done is
relating the right section nodes of the three-dimensional
mesh to the left section nodes through the mapping defined
by Eq. �15�. And as a consequence of the translational invari-
ance along s, the length of one unit periodic cell may be
arbitrarily small as for the cylinder case. Besides, in order for
the translational invariance along s to hold, the left and right
dofs involved in Eqs. �6� must be the components in the
curvilinear basis. However, the outputs of a conventional FE
code are usually the Cartesian �x ,y ,z� components of the
nodal displacement and force, and thus need to be trans-
formed into the curvilinear �� ,� ,s� components through the
Jacobian matrix, as follows:

�uk
x

uk
y

uk
z 	 = J��k,�k,sk��uk

1

uk
2

uk
3	, � fk

x

fk
y

fk
z 	 = J−T��k,�k,sk�� f1k

f2k

f3k
	 ,

�17�
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where k denotes the node number, uk
i is the contravariant

displacement component with respect to the covariant basis
vector gi �i=1,2 ,3�. J��k ,�k ,sk� is the covariant Jacobian

matrix, whose column i corresponds to the Cartesian compo-
nents of gi evaluated at node k. From Eq. �15�, it can be
shown that

J��k,�k,sk� = �
− cos

2�

l0
sk

L0

l0
sin

2�

l0
sk

2�

l0
��k − R0�sin

2�

l0
sk + 
0�k cos

2�

l0
sk

− sin
2�

l0
sk −

L0

l0
cos

2�

l0
sk −

2�

l0
��k − R0�cos

2�

l0
sk + 
0�k sin

2�

l0
sk

0
2�R0

l0

L0

l0

� . �18�

From the previous notations, J−T��k ,�k ,sk� corresponds to
the contravariant Jacobian matrix and f ik �i=1,2 ,3� denote
the covariant force components with respect to the contra-
variant basis �g1 ,g2 ,g3�, defined by gi ·g j =� j

i.
The above matrix �18� may be assembled on the left

�resp. right� dofs, yielding a matrix denoted by JL �resp. JR�.
The initial Cartesian components, denoted by a superscript c,
can be transformed using a global transformation matrix Q
into uc=Qu, fc=Q−Tf with the notations

uc = �uL
c

uI
c

uR
c 	, u = �uL

uI

uR
	, fc = �fL

c

fI
c

fR
c 	, f = �fL

fI

fR
	,

Q = �JL 0 0

0 I 0

0 0 JR
� . �19�

Then, before applying the procedures detailed in Sec. II B,
the initial Cartesian dynamic system obtained from a stan-
dard FE code, denoted Dcuc= fc, must be first transformed
into Du= f where D is given by

D = QTDcQ . �20�

D is still symmetric thanks to the transformation choice �17�.
Note that if contravariant components had also been chosen
for forces, unsymmetric dynamic stiffness matrices might
result.

IV. NUMERICAL RESULTS

In this section, the material is assumed to be isotropic.
No structural damping will be considered for simplicity. E
and  will denote the Young’s modulus and the Poisson co-
efficient, respectively. For a steel wire, a typical value of 
=0.30 will be chosen. We consider waveguides with a circu-
lar cross section of radius a.

A. Preliminary numerical considerations

In order to obtain the adequate meshing between the left
and right cross section, the technique used in this paper con-
sists in generating a two-dimensional mesh in the �� ,��

plane of the left section �at s=sL constant�. This mesh is then
extruded into a three-dimensional mesh by simply translating
each node – with �� ,�� held constant—along the centerline
s. The two-dimensional elements used are three-node tri-
angles, extruded into six-node prisms.

The eigenproblem �11� is solved using an algorithm
based on the generalized Jacobi method. Variables are first
adimensionalized with some characteristic length and time,
chosen as a and � /cs, respectively �cs=�E /2��1+� is the
shear velocity�. Hence, the dimensionless frequency is given
by �=�a /cs. In order to reduce the computational time,
some upper and lower bounds can be set for the eigenvalue
searching interval. The real value of the computed eigenval-
ues is given by Re��+1/��=2 cos�Re kL�cosh�Im kL�. Then,
it can be noticed that propagating �resp. evanescent� waves
satisfy the inequality �Re��+1/�� � �2 �resp. �2�. One is
usually interested in the propagating and less attenuated
waves, so that the upper and lower bounds can be set to
±2 cosh � �where � is a user-defined parameter�.

The accuracy of numerical results is independent of the
axial number of elements �but it may be dependent on the
axial element length as shown further�. Hence, only one
layer of elements would be enough. This is interesting be-
cause in practice, the cell length L is thus sufficiently small
in order to have −��Re kj

±L�� in Eq. �13�, which avoids
the undetermination up to 2m�. In this paper, two layers
have generally been used because a faster convergence was
observed with the Arnoldi algorithm used.

B. Validation for an infinite isotropic cylinder
and accuracy

The numerical model is first validated with the
Pochhammer-Chree semianalytical model,3,27 describing
elastic propagation in an infinite isotropic cylinder �i.e., L0

→��. FE and analytical axial wavelengths are compared for
a given dimensionless frequency �=1, for the three lowest
real solutions, the first imaginary and the first complex solu-
tions, which, respectively, correspond to: the L�0,1� longitu-
dinal mode, the torsional mode, the F�1,1� flexural mode,
the F�1,2� flexural mode �evanescent�, and the F�2,1 and 2�
mode �inhomogeneous�.
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In order to assess the convergence and accuracy of the
numerical method, FE results have been computed with a
sequence of four refined meshes, shown in Fig. 2 with char-
acteristics given in Table I. The successive refinements have
been made by dividing each triangle of the previous cross-
section mesh into four triangles. Plots of the dispersion error
vs. the mesh fineness parameter 1 /h are then obtained �h is
chosen as the dimensionless maximum element length�. The
dispersion error is chosen as the ratio �ka−krefa � /krefa�,
where ka and krefa are, respectively, the adimensional FE and
Pochhammer-Chree axial wave numbers. Note that only one
layer of element has been used, with an axial length of ele-
ments equal to h �as a first choice�. Also shown in Table I is
the rough criterion given by the ratio �s /h �where �s

=2� /� is the dimensionless shear wavelength�, often used
in FE methods to characterize the fineness of a mesh at a
given frequency. The Pochhammer-Chree solutions for the
L�0,1�, torsional, F�1,1�, F�1,2� and F�2,1 and 2� modes
are, respectively, krefa=0.626, 1.000, 1.421, 0.740i, 0.953
+1.905i.

Figure 3 gives the convergence curve for each mode. It
can be observed that the rate of convergence approaches a
quadratic behavior for every type of mode. The accuracy for
the propagating bending mode is somewhat lower, as well as
for the imaginary and complex solutions �corresponding to
upper bending modes�. As intuitively expected, a general
trend for the accuracy of a given mode is to decrease as its
order increases �i.e., as its mode shapes becomes more and
more complex�. The same behavior has been reported with a
SAFE method by Damljanovic and Weaver.13

With mesh 3, a dispersion error less than 1% is reached
for all modes, except for the inhomogeneous one �2%�. It can
be concluded that a rough criterion of �s /h=25 is thus quite
acceptable, which may be not the case for �s /h=10. Note
that it coincides well with the criterion proposed for SAFE
methods by Galan and Abascal28,29 when using 3-node
triangles.

In the above results, the axial length of elements, de-
noted by haxis, was set to h. This is the worst element size. By
reducing haxis, dispersion results may be further improved for
a given cross-section mesh, as shown in Fig. 4. The mesh
used for the cross section is that of mesh 2, with a criterion

�s /h=10. By reducing haxis to 0.3h, the dispersion error be-
comes less than 1% for all propagating modes, whereas the
improvement is weaker for the imaginary and complex solu-
tions. Of course, the element axial length cannot be infinitely
reduced due to machine rounding errors �0.3h was found
to be a limit, under which the algorithm used hardly
converges�.

C. Dispersion analysis of a typical helical wire

The wave modes propagating inside a peripheral wire
constituting a typical seven-wire strand are now numerically
studied. The helix radius of such a peripheral wire is R0

=2a. The helix step is given by L0=2�R0 / tan �, where �
denotes the lay angle of the helix.

In order to make a consistent comparison of wave num-
bers with those of a cylindrical wire, L is not chosen as the
axial length along the z axis, but as the arc length along the
helix centerline of the FE cell.

TABLE I. Characteristics of meshes �in parenthesis: �s /h criterion for �

=1�.

No. h ��s /h� No. of elements No. of dofs

1 1 �6� 32 54
2 0.5 �12� 112 150
3 0.25 �25� 416 486
4 0.125 �50� 1600 1734

FIG. 3. Dispersion error with respect to the Pochhammer-Chree solution vs.
1 /h at �=1 for the first propagating, evanescent and inhomogeneous
modes. As a reference, the dotted line is the quadratic rate �1/h�2.

FIG. 4. Dispersion error at �=1 vs. h /haxis, obtained by reducing the axial
element length �same legend as in Fig. 1�. The cross-section mesh of mesh
2 is taken ��s /h=10�.

FIG. 2. Meshes 1–4, with successive refinements.
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As a first example, some FE wave numbers are com-
puted for a helical waveguide having a significant lay angle
�=45° and for a given adimensional frequency �=0.75. In
order to demonstrate the validity of the approach, a varying
number of layers of elements has been used while keeping
the same cross-sectional mesh ��s /h=20,haxis=0.7h�. Figure
5 exhibits two examples of meshes, used for only one layer
and for 60 layers. The 60 layer mesh exactly represents the
whole helix step �6771 dofs�. Hence, FE results obtained
with this mesh should be understood as reference solutions
because this mesh is the obvious periodic unit cell, so that
the specific mapping described in Sec. III is not needed.
These reference solutions are given by the last column of
Table II for the propagating modes denoted as L�0,1�, tor-
sional, F�1,1�− and F�1,1�+ �the notation ± is explained fur-
ther below�. For a cylinder, these values are found to be ka
=0.4669, 0.7485, 1.1550 and 1.1550 �with an error less than
1% compared with the Pochhammer-Chree solutions�, thus
yielding a strong difference with the helical behavior. The
important conclusion that can be drawn from Table II is that,
as expected, results are not dependent upon the axial number
of layers and are identical to those obtained with a whole
step mesh. This would not have been the case if the mapping
proposed in Sec. III were not translationally invariant. As a
side remark, results given by Table II have been corrected
when necessary, because of the 2m� undetermination of Eq.
�13� occuring when L is large enough.

The remaining of this paper is now devoted to dispersion
analysis of helical waveguides having smaller lay angles,
more realistic in civil engineering. In the following, two lay-
ers of elements have been used. Dispersion curves have been
obtained by computing wave numbers for discrete frequen-
cies. In order to reduce computation time, frequency steps
have been only refined near cutoffs, where wave numbers
may be scarce. Note that the method only returns discrete
points and does not provide continuous lines representing
dispersion curves. The task of joining points together that lie
on the same mode has been done by comparing mode shapes
between two successive frequencies. Because purely real or
imaginary �resp. fully complex� solutions occur in pairs of
opposite signs �resp. in quadruples of complex conjugates
and opposite signs�, only the absolute values of real and
imaginary parts are plotted, on the same axis �which is more
readable than a three-dimensional plot�.

In order to validate the numerical model, the FE results
are first compared in the low-frequency range with results
obtained from a helical Timoshenko beam model. Such a
model was initially proposed by Wittrick30 in 1966 in order
to study analytically the validity of simplified spring models.

Wittrick’s model is briefly recalled in the Appendix, as well
as the numerical method used in this paper to solve it. This
mono-dimensional model has 12 eigenvalues, corresponding
to six positive and six negative traveling modes.

The lay angle of the helix is set to a common value of
7.5° �for a typical radius a=2.5 mm, it corresponds to a step
L0=23.9 cm�. Figure 6 shows the dispersion curves obtained
from both models with the adimensional frequency � vary-
ing from 0.02 to 2, and for both the cylindrical and helical
geometry. Following the conclusions drawn previously, a
rough criterion of �s /h=25 �at �=2� has been chosen for the
mesh, shown in Fig. 7, with haxis set to 0.7h; 3048 elements
and 3564 dofs have been generated.

A very good agreement between both models is obtained
in the low-frequency range. In the cylinder case, it has been
verified that FE results yield an error less than 0.5% for all
modes �except for wave numbers near cutoff because of their
high sensitivity to a small frequency variation� compared
with the Pochhammer-Chree solution. In order to further
asses the convergence of FE results in the helical case, Fig. 8
plots the convergence and accuracy curves for every propa-
gation mode at �=2, obtained by using four refined meshes
�as done in the previous subheading�. Because no analytical

TABLE II. FE adimensional wave numbers computed with the same cross-
sectional mesh ��s /h=20� but a varying number of layers of elements ��
=45° and �=0.75�.

1 layer 10 layers 30 layers Whole step

L�0,1� 0.4057 0.4057 0.4058 0.4058
Torsion 0.6305 0.6305 0.6305 0.6305
F�1,1�− 1.0135 1.0135 1.0135 1.0136
F�1,1�+ 1.4476 1.4476 1.4476 1.4476

FIG. 5. Meshes of the helical waveguide ��=45° � with only one layer of
elements and for the whole helix step �60 layers�.
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solution is available for the helical geometry, the reference
value has been chosen as the one obtained with the most
refined mesh �h=0.06, corresponding to approximately
�s /h=50�. The reference adimensional wave numbers com-
puted for the propagating modes, denoted as L�0,1�, torsion,
F�1,1�−, F�1,1�+, F�1,2�− and F�1,2�+, are, respectively,
1.306, 1.999, 2.335, 2.464, 0.394 and 0.523. As observed
previously in the cylinder case, the curves exhibit a nearly
quadratic rate of convergence, and an error less than 1% for
the �s /h=25 mesh �h=0.12�.

All the above results tend to demonstrate that a good
accuracy is achieved by the helical FE model. Now, from a
physical point of view, an interesting feature can be observed
by comparing the cylindrical and helical cases. The wave
numbers of the compressional L�0,1� and the torsional
modes are unchanged by the helical geometry �provided that
the helix arc length is considered, as stated earlier�. This is
not the case for flexural modes, which occur in distinct roots
instead of double roots because of the lack of symmetry of
the helical geometry. A similar phenomenon was observed by
Demma, Cawley, and Lowe16 for toroidal waveguides when
studying bends in pipelines. For simplicity, and though this
notation may be somewhat abusive, the pairs of helical flex-
ural modes identified from their cylindrical counterparts have
been denoted with superscripts + and − in this paper. It

should also be noted that the flexural modes F�1,2�± are not
strictly evanescent anymore but inhomogeneous, unlike their
cylindrical counterparts. Figure 7 gives some FE mode
shapes obtained at �=1.

As a side but interesting remark, Fig. 6 also allows to
evaluate the high-frequency limit of a Timoshenko model.
For �=2.0, the wave number differences between FE and
Timoshenko models are approximately 3, 0, 5 and 9%, re-
spectively, for the F�1,1�, torsional mode, L�0,1� and
F�1,2� modes �for both the cylindrical and helical cases�.
For instance, if a maximum dispersion error of about 2% is
sought, this limit is �lim=1.4 �for a typical cross-sectional
radius a=2.5 mm, it corresponds to f lim=280 kHz�. As ex-
pected, significant differences increase above the F�1,2�
cut-on frequency and as the next upper mode �not taken into
account by a Timoshenko model� is reaching its cut-on
frequency.

Figure 9 gives dispersion curves for the helical case of
both FE and Timoshenko models with � varying from near 0
to 0.02. The agreement between both models is still perfect,
as expected for this very low-frequency range. However,

FIG. 6. Dispersion curves for the first six propagating modes for � ranging from 0.02 to 2 ��=7.5° �. Left: cylinder, right: helical. Solid lines: FE model,
dashed lines: Timoshenko beam model.

FIG. 7. �a� Undeformed FE mesh used for the helical waveguide for com-
putations between �=0 and 2, �b� F�1,1�+, �c� F�1,1�−, �d� torsional and �e�
L�0,1� mode shapes �displacement real part, with deformed mesh� com-
puted for �=1.

FIG. 8. Dispersion error with respect to the reference solution ��s /50 mesh�
vs. 1 /h at �=2 for the six modes �dotted line: quadratic rate�.
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what physically happens must be outlined. Strong differences
occur in the helical case so that a direct analogy with the
cylinder becomes difficult. The torsional and L�0,1� modes
are respectively cut off near �=0.010 and 0.014 �for the
cylinder, these modes are always propagative�. Between �
=0.009 and 0.002, both modes have the same wave numbers
and are strongly coupled. It is then difficult to distinguish
which mode shapes correspond to a compressional or tor-
sional behavior. Thus, l and t notations have been replaced to
denote, respectively, compression and torsion dominant
modes �but this choice may be somewhat subjective�. Be-
sides, it should be noted that these modes are still attenuated
but become inhomogeneous �nonzero real and imaginary
parts� for this frequency range. Under 0.002, both modes
propagate again, with different phase velocities. The l mode
has a decreasing slope indicating a negative group velocity
�while its phase velocity is positive�. For the helical wave-
guide considered, it can be concluded that bandcut attenua-
tion zones exist for the torsional and L�0,1� modes, which
are, respectively, about �0.002; 0.010� and �0.002; 0.0014�
�with a=2.5 mm, �400; 2000� Hz and �400; 2800� Hz�.

Figure 10 gives l and t mode shapes computed for �
=0.0011. They look like each other but the mode t exhibits a
slight torsional behavior, unlike the mode l.

In order to briefly examine the influence of the helix
step, some computations have also been made for the lay
angles 6° and 9°. As shown in Fig. 10, all the abovemen-
tioned differences between helical and cylinder geometry in-
crease as the lay angle increases. Pairs of flexural modes
become more and more distinct and the bandcut zone grows.

Then, it is also observed that there exists some rigid-
body modes ��=0� for wave numbers coinciding with 2� / l0

�see Figs. 9 and 11�, i.e., an axial wavelength equal to the arc
length of one helix step �this wave number value is also the
real part of the inhomogeneous F�1,2�± modes�. This result
was already reported by Tso31 in 1972 when studying lower
propagation modes of a helical Euler-Bernoulli beam.

Finally, in order to show the capabilities of the FE
method proposed in this paper, Fig. 12 exhibits the disper-
sion curves of the cylinder and the helical waveguides ��
=7.5° � for a higher-frequency range, varying from 0 to 5
�which is far above the limit of Timoshenko-type approxima-
tion�. A rough criterion of �s /h=20 at �=5 has been chosen
for the mesh with haxis=0.7h, yielding 10,456 elements and
11,997 dofs �deformed mesh depicted in Fig. 13�. Only
modes that propagate at �=5 have been plotted on the dis-
persion curves. At this frequency, there are three propagating
compressional modes: L�0,1�, L�0,2� and L�0,3�, repre-
sented in bold solid lines for clarity. In the cylinder case, the
FE dispersion error remains less than 1% compared with the
Pochhammer-Chree solutions, so that a good accuracy can be

FIG. 9. Dispersion curves of the helical waveguide ��=7.5° � with � vary-
ing from 0 to 0.02. Solid lines: FE model, dashed lines: Timoshenko beam
model �gray lines: cylinder�. •: cutoff frequencies, �: rigid-body modes.

FIG. 10. Real part of displacement for mode shapes t �left� and l �right�
computed for �=0.0011.

FIG. 11. Dispersion curves of the helical waveguide �FE model only� with � varying: from 0.02 to 2 �left� and from 0 to 0.02 �right�. Solid lines: �
=9.0°, dashed lines: �=6.0°, gray lines: cylinder �=0°.
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expected for the helical FE model. The comparison of results
obtained with the cylindrical and helical waveguides clearly
shows that the wave numbers of compressional and torsional
modes are unchanged, while those of flexural modes are dif-
ferent and do not occur in double roots in the helical case
�though their imaginary parts seem to remain unchanged�. As
an illustrative example, Fig. 13 exhibits the L�0,2� mode
shapes at �=5.

V. CONCLUSION

Elastic wave propagation inside a helical waveguide has
been analyzed through a three-dimensional FE method based

on periodic boundary conditions and a translationally invari-
ant mapping. This method can be implemented as a postpro-
cessing step of a conventional FE code providing stiffness,
mass and damping matrices. As opposed to SAFE methods,
it avoids writing equilibrium equations in a helical curvilin-
ear coordinate system, somewhat difficult to use, as well as a
complete re-programming inside a FE code. The conver-
gence and accuracy of the proposed method have been stud-
ied, and were shown to be similar to a SAFE method. With
linear prisms �triangles in a section�, a criterion of about
�s /20 can be applied to generate the FE mesh.

From a physical point of view, the dispersion curves of a
helical waveguide exhibit several differences compared with
the cylinder. Wave numbers for compression modes remain
identical—provided that the arc length of the helix centerline
is considered—but flexural modes do not occur in pairs of
equal wave numbers due to the lack of symmetry of the
helical geometry. This difference is stronger as the lay angle
increases. Besides, there exists some low-frequency bandcut
zones where both the compressional and torsional modes be-
come nonpropagating. These bands grow with an increasing
helix lay angle. In the low-frequency range, FE results have
been verified with a helical Timoshenko beam model, which
has also allowed evaluating the high-frequency limit of such
a model. Further studies should deal with the use of higher
order finite elements and a comparison with experimental
results.

APPENDIX: HELICAL TIMOSHENKO BEAM MODEL

Assuming a ei�ks−�t� dependence, it can be shown that
the equilibrium equations for a helical Timoshenko beam are
written as follows:30

�A1 − �2A2 − ikB − k2C�u = 0 �A1�

with notations

A1 = �

0

2�2 + 	0
2�p 0 0 0 
0�2 0

0 
0
2�1 − 	0
0�1 
0�1 0 0

0 − 	0
0�1 	0
2�1 − 	0�1 0 0

0 
0�1 − 	0�1 �1 + 
0
2�2 0 − 
0	0�2


0�2 0 0 0 �2 + 
0
2�1 + 	0

2�T 0

0 0 0 − 
0	0�2 0 	0
2�2

�, u =�
u

v

w

�1

�2

�T

	

FIG. 12. FE Dispersion curves of cylindrical �up� and helical �=7.5° �bot-
tom� waveguides. Bold lines: compressional modes �L�0,1�, L�0,2� and
L�0,3��, gray line: torsional mode, thin lines: flexural modes. Lines are
dotted when modes are nonpropagating �evanescent or inhomogeneous�.

FIG. 13. Real part of displacement for the L�0,2� mode shapes computed
for �=5 for the cylinder �left� and the helical waveguide �right�.
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B = �
0 − 
0��1 + �2� 	0��1 + �p� − �1 0 0


0��1 + �2� 0 0 0 �2 0

− 	0��1 + �p� 0 0 0 0 0

�1 0 0 0 
0��1 + �2� 0

0 − �2 0 − 
0��1 + �2� 0 	0��2 + �T�
0 0 0 0 − 	0��2 + �T� 0

� ,

A2 = diag�m,m,m,mk1
2,mk2

2,mkT
2�, C = − diag��1,�2,�p,�1,�2,�T� �A2�

where u, v, w denote the components of displacements of the
centroid of the cross section in the Frenet basis �N ,B ,T�, �1,
�2, �T are the components of rotation of the cross section, m
is the mass per unit length and �1, �2 are the shear rigidities
and �p the extensional rigidity. �1, �2 are the flexural rigidi-
ties and �T the torsional rigidity, k1, k2 are the radii of gyra-
tion and kT is the polar radii of gyration of the cross section.
It is assumed that the condition �	0kT�2�1 is satisfied,
which implies that the wire curvature has a negligible effect
on the various rigidities �and that the cross-sectional dimen-
sions of the wire are small compared with the radius of cur-
vature of the helix�. For further theoretical details, the reader
is referred to the paper of Wittrick.30 For a circular cross
section of radius a, the properties are given by

m = ��a2, �1 = �2 = �E�a2/2�1 + �,

�p = E�a2, � = 6/7,

�1 = �2 = E�a4/4, �T = E�a4/4�1 + �, k1 = k2

= a/2, kT = a�2/2. �A3�
Equation �A1� is a quadratic eigenvalue problem. Its

characteristic equation, which is a polynomial of degree 12,
was not solved by Wittrick. In this paper, the eigensystem
�A1� is solved using a standard numerical eigensolver
instead.
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The paper presents a Fourier transform-based signal processing procedure for quantifying the
reflection and transmission coefficients and mode conversion of guided waves diffracted by defects
in plates made of viscoelastic materials. The case of the S0 Lamb wave mode incident on a notch in
a Perspex plate is considered. The procedure is applied to numerical data produced by a finite
element code that simulates the propagation of attenuated guided modes and their diffraction by the
notch, including mode conversion. Its validity and precision are checked by the way of the energy
balance computation and by comparison with results obtained using an orthogonality relation-based
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I. INTRODUCTION

Using ultrasonic guided waves for the integrity control
of materials and structures is very efficient in nonabsorbing
materials since these waves can travel long distances. For
absorbing materials, the necessity of using low frequencies
limits the resolution for detecting the defects.1,2 In modern
materials, such as composites, the inspected area is drasti-
cally reduced because of the strong attenuation of the ultra-
sonic waves, and the very low amplitudes of the measured
signals can prevent the detection of defects. Even when a
signal is measured at a given position remote from a defect,
its amplitude depends on the reflection by the defect or the
transmission past the defect and also on the attenuation along
the distance of propagation between the defect and the mea-
suring location. Considering the well-known mode conver-
sion phenomenon �production of several modes when an in-
cident mode hits a defect�, it becomes then quite difficult to
evaluate the reflection and transmission coefficients that rep-
resent the ratios between the amplitudes of each reflected or
transmitted wave to that of the incident wave at the defect
location.

This paper presents a signal processing procedure to
quantify such reflection and transmission coefficients in
plates made of viscoelastic materials. This procedure is
based on a double Fourier transformation from the temporal/
spatial domains to the frequency/wave number domains. Al-
leyne and Cawley3 presented this procedure for separating
the various guided modes that can propagate together along
nonabsorbing plates. As already mentioned,4 the viscoelastic-
ity causes some difficulties for evaluating the effects of a
defect on the diffraction of guided waves, since the results of
the Fourier transforms strongly depend on the position and
the length of the monitoring zone, and also on the shape of
the spatial window used for reducing the amplitudes of un-
wanted side lobes in the wave-number domain. Here, this

problem is solved with the hypothesis that the viscoelastic
properties of the material are known, as well as the position
of the defect inside the plate.

Since it is experimentally difficult to generate a pure
mode incident on a defect,5 the procedure is checked here by
processing numerical data produced by a finite element �FE�
code.6 Indeed a defect by itself can generate various modes
and the identification of the defect diffraction is more com-
plex in the presence of many incident modes. The FE model
is chosen for its ability to simulate the generation of a pure
mode and to supply accurate data.7

The scattering phenomenon in a medium may be simu-
lated either by considering this medium as a viscoelastic ma-
terial modeled by using complex stiffness moduli, or by con-
sidering the medium as an elastic material modeled by using
real stiffness moduli. The reflection and transmission coeffi-
cients of guided modes scattered by a notch are compared
when considering the material as elastic or viscoelastic, and
it is shown that the results are similar or different depending
on the frequency domain. The processing procedure used for
quantifying the amplitudes of the various incident or dif-
fracted modes is validated by computing the energy balance
and by comparing its results to those obtained using an or-
thogonality relation-based processing method.8,9

II. THEORY

The normal displacement field of guided waves is de-
composed in plane waves such as

u�x2,t��x1=h/2 = ��
m

Am exp �− i2��mx2�� f�t� , �1�

where x2 is the direction of propagation and x1 is the direc-
tion perpendicular to the plate �Fig. 1�. Here

Am = amUm�x1=h/2 �2�

represents the intrinsic amplitude am of the mode m multi-
plied by the value of the normal displacement Um�x1=h/2 at the

a�Author to whom correspondence should be addressed. Electronic mail:
b.hosten@lmp.u-bordeauxl.fr
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surface of the plate �x1=h /2� and for the spatial origin x2

=0.
Here �m=�m� − i�m� is the complex spatial frequency of

the wave, the real part being the inverse of the wavelength
�m ��m� =1/�m�. This complex spatial frequency is linked to
the complex wave number by 2��m=km� − ikm� , where km� is
the wave attenuation.

A first direct Fourier transform gives a representation of
the field in the temporal frequency domain �:

S��,x2� = ��
m

Am exp �− i2��mx2��F+t�f�t�� . �3�

In the following, harmonic displacements are consid-
ered, i.e., for single temporal frequency components ��=�i�:

S��,x2���=�i
= S�x2���=�i

= �
m

Ami exp �− i2��mx2� , �4�

and the subscript i is omitted for simplification.
In this paper, the direct and inverse Fourier transforms

are defined by

F+t�f�t�� = 	
−�

+�

f�t� exp �− i2��t� dt and

F−��g���� = 	
−�

+�

g��� exp �+ i2��t� d� ,

respectively.
If needed, an inverse Fourier transform can be used later

on to reconstruct temporal waveforms. Due to experimental
or numerical limitations, the displacement field is known in
limited temporal and spatial windows only. Working with
narrow temporal pulses or bursts permits us to define the
temporal Fourier transform. However, the spatial window
corresponds to a monitoring zone that cuts off parts of the
spatial field and this is likely to affect the wave-number dia-
gram that is to be processed. Therefore, it is required to take
into account these unavoidable effects when the amplitudes
of modes are sought.

For any central position x2=x0 of the spatial window, the
monitored field is filtered by the function hL�x2−x0�, which
describes the shape of the window �Hamming, Gaussian,. . .�.
L is the length of the monitoring zone. Because of the minus
sign in Eq. �1�, an inverse Fourier is used to give a represen-
tation of the field in the spatial frequency domain �:

Ũ��� = �
m

Am	
−�

+�

hL�x2 − x0� exp �− km� x2�

�exp �+ i2��� − �m� �x2� dx2. �5�

By changing the variable x2 into x2+x0, this representa-
tion for each mode m becomes

Ũ��� = ��� − �m� � � Am exp �− km� x0�

�exp �+ i2��x0�F−x2�hL�x2� exp �− km� x2�� �6�

where ���� represents the Dirac delta function and � is the
convolution product.

The inverse Fourier transform of the positive and real
function hL�x2� exp �−km� x2� takes the shape of a lobe cen-
tered on �=0.

For each mode m �Fig. 2�, the amplitude of this lobe,
centered on �=�m, is given by the modulus of the amplitude
�Am� multiplied by GL�km� �, which is the inverse Fourier trans-
form of hL�x2� exp �−km� x2� at �=0:

FIG. 1. �Color online� Schematic of
the incident and diffracted wave
modes along a plate with notch.

FIG. 2. �Color online� Amplitudes of the spatial Fourier transform for an
incident mode S0 and two reflected modes S0 and A0 at two monitoring
zones distant of �=50 mm−Frequency=0.15 MHZ−Monitoring zones:
40–100 mm and 90–150 mm.
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�Ām� = �Am� exp �− km� x0��F−x2�hL�x2� exp �− km� x2����=0

= �Am� exp �− km� x0�GL�km� � . �7�

GL�km� � is simply the integral of the spatial window multi-
plied by the attenuation function exp �−km� x�, relative to the
mode m:

GL�km� � = 	
−�

+�

hL�x� exp �− km� x� dx . �8�

GL�km� � is independent of the position of the monitoring win-
dow, but it depends on both its length L and its shape, and
also on the attenuation of the mode. The computation of
GL�km� � allows the amplitude of any mode to be known at any
frequency and at the central position of the window.

Two applications connected to this analysis are pre-
sented in the following: �1� the evaluation of modes attenu-
ation when the properties of the material are unknown and
�2� the estimation of the transmission past, reflection by, or
conversion of a mode by a notch. In the second application,
the mode’s materials properties and therefore the attenuation
are supposed to be known.

III. EVALUATION OF THE ATTENUATION

The monitoring zone is shifted by a distance �. Then for
each mode m, the amplitude of the lobe �Fig. 2� at �=�m is

�Ām��� = �Am� exp �− km� x0� exp �− km� � �GL�km� �

= �Ām�x0
exp �− km� � � . �9�

The variation of the amplitude of the lobe for any mode
m in two zones of the same length and remote from each
other at a distance � permits its attenuation to be computed at
any temporal frequency:

km� = −
1

�
ln � Ām��

�Ām�x0

� . �10�

IV. REFLECTION BY/TRANSMISSION PAST A
DEFECT

For an incident mode i of amplitude Ai, a defect in the
plate can generate many reflected modes and transmitted
modes the amplitudes of which can be written Arm= iRmAi

and Atm= iTmAi, respectively. iRm and iTm define the reflec-
tion and transmission coefficients of mode i to mode m, re-
spectively. This definition is based on the ratio between the
amplitudes of normal displacements at the surface of the
structure. This corresponds to an experimenter point of view,
since these coefficients can be deduced easily from the spa-
tial Fourier transform of measurements or here from FE data.
As shown by Eq. �2�, these amplitudes of normal displace-
ments are related to the intrinsic amplitude am of the mode
and to the power-normalized normal displacement it pro-
duces at the surface of the guide. Then the procedure fur-
nishes also the intrinsic amplitudes of the modes if one com-
putes the displacements fields at any frequencies for each
mode.

The original monitoring zone is located at the distance
�1 before the defect and the second monitoring zone is lo-
cated at the distance �2 past the defect �Fig. 1�. Here the
same spatial window hL�x2� is used for these two monitoring
zones, so that only the attenuations of the modes affect the
values of the Fourier transform GL�ki or m� �.

A. Reflection/transmission of the incident mode

If Āi is the amplitude of the lobe for the incident mode at
the original monitoring zone, i.e., before the defect, then the
amplitude of the incident mode i at this position is given by

Ai= Āi /GL�ki��. At the defect position it is

Ai exp�− ki��1� =
Āi

GL�ki��
exp �− ki��1�

and

Āit = iTiAi exp �− ki��1�GL�ki�� exp �− ki��2�

is the amplitude of the lobe for the incident mode at the
monitoring position past the defect, where

iTi =
Āit exp �+ ki���2��

Āi exp �− ki���1��
�11�

defines the transmission coefficient for the incident mode.
A similar approach gives the reflection coefficient for

the incident mode:

iRi =
Āir exp �+ ki���1��

Āi exp �− ki���1��
. �12�

B. Reflection and transmission of the converted
modes

The amplitude of any reflected converted mode m at the

original monitoring zone is given by Amr= Āmr /GL�km� �.
Since the direction of propagation of reflected modes is

opposed to that of the incident mode, the amplitude at the
defect position becomes

Amr exp �+ km� �1� =
Āmr exp �+ km� �1�

GL�km� �

= iRm

Āi

GL�ki��
exp �− ki��1� . �13�

Then, the reflection coefficient iRm of the mode m is

iRm =
GL�ki��
GL�km� �

exp �+ km� �1�
exp �− ki��1�

Āmr

Āi

. �14�

A similar computation leads to the definition of the
transmission coefficient of a converted mode m:

iTm =
GL�ki��
GL�km� �

exp �+ km� �2�
exp �− ki��1�

Āmt

Āi

. �15�
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V. ENERGY BALANCE

The computation of the energy balance and the knowl-
edge of the intrinsic amplitudes are not mandatory to com-
pute the previous coefficients. However, it is computed here
in order to check the procedure. The real part of the in-plane
component of the Poynting vector, integrated across the
thickness h and averaged over a temporal period, gives the
average power flow defined by8

Px2
=

1

2
Re	

h

�− vm
* ��m�x2 dx1. �16�

If the displacement and stress fields of each mode are
normalized by the square root of the average power flow, i.e.,
by 
Px2

um norm =
um


Px2

and ��m norm =
��m


Px2

, �17�

then the energy Pm carried by a normalized mode m is given
by the square of the intrinsic amplitude:

Pm =
1

2
Re	

h

�− �amvm norm�*am��m norm�x2 dx1

= �am�2 = � Am

Um
�2

. �18�

The energy balance is satisfied, if the energy carried by
the incident mode is equal to the sum of the reflected and
transmitted energies:

Pi�
m

Pm = � Ai

Ui
�2

= �
m
�Amr

Um
�2

+ �
m
�Amt

Um
�2

. �19�

This is true everywhere in the plate if there is no leakage
and no viscoelastic damping �elastic case�. It is also true at
the defect position if the defect does not consume energy. Of
course, this may happen in a viscoelastic material.

Then, the energy balance can be checked in terms of
reflected and transmitted coefficients and is satisfied if 	E is
close to 1:

	E = �
m
� Ui

Um
iRm�2

+ � Ui

Um
iTm�2

. �20�

VI. VALIDATION WITH THE FINITE ELEMENTS
METHOD

In previous references,4,7 it was verified that the use of
the FE method for solving the equation of dynamic equilib-
rium in the frequency domain permits us to simulate properly
the propagation of attenuated guided waves in viscoelastic
plates. This model is used here to produce numerical data
used in turn for validating the signal processing procedure
previously described.

A. Material sample

The procedure is tested for several guided modes propa-
gating along a Perspex plate, the thickness of which is
3.9 mm. Its viscoelastic properties, given in Table I, have

been measured using a standard ultrasonic technique.10 The
Cij

* represent the viscoelastic moduli with the usual con-
tracted notation8 in a coordinate system such that directions 1
and 2 are normal to the plate and lying in the plate, respec-
tively. In the general case of an orthotropic material, these
axes correspond to the principal axes of symmetry of the
material. Here, the slight anisotropy of the plate is due to the
fabrication process.

The Rayleigh-Lamb equations8 permit the complex
wave numbers of Lamb modes in the Perspex plate to be
computed using the stiffness moduli �Table I� as input data.
The corresponding dispersion curves are plotted in the fre-
quency domain chosen for this study �Fig. 3�.

B. Finite elements model and postprocessing

The use of the FE model for generating and propagating
guided modes in viscoelastic plates was already described in
details in Refs. 4 and 7. Here only the main aspects are
reminded. Also presented is a way for generating a perfectly
pure mode that is mandatory for the verification of the pro-
posed procedure.

The propagation of plane waves in a plate made of an
orthotropic viscoelastic material of density 
 is considered,
the plane of propagation being a plane of symmetry. The
problem is solved in two dimensions for which one compo-
nent of the displacement vector is null �u3=0�, thus leading
to the following equations in the frequency domain:

C11
* �2ũ1

�x1
2 + C66

* �2ũ1

�x2
2 + �C12

* + C66
* �

�2ũ2

�x1 � x2
+ 
�2ũ1

= f1�x1,x2� ,

�21�

C22
* �2ũ2

�x2
2 + C66

* �2ũ2

�x1
2 + �C12

* + C66
* �

�2ũ1

�x1 � x2
+ 
�2ũ2

= f2�x1,x2� ,

where �ũ1 , ũ2� is the Fourier transform of the displacement
vector. The above differential equations must be written in
the following FE code form:6

��c � U� − aU = f�x1,x2� , �22�

where c is a 2�2 matrix composed of four submatrices such
that

c11 = �C11
* 0

0 C66
* �, c12 = � 0 C12

*

C66
* 0

� ,

�23�

c21 = � 0 C66
*

C12
* 0

�, c22 = �C66
* 0

0 C22
* � ,

and a is a 2�2 matrix given by

TABLE I. Complex viscoelasticity moduli �in GPa� of the Perspex plate.

Thickness �mm��3.90 Density 
 �g/cm3�=1.19

C11
* 8.5+I 0.3 C66

* 2.3+I 0.06
C22

* 8.3+I 0.4 C12
* 4.4+I 0.2
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a = �− 
�2 0

0 − 
�2 � . �24�

There are many ways to numerically simulate the gen-
eration of a guided mode. One can apply the through-
thickness displacement or stress field at one edge of the
plate. When modeling the propagation in stationary mode
�frequency domain�, this approach is not satisfying for an
elastic plate, for which it is necessary to include absorbing
regions �AR on Fig. 1� at both ends of the plate to suppress
unwanted infinite reflections between these ends and a defect
in the plate. It is also possible to apply a sinusoidal stress
field distribution to a portion of the surface of the plate to
simulate the excitation of a wedge-transducer. This increases
the size of the plate and consequently increases the number

of mesh elements. The second problem with this technique is
that it is not suitable for launching any pure mode. For in-
stance, if the excitation is optimized for generating the S0

mode close to the “plateau” in the dispersion curves �below
0.25 MHz in Fig. 3�, then the unwanted A0 is systematically
produced with an amplitude of about 10% to 20% that of S0.

It is then proposed to simulate an adapted volume force
source inside the plate. In this purpose, the function f�x1 ,x2�
in Eq. �22� is given the following shape:

f1�x1,x2� = �6�x1�
f2�x1,x2� = �2�x1�

for x2 min  x2  x2 max

�25�
f1�x1,x2� = f2�x1,x2� = 0 elsewhere

where �2�x1� and �6�x1� are the through-thickness shapes of
the in-plane and shear stress components, respectively, pro-
duced by the mode that is to be generated. x2 min and x2 max

define the length along the direction x2 of the excitation
zone, which is in fact limited to a couple of mesh elements.
In this paper, the through-thickness stress field of the mode
S0 is computed for 42 frequencies between 0.13 and
0.22 MHz and used as input data for setting f as a function of
the variable x1. In this case, the volume force is imposed at
the position x2=0, along 2 mm in the x2 direction. As shown
in Fig. 2, a spatial Fourier analysis of normal displacements
monitored at the plate surface, from x2=40 to 100 mm, every
2 mm, and for the frequency 0.15 MHz, shows that the mode
S0 propagating in the direction +x2 is pure. In fact, the A0

mode can be identified in this wave-number diagram, but its
amplitude is less than 0.1% that of S0. The same figure
shows that two modes, S0 and A0, are propagating in the
direction −x2, at 0.15 MHz. They are reflected by a
0.6-mm-wide, 1.8-mm-deep notch, located at x2=150 mm
�see Fig. 1�.

Figure 3 presents the comparison between the Rayleigh-
Lamb dispersion curves and the real and imaginary parts of
the wave numbers obtained by postprocessing the FE normal
displacement data monitored along a large zone extending
from x2=1 to 140 mm, at the plate surface. The attenuation
can be derived using the formula �10�, the monitoring zone
being divided into two zones of equal lengths. For better
accuracy, it is also possible to divide the large zone into
several zones of equal lengths, to apply the spatial FFT for
establishing the amplitudes of each lobe, and to optimize a
decreasing exponential curve fitting these values. The only
restriction is that the width of each window should be large
enough to separate the modes in the wave-number domain.
Figure 4�a� presents such a realization with seven windows;
Fig. 4�b� shows the results of the Fourier transforms applied

to this series of data �Ām for each position� and the three
curves exp �±km� x2� plotted for the three modes, at the fre-
quency 0.15 MHz, the value of km� being optimized for each
mode m. This procedure was applied for each frequency to
obtain the results shown in Fig. 3�b�.

1. Elastic/viscoelastic models

The width of the notch �0.6 mm� is very small in com-
parison with the smallest wavelength ��6 mm� in these

FIG. 3. �Color online� Lamb wave dispersion curves for a 3.9-mm-thick
plate made of Perspex. �a� Real and �b� imaginary parts of the wave num-
bers. Rayleigh-Lamb solution �—� and FE predictions�spatial processing
FFT �xxxx�. Monitoring zone is from 1 to 140 mm.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Hosten et al.: Reflection transmission coefficients for guided waves 3413



tests. The reflection and transmission coefficients associated
to the notch are computed by considering the plate as an
elastic or viscoelastic material. One could expect very simi-
lar results in both cases, since the attenuation over a distance
equivalent to the width of the notch is negligible. The spatial
FFT-based procedure proposed in this paper is used to verify
whether considering the material viscoelasticity in the FE
model affects or not the response of the thin notch, i.e., the
values of the reflection and transmission coefficients �at the
notch location�.

To realize the switch between elastic and viscoelastic,
the viscoelastic moduli given in Table I are considered as
real or complex data, i.e., V is set equal to 0 or 1 in the
following formula:

Cij
* = Cij� �1 + i�al + ar�� + iVCij� . �26�

Note that al and ar are used to define the absorbing
regions in the model:

al = �− x2/La�3 if �x2 � 0�, else al = 0;

ar = ��x2 − �Lp − La��/La�3 if x2 � Lp − La, else ar = 0;

�27�

where Lp�500 mm� is the position of the right edge of the
plate and La �150 mm� is the length of the absorbing zones
�Fig. 1�. Figure 5 shows the meshing details around the notch
and the efficiency of the absorbing zones for the elastic case.

2. Comparison between elastic and viscoelastic
model

The transmission and reflection coefficients were com-
puted according to the formulas �14� and �15� and using
results of the Fourier transform. For the elastic case �km� =0�,
if the same spatial window is used for all the modes, the
function GL�0� is divided out and the coefficients are simpli-

fied by iRm= Āmr / Āi and iTm= Āmt / Āi. They are given in a
frequency domain �Fig. 6� where two �S0 ,A0� or three
�S0 ,A0 ,A1� propagating modes are present. The monitoring
zones were defined by a Gaussian window situated before
the notch, starting at 40 mm and finishing at 120 mm, for the

FIG. 4. �Color online� �a� Sequence of windows applied to several monitoring zones to compute the amplitudes Am. �b� Variation with position x2 of the
amplitudes Am estimated for each zone and the optimized amplitude curves �frequency: 0.15 MHz�.

FIG. 5. �Color online� Elements repartition around the
notch and snapshot of normal displacements �mode S0
incident� at the frequency 0.15 MHz.
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incident and reflected modes. The Gaussian window for the
transmitted modes was defined from 180 to 260 mm, past the
notch.

For the viscoelastic case, the reflection and transmission
coefficients �Fig. 6� are still obtained with Eqs. �14� and �15�,
but this time the attenuating or growing terms are included
and computed using the km� wave-number imaginary parts for
each mode. Figure 6 shows that the coefficients are very
similar, whether the viscoelasticity of the material is taken
into account or not for computing the scattering phenom-

enon, except in the zone near the frequency cutoff of the A1

mode ��0.178 MHz�. In Fig. 6�b�, the transmission coeffi-
cient s0

TA0
is slightly different for the two cases in the largest

frequency zone. That means there is a significant effect of the
viscoelasticity on this coefficient even for this narrow notch.

As an example for which the viscoelasticity has no ef-
fect on the diffraction coefficients, a comparison between the

elastic and viscoelastic cases is given in Table II for the

frequency 0.201 MHz, which is sufficiently far from the A1

FIG. 6. �Color online� Reflection and transmission coefficients from normal displacement fields at the notch location, for the incident mode S0. �a� Mode S0.
�b� Mode A0. �c� Mode A1. �d� Energy balance. Solid line: viscoelastic case. Dashed line: elastic case from orthogonality relations x: viscoelastic case. �:
elastic case from spatial processing FFT.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Hosten et al.: Reflection transmission coefficients for guided waves 3415



cutoff. The reflection and transmission coefficients values are
very similar and the computation of the energy balance gives
a number 	E very close to 1.

To calculate the energy balance, the power-normalized
surface normal displacements of the three modes are com-
puted for each frequency. For instance, Fig. 7 displays the
whole through-thickness displacement fields for the fre-
quency 0.201 MHz.

It is established that in an elastic plate, the nonpropagat-
ing modes do not carry energy.8 At the opposite, the non-
propagating modes carry and absorb energy in a viscoelastic
plate, since in fact they are quasi-non-propagating.11 In the
frequency range where the mode A1 is passing from the
quasi-non-propagating state to the attenuated propagating
state, the differences between the two computations �elastic
and viscoelastic materials� are more important. The energy
balance 	E is comprised between 0.99 and 1 in the elastic
case and between 0.90 and 1.10 in the viscoelastic case �Fig.
6�d��. This is due to the fact that the spatial Fourier transform
is applied to data monitored far away from the defect, thus
making the quasi-non-propagating modes too greatly attenu-
ated to be detected. In an experiment, their level would be
under the noise level and, in a FE simulation, they are under
the numerical precision.

The transition frequency zone is not well defined, as it is
shown at Fig. 8, where the complex wave number of the
mode A1 is plotted versus the frequency. In fact, what is
called cutoff in the elastic case does not happen in the vis-
coelastic case. The mode becomes progressively quasi-non-
propagating when the frequency decreases. The width of the

zone would depend on the numerical precision �FE method�
or on the measurement precision �experiment�. Here it is
seen on Fig. 6�d� that the zone lies down from 0.170 to
0.180 MHz for an error in the energy balance lower than 5%.

3. Comparison with the orthogonality relation-based
method

In a recent paper,9 another method for postprocessing
data furnished by the FE model was presented. Since this
method, which is based on the orthogonality between two
modes, analyzes the through-thickness fields as close as pos-
sible to the defect, the amplitudes of all the modes can be
evaluated and the error in the energy balance is therefore
smaller than 3%, in the whole frequency range. Of course,
this method cannot be used for postprocessing experimental
data since the fields inside the structures cannot be measured.
But, it is an accurate and fast method to compute the reflec-
tion and transmission coefficients for a defect.

This method was first applied to the elastic plate with
the notch investigated in this paper and the results presented
by Fig. 6 �dashed lines and markers o� are perfectly similar.

The comparison for the viscoelastic plate is also given in
Fig. 6 �solid lines and markers x�. In that case also, there is a
very good fitting between the results relative to modes A0

and S0. This validates the signal processing based on the
Fourier transform presented in this paper. Figure 6�c� proves
that the reflection and transmission of mode A1, defined in
terms of normal displacements close to the defect, are impor-
tant before the transition zone, separating the quasi-non-
propagating to the propagating behavior of the mode A1. But
the mode is so attenuated that it cannot be detected when the
monitoring zone needed for the spatial FFT is far away from
the defect.

TABLE II. Reflection and transmission coefficients at 0.201 MHz. Elastic
and viscoelastic cases.

Elastic S0
RS0

0.467 S0
RA0

0.346 S0
RA1

0.203

S0
TS0

0.595 S0
TA0

0.395 S0
TA1

0.150
	E 1.007

Viscoelastic S0
RS0

0.467 S0
RA0

0.342 S0
RA1

0.207

S0
TS0

0.592 S0
TA0

0.396 S0
TA1

0.146
	E 0.996

FIG. 7. �Color online� Power-normalized normal displacement fields of S0,
A0, and A1 modes at 0.201 MHz versus the through-thickness position in
the plate.

FIG. 8. �Color online� Complex wave number of mode A1 �—: real part; ---
imaginary part�.
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This comparison establishes that the reflection and trans-
mission coefficients for the modes that have enough energy
in the monitoring zone can be well estimated with the spatial
Fourier, even if the energy balance is not satisfied. From the
experimenter point of view, this is satisfactory.

VII. CONCLUSIONS

A signal processing procedure for evaluating the ampli-
tudes of guided modes propagating along an absorbing struc-
ture at different frequencies was presented. This procedure is
based on a spatial Fourier transform applied to normal sur-
face displacements picked up along monitoring zones and
weighted by a spatial window in order to remove unwanted
side lobes in the wave-number domain. It has been shown
that dividing the resulting spectrum amplitudes by the ampli-
tude of the spatial window spectrum removes the effects of
the shape, the length, and the position of the spatial window.
In this way, the amplitudes of any forwards or backwards
traveling mode can be estimated.

The procedure was tested to estimate the transmission
and reflection coefficients of guided waves propagating in a
viscoelastic plate incorporating a notch, the positions of the
windows and of the defect, and also the attenuation of the
guided modes being initially known.

For a narrow notch �in comparison with the wave-
length�, perpendicular to the direction of propagation, the
procedure gave similar coefficients when the plate was con-
sidered either elastic or viscoelastic, except in narrow fre-
quency ranges close to the transition of the modes from the
quasi-non-propagating behavior to the attenuated propagat-
ing behavior. But, even for this very narrow notch, there is a
small effect of the viscoelasticity on some coefficients. The
complete study of this influence is out of the scope of this
paper and will be investigated later on.

These results were corroborated with the energy balance
computations in both cases and compared with results ob-
tained from the orthogonality relation-based processing
method. The good fitting between the results of both methods
relative to modes that have enough energy far from the de-
fect validates the signal processing based on the Fourier
transform presented in this paper.
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The attenuation of ultrasound in polycrystalline materials is modeled with grain boundaries
considered as arrays of dislocation segments, a model valid for low angle mismatches. The
polycrystal is thus studied as a continuous medium containing many dislocation “walls” of finite
size randomly placed and oriented. Wave attenuation is blamed on the scattering by such objects, an
effect that is studied using a multiple scattering formalism. This scattering also renormalizes the
speed of sound, an effect that is also calculated. At low frequencies, meaning wavelengths that are
long compared to grain boundary size, then attenuation is found to scale with frequency following
a law that is a linear combination of quadratic and quartic terms, in agreement with the results of
recent experiments performed in copper �Zhang et al., J. Acoust. Soc. Am. 116�1�, 109–116 �2004��.
The prefactor of the quartic term can be obtained with reasonable values for the material under
study, without adjustable parameters. The prefactor of the quadratic term can be fit assuming that the
drag on the dynamics of the dislocations making up the wall is one to two orders of magnitude
smaller than the value usually accepted for isolated dislocations. The quartic contribution is
compared with the effect of the changes in the elastic constants from grain to grain that is usually
considered as the source of attenuation in polycrystals. A complete model should include this
scattering as well. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2734488�

PACS number�s�: 43.35.Cg, 43.20.Hq, 43.20.Fn �RLW� Pages: 3418–3431

I. INTRODUCTION

Ultrasonic materials characterization and nondestructive
evaluation need the scattering of elastic waves in polycrys-
talline materials to be precisely understood since ultrasonic
attenuation and backscatter measurements are used widely to
extract the microstructural parameters such as grain size and
also to detect flaws in materials.

Most of the current understanding of the acoustic attenu-
ation in polycrystals is due to models that consider the wave
scattering caused by the variations of the elastic properties
from one grain to the other that result from the different
orientations of the single crystals. Grain boundaries are, at
least implicitly, treated as structureless, as well as passive,
surfaces. Pioneer works from the 1940s to the 1960s1–4 pre-
dicted a quartic dependence of the attenuation on the fre-
quency �Rayleigh scattering� in the low frequency regime.
Further refinements have been considered, mainly to include
the texture or anisotropy of materials5–10 �see also the review
in Ref. 11� all producing the Rayleigh scattering solution at
low frequencies.

Recent improvements in sample preparation and in mea-
surement methods have allowed the comparison, on a quan-
titative basis, of experimental results with theoretical models.
Zhang et al.12 performed accurate measurements of ultra-
sound attenuation in copper and copper-aluminum samples;
they were able to establish a frequency dependence of the
attenuation as a combination of quadratic and quartic terms,
a behavior that is not explained by current theoretical mod-
els. Let us also mention the recent work of Hurley et al.13

where the refraction of surface acoustic waves across a
single grain boundary has been visualized and measured us-
ing optical techniques.

In a previous paper,14 we have proposed a model that
focuses on the grain boundaries as the source of scattering.
This was done by modeling grain boundaries as dislocation
arrays in two dimensions. In the present study, we generalize
the study to three-dimensional configurations: the grains are
assumed to be limited by “walls” formed of arrays of dislo-
cations, as pictured in Fig. 1. We expect that scattering by
such dislocation walls can produce the combination of qua-
dratic and quartic frequency terms for the attenuation in the
low frequency regime, as we have observed this behavior for
randomly distributed dislocation segments.15a�Electronic mail: agnes.maurel@ espci.fr
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Since Burgers16 and Bragg17 in 1940, low angle grain
boundaries are known to be described by arrays of edge dis-
locations. In the 1950s, the works of Shockley and Read18,19

showed that the grain boundary energy can be expressed as
the energy of a suitable periodic array of dislocations with
dislocation spacing h expressed as a function of Burgers vec-
tor b and of the misorientation � between two grains in the
so-called Frank formula b=2h sin � /2.20 The validity of this
model appears to be well established for typical dislocation
spacings larger than about four interatomic distances.21,22

There does not appear the same degree of consensus
concerning the structure of high angle grain boundaries, for
whose modeling different approaches have been proposed.
Most of them belong to, or are derived from, the coincident
site lattice model, from the O-lattice model or from disloca-
tion theories23–26 �see also the review in Ref. 27, and refer-
ences herein� and they are based on a geometrical analysis of
the crystallography of the boundary. The experimental works
on grain boundary structure28–33 contribute to that kind of
analysis. Let us also mention the work of Kobayashi et al.34

that analyzes the energy of a grain boundary in a continuum
model and the work of Meilikhov,35 who recovered super-
conductive features of grain boundaries using a model of
edge dislocations randomly distributed on the boundary, in-
stead of regularly spaced.

The main simplification of this paper is to consider a
polycrystal endowed only with low angle grain boundaries,
pictured as walls holding dislocations distributed in both di-
rections of the walls. The distribution law of the dislocation
lines on the grain boundaries is discussed in the paper, either
periodic or random, discrete or continuous. Otherwise, the
elastic properties of the grains are isotropic and homoge-
neous. Thus, the only source of scattering is the presence of
dislocation lines.

The paper is organized as follows: In Sec. II, we present
the basic relations that allow one to treat the problem of
scattering by a dislocation wall of finite size L�D that is the
picture of a grain boundary. This is accomplished using a
wave equation with a source term that encapsulates the
wave-grain boundary interaction. The formalism of multiple
scattering using the Dyson equation is applied to this differ-
ential equation and calculations, for low scattering strength,
up to second order are given. This leads to a derivation of the
velocity change and attenuation of both longitudinal and
transverse waves, the results of which are presented in Sec.
III. One important aspect of the present study is that we find

a frequency dependence of acoustic attenuation that is a lin-
ear combination of quadratic and quartic terms, in agreement
with the results of Zhang et al.12 A more detailed comparison
with those experiments is presented and discussed in Sec. IV.
The quartic contribution found in our model is also com-
pared with the quartic contribution usually found when con-
sidering the changes in elastic constants from grain to grain.
Including this effect in a complete model is easy since both
effects simply superimpose, as shown in Appendix C. Con-
cluding remarks are given in Sec. VI, and technical details
are given in the appendices.

II. PROPAGATION OF WAVE THROUGH A RANDOM
DISTRIBUTION OF GRAIN BOUNDARIES

In this section, we present the derivation of the wave
numbers for coherent waves propagating in an effective me-
dium that is an elastic medium filled with a random distribu-
tion of dislocation walls of finite size. This is our picture of
the grain boundaries. It does not consider their actual topol-
ogy, an effect that should not be important at long wave-
lengths. These wave numbers have a real part, which differs
from the real wave numbers � /cL,T in the absence of grain
boundaries, and an imaginary part, corresponding to the at-
tenuation of the propagating waves.

The derivation is performed using a usual multiple scat-
tering theory, solving the Dyson equation assuming low scat-
tering strength. This approach has been previously developed
for isolated dislocation segments in Ref. 15.

In the paper, we denote �� ,�� the Lame’s coefficients
and � the density of the elastic medium that composes the
grains. With an isotropic medium, we use cijkl=��ij�kl

+���ik� jl+�il� jk�. With � the angular frequency of the inci-
dent wave, the velocities of the transverse and longitudinal
waves are cL=���+2�� /� and cT=�� /����cL /cT�.

A. Derivation of a wave equation with a source
„“potential”… term

It has been shown in previous paper36,37 that the interac-
tion of a single moving edge dislocation with elastic waves is
described by a wave equation with a source term. To do that,
we described the two step scattering mechanism as pictured
in Fig 2.

First, the wave incident on the dislocation segment
�pinned at both extremities� induces it to oscillate. Low ac-
celerations are also assumed, so that the backreaction of the
radiation on the dislocation dynamics can be neglected. Fol-
lowing Ref. 38 and under these hypotheses, the equation of
motion of an edge dislocation takes the form of the equation
of motion for a string endowed with mass and line tension,
forced by the usual Peach-Koehler force39,40

mẌk�s,t� + BẊk�s,t� − 	Xk��s,t� = Fk�t� , �2.1�

and the associated boundary conditions at pinned ends
Xk�±L /2 , t�=0. In Eq. �2.1�, m��b2 defines a mass per unit
length, 	��b2cT

2 a line tension, B is the drag coefficient, and
Fk=
kjm�mbi�ij the Peach–Koehler force �
ijk denotes the
usual completely antisymmetric tensor�. The dislocation is
assumed to be a gliding edge dislocation, so that the motion

FIG. 1. Schematic representation of two low-angle grain boundaries of size
L�D separated by a distance w. The dislocation segment holds edge dislo-
cations, with Burgers vector b, separated by a distance h.
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X occurs along the direction of the Burgers vector. We de-
note t this direction, with b=bt, � the direction along the
dislocation line, and n��� t.

In previous papers15,37 where interest was in the low
frequency regime, this equation was solved in the limit kL
1, so that all the points of the segment received a wave
with the same phase. Here, we choose to treat the general
case and the solution is

Ẋ��,y,�� = −
2

L

�b

m
Mlk�

n
	 �

�xl
vk�X���,y�,��
�n�����

�pn����n��� �2.2�

with pn����1/ ��2−n2�1
2+ i�B /m� ,�1��cT /L ,Mlk� tlnk

+ tknl ,�n����sin��n� /L���+L /2�� and where �a 
b
��−L/2

L/2 ab denotes an inner product.
In the second step, the moving dislocation emits a scat-

tered wave whose form can be derived using the wave equa-
tion and the discontinuity relation �u�=b, first given in Ref.
41, see also Ref. 14,

vm
s �x,t� = 
 jnhcijkl�

−D/2

D/2

dy p�y��
−L/2

L/2

d�dt� biẊn��,y,t��

��h
�

�xl
Gkm

0 �x − X��,y�,t − t�� , �2.3�

where the Green tensor of free space G0 verifies

�
�2

�t2Gim
0 �x,t� − cijkl

�2

�xj � xl
Gkm

0 �x,t� = ��x���t��im. �2.4�

In Eq. �2.4�, p�y� describes the distribution of the dislocation
lines along the grain boundary of length D �along the y axis�,
with �dy p�y�=N the number of elementary dislocation lines
held by the grain boundary.

A number of possibilities are open for p�y�. To wit,

�1� Discrete distribution of dislocation lines, in which case
p�y�=�n=1

N ��y−yn�. This can be a periodic distribution,
with yn=nh�Nh=D� or a random distribution with the
N−yn values randomly distributed in �−D /2 ,D /2�.

�2� Continuous distributions, among which p�y�=1/h is the
continuous extension of the periodic discrete
distribution.

The choice of a particular distribution is expected to influ-
ence significantly the expression of the field scattered by
one/several grain boundary/ies in Eq. �2.3� only when the
wavelength is comparable to the distance among dislocations
within the grain boundary. However, when the interest is in
the characterization of the effective medium �namely the at-
tenuation and the velocity change�, many grain boundaries
are considered and an ensemble average is performed over
all the parameters describing the grain boundaries. It will be
seen that this average smoothes the differences between the
different distributions p�y�: The result at first order is inde-
pendent of the choice of p�y� and at second order, the limit
kD�1 is found to be roughly independent of p�y�.

Combining Eqs. �2.2� and �2.3� leads to a wave equation
with a source �“potential”� term

�
�2

�t2vi�x,t� − cijkl
�2

�xj � xl
vk�x,t� = Vikvk, �2.5�

where

Vik�x,��

=
2

L

��b�2

m
MipM jk� dy p�y�d�d��

�

�xp
��x − X��,y��

��
n

pn����n����n����� �

�xk
�

x=X���,y�
. �2.6�

B. Derivation of the modified wave numbers

The derivation of the potential in Eq. �2.6� allows one to
treat the problem of the propagation of elastic waves through
a polycrystal following a usual multiple scattering theory.
Let us consider a configuration with an ensemble of grain
boundaries described by a set of parameters �the position and
the orientation of the boundaries for instance�. This realiza-
tion is described by a potential VT=�iV

i in the wave equation
as in Eq. �2.5�, with Vi the potential of the ith grain bound-
ary, as given in Eq. �2.6�.

The problem can be formulated in terms of the modified
Green tensor �G, that gives the impulse response of the
medium averaged over all realizations of disorder, the aver-
age being taken over the set of parameters that describe a
given configuration. The multiple scattering theory gives the
modified Green tensor in the Dyson equation:42–44

�G = ��G0�−1 − ��−1,

where � is the so-called mass operator related to the poten-
tial. The main difficulty in solving the Dyson equation is to
find � but a closed form can be written if an approximation
of � is performed for weak scattering. In that case, � can be
expanded and, up to second order in a small parameter that
measures the scattering strength, we have

FIG. 2. Two step scattering mechanism of an elastic wave by a dislocation
segment. The incident wave hits the dislocation, causing it to oscillate in
response; the oscillation motion generates an outgoing scattered wave.
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��1� = �VT ,

�2.7�
��2� = �VTG0VT − �VTG0�VT .

In the case where VT is a sum of individual potentials and
assuming no correlations between the scatterers �that is no
correlation between the parameters that define the disorder�,
the mass operator takes a simpler form as a function of the
potential for a single scatterer. In Fourier space, this is writ-
ten as

�ij
�1��k� = n� dxdC e−ikxVij�x�eikx,

�2.8�

�ij
�2��k� = n� dxdx�dC e−ikxVin�x�

�Gnl
0 �x − x��Vlj�x��eikx�,

where n is the density of scatterers and where the integral
over dC corresponds to the average over all the parameters
of disorder.

In our calculation, �1� all elementary dislocation lines
have the same Burgers vector b and the same mass per unit
length m and �2� all grains have the same dimension L�D.
What differs from one grain boundary to the other is �3� the
grain boundaries have different line spacing h, or equiva-
lently different N values. This allows one to account for dif-
ferent misorientations between adjacent grains since a grow-
ing misorientation angle is expected to produce a decreasing
line spacing and �4� the grain boundaries have random posi-
tion and random orientations. To simplify the calculations,
assumptions �3� is reduced to its simplest form where h can

take any value in the interval �h̄−�h , h̄+�h�, with �h h̄

�implying, for all f functions, �f�h�� f�h̄��. In summary, a
realization of disorder corresponds to many grain boundaries
of same size �dislocation walls�, with density n, randomly
distributed and orientated in an elastic medium �otherwise
homogeneous and isotropic� with different �low� misorienta-
tion angles.

The whole task is now to derive the wave numbers KL,T

of the modified Green function �G. The details of the calcu-
lations are reported in Appendix A and we find, for k=ke3

�G−1�k� = G0
−1�k� − ��k� = �cT

2��k2 − kT
2� 0 0

0 �k2 − kT
2� 0

0 0 �2�k2 − kL
2�
�

− �cT
2k2�F1T�k,�� + F2T�k,�� 0 0

0 F1T�k,�� + F2T�k,�� 0

0 0 F1L�k,�� + F2L�k,��
� . �2.9�

With the notations

x �
�

�1
, v � kL/� , �2.10�

Bc�2m�1, and ��B /Bc, the first-order terms are

F1T �
2

�4

D

h̄
nL3�

0

1

du�1 − u4�S�uv,x� ,

F1L �
4

�4

D

h̄
nL3�

0

1

du�1 − u2�2S�uv,x� , �2.11�

S�uv,x� � �
j

f j��uv/2�
j2�j2 − x2 − 2ix����uv/j�2 − 1�2 ,

where f j �sin2 for j even and f j =cos2 for j odd. This result
at first order is independent of the distribution law p�y� for
the dislocation lines along the grain boundaries. This is be-
cause the first-order calculation corresponds to single scatter-
ing process averaged over all possible positions and orienta-
tions of the grain boundaries. The average causes the
particular organization encapsulated in p�y� to disappear. The

calculation at second order, however, does depend on the
choice on p�y� since it involves a self-irradiation term: it is
the contribution of the waves hitting twice the same scatterer.
This contribution depends on the structure of the scatterer
�here on p�y��, and the sum of waves hitting successively
two dislocation lines of the same grain boundary will be
different when, say, the line spacing is constant or random,
since interferences are expected. The second-order terms are

F2T �
i

2�7�D

h̄
�2

nL3x3�
−1

1

du�cos2 �u2 + sin2 ��1 − 2u2�2�

��
−1

1

da hx�a,u��
0

2�

d� gx��,u� ,

F2L �
4i

�7�D

h̄
�2

nL3x3�
−1

1

du u2�1 − u2�

��
−1

1

da hx�a,u��
0

2�

d� sin2 � gx��,u� ,

�2.12�
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hx�a,u� � �1 − 3a2 + 4a4�f��kTa − ku�D�

+
4

�5a2�1 − a2�f��kLa − ku�D� ,

gx��,u� � R�S��1 − u2 cos �v,x��2.

The function f appearing in hx in Eq. �2.12� depends on p�y�
and we found

�1� f��D�=sinc2��D /2� for a continuous distribution �with
sinc�x��sin x /x�.

�2� f��D�= �sin��D /2� / �D / h̄�sin��h̄ /2��2, characteristic of
interference pattern produced by periodic arrays, for a
discrete periodic distribution.

�3� f��D�= �1−sinc2��D /2��h̄ /D+sinc2��D /2� for a dis-
crete random distribution.

Note that f��D� tends to unity for �D1 whatever the form
of p�y�. The function f are quite the same for the continuous
distribution and for the discrete periodic one, as it can be
seen in Fig. 3.

Since the effective wave numbers Ka ,a=L ,T, are ex-
pected to be close to the undisturbed wave numbers ka, we
easily find, using v�kT�=x and v�kL�=x /�,

KT � kT�1 +
1

�4

D

h̄
nL3� f1T�x� +

i

4�3

D

h̄
f2T�x��� ,

�2.13�

KL � kL�1 +
2

�2�4

D

h̄
nL3� f1L�x� +

i

�3

D

h̄
f2L�x��� ,

with

f1T�x� � �
0

1

du�1 − u4�S�ux,x� ,

f1L�x� � �
0

1

du�1 − u2�2S�ux/�,x� ,

f2T � x3�
−1

1

du�cos2 �u2 + sin2 ��1 − 2u2�2�

��
−1

1

da hxT�a,u��
0

2�

d� gxT��,u� ,

f2L � x3�
−1

1

du u2�1 − u2��
−1

1

da hxL�a,u�

��
0

2�

d� gxL��,u� ,

�2.14�
hxT�a,u� � �1 − 3a2 + 4a4�f��xr�a − u��

+
4

�5a2�1 − a2�f��xr�a/� − u�� ,

hxL�a,u� � �1 − 3a2 + 4a4�f��xr�a − u/���

+
4

�5a2�1 − a2�f��xr�a − u�/�� ,

gxT��,u� � R�S��1 − u2 cos �x,x��2,

gxL��,u� � sin2 �R�S��1 − u2 cos �x/�,x��2,

where r�D /L. The previous expressions simplify consider-
ably in the limit x1 of low frequencies, as will be seen in
Sec. III B. Also, in that limit, it is easy to see that the case of
isolated dislocation segments studied in Ref. 15 is recovered
for D /h=1,kD1, in agreement with the fact that, for long
wavelengths, the wave will see the grain boundary as a
single, fat, dislocation segment.

III. VELOCITY CHANGES AND ATTENUATIONS

A. General expression of the velocity changes and
attenuations

The attenuations �a� Im�Ka� and modified velocity va

=� /R�Ka��a=L ,T� can be simply deduced from Eq. �2.13�

vT � cT�1 −
1

�4

D

h̄
nL3R�f1T�x��� ,

�3.1�

vL � cL�1 −
2

�2�4

D

h̄
nL3R�f1L�x��� .

and the attenuation

�T �
1

�3

D

h̄
nL2x�Im�f1T�x�� +

1

4�3

D

h̄
f2T�x�� ,

�3.2�

�L �
2

�3�3

D

h̄
nL2x�Im�f1L�x�� +

1

�3

D

h̄
f2L�x�� .

Typical behaviors of the attenuation and velocity change
�va�ca−va are shown on Fig. 4 �technical details about the
numerical calculations are given in Appendix B�. We found
two regimes, depending on the value of the drag B compared

FIG. 3. Plots of the function f��D� appearing at the second-order calcula-
tion in hx in Eq. �2.12� for different distribution laws of the dislocation lines
along the grain boundary. Full line; continuous distribution; dotted line �al-
most indistinguishable from the full line�; discrete periodic distribution;

dashed line; discrete random distribution. This plot considers for D / h̄=10.
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with the critical value Bc�m�1 that fixes the limit of the
over- and underdamped regimes for the dislocation motion.
In the underdamped regime ���B /Bc�1�, the frequency
law for the attenuation is a combination of a quadratic and
quartic terms at low frequencies � /�1�1. Above �1, reso-
nances appear for incident wavelengths that are a submul-
tiple of the grain size L��=n�1�. These resonances are
smoothed because of the damping �encapsulated in B� and
increasing ��B causes them to disappear in the overdamped
regime ��1. A more detailed discussion on these regimes
can be found in Ref. 15. The attenuation involves the second-
order calculation. Calculations have been performed with the
different distribution laws p�y�: continuous, periodic, and
random. The difference between the three p�y� laws de-
creases increasing �. This is because the second-order con-
tribution is independent of � and increasing � makes the
first-order contribution dominant �otherwise independent of
p�y��. For �=10−5, the difference between the � values is
lower than 0.15% for ���1. It reaches 50% for ���1, as

shown in the inset of Fig. 4�a�. For �=105, the differences
between the � values is lower than 10−3% in the whole fre-
quency range �10−6−10��1.

From these figures, the limit of validity of the present
calculations can be commented upon. Our approach assumes
that the multiple scattering medium behaves as an effective
dissipative medium in which a coherent wave propagates,
and a perturbative development is performed. This implies
�v /c1 and � /k1, both conditions being a consequence
of the perturbative method. It can be seen that, in the under-
damped regime, frequencies ���1 give high attenuation
and velocity change because of the resonances. In that re-
gime, the weak scattering approximation will cease to be
valid.

B. Velocity change and attenuation in the low
frequency regime

In the low frequency regime ���1 or x1�, the ex-
pressions for velocity change simplify to

�va

ca
� Ca

D

h̄
nL3 1

1 + x2�2 , �3.3�

with CT=4/ �5�4� ,CL=16/ �15�2�4�, and for attenuation to

�a � Da
D

h̄
nL2x2� �

1 + x2�2

+
4

15�2

3�5 + 2

�5

D

h̄

x2�1 − x2�2�
�1 + x2�2�2 � , �3.4�

with DT=4/ �5�3�, DL=16/ �15�3�3�, and �=B /Bc. These
results agree with those obtained for isolated dislocation seg-

ments in Ref. 15 with the replacements b→ N̄b and m

→ N̄m with N̄�D / h̄ the number of dislocation segments

held in a grain boundary �or equivalently D / h̄=1�. This rea-
sonably means that a grain boundary behaves as a single �fat�
dislocation segment with total Burgers vector N̄b and total

mass N̄m in the low frequency regime. The behaviors in the
under- or overdamped regimes are illustrated in Fig. 4 and a
discussion can be found in Ref. 15. In the underdamped re-
gime, the terms x�1vanish and the attenuation has simply
a contribution in x2 due to the drag B�� and a contribution
in x4 due to multiple scattering process. This behavior is
compared with experimental results in Sec. IV.

IV. COMPARISON WITH ZHANG et al. EXPERIMENTS

In a recent publication, Zhang et al.12 have reported the
experimental measurement of the attenuation of longitudinal
waves with frequencies in the 10 MHz range �meaning
wavelengths of the order of millimeter� in polycrystalline
copper. The care taken by these authors to prepare the
samples allowed them to characterize very accurately the fre-
quency dependence, and the data clearly exhibit, in addition
to the usual quartic law, a quadratic term. The data fits re-
ported in that paper are discussed in this section.

Following Zhang’s notation, we write �=�L�c=cL� and

FIG. 4. Typical behaviors of �a� the attenuation �LL and of �b� the velocity
change �vL /cL as a function of the frequency, in the underdamped regime
��=B /Bc=10−5 ,10−2� and in the overdamped regime �B /Bc=10,10−5�. Cal-

culations have been performed using nL3=1, D / h̄=10 and �=2 in Eqs. �3.1�
and �3.2�. �a� Calculations of the attenuation have been performed consid-
ering a continuous distribution of dislocation lines p�y� along the grain
boundaries. For �=10−5 and 105, calculations have been performed for the
discrete distributions p�y� �periodic and random�. The curves are superim-
posed but indiscernible. The inset shows a zoom for ���1 ,�=10−5: the
cases that are continuous �in plain line� and periodic �in dashed line� are still
indiscernible. The case of discrete random distribution is represented in
dotted line and here has the maximum difference 50% �otherwise lower than
0.15%�. The �2 and �4 frequency laws are given for a guide to the eye.
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� = P�f� = �2f2 + �4f4. �4.1�

Now, our expression �3.4� in the limit x1 and in the un-
derdamped regime gives the same polynomial expansion as
Eq. �4.1� with the identifications

�2 =
64

15�4

BnL5

�b2c3

D

h̄
,

�4.2�

�4 =
1024

225�5

3�5 + 2

�4

nL6

c4 �D

h̄
�2

.

Note the proportionality of �2 with D. The latter is a linear
dimension associated with grain boundary size, which it is
not unreasonable to suppose proportional to grain size. In
this case this formula provides a rationale for the linear scal-
ing between �2 and grain size found by Zhang et al.12

We have to introduce simplifying assumptions concern-
ing grain shape that should not affect measurements per-
formed at length scales much larger than grain size:

�1� Following Zhang et al., we shall call d the grain size,
and we shall assume it is of the same order of magnitude
as all dimensions of the grain boundaries, or, in the lan-
guage of the present model, the dislocation walls: d
�L�D�w.

�2� With the previous assumption, we assume nd3�1,
which means that the grains are “cubes” uniformly dis-
tributed throughout space.

With these assumptions it is possible to find simplified ex-

pressions with only two undetermined parameters: h̄, the
mean distance between two dislocations within a grain
boundary, and B /b2, a ratio that depends on the characteris-
tics of the dislocation in the grain boundary:

�2 =
64

15�4

d3

�c3

B

b2

1

h̄
, �4 =

1024

225�5

3�5 + 2

�4

d5

c4

1

h̄2
. �4.3�

Equation �4.3� does not contradict the linear scaling with D
predicted by our model. It is a consequence of the assump-
tion L�D�w, which is used for the numerical estimations
of Table I.

For two sets of samples denoted PM �prepared by the
power metallurgy method� and CW �cast-and-wrought�,
Zhang et al. give the coefficients of the polynomial fits of the

experimental data ��2 and �4 defined in P�f�, Eq. �4.1��.
These results are reported in Table I, together with the values

of h̄ and of �B /b2� they imply in our model when the poly-
nomial simplification is considered �Eq. �4.1��. To do that, it
is sufficient to use the above-presented expression of �4 in

Eq. �4.3� to determine h̄ without any adjustable parameters

h̄ =
1024

225�5

3�5 + 2

�4

d5

c4

1

�4
. �4.4�

This value of h̄ can then be used in the expression of �2 to
extract the ratio B /b2,

� B

b2� =
15�4

64

�c3

d3 �2h̄g. �4.5�

Results are presented in Table I �values V1�, for �=9
�10−3 kg m−3, c=4900 m s−1, and �=2.

The results for h̄ seem eminently reasonable: The few
micrometers found for the distance between dislocation cor-
responds to the value, first observed by Lacombe45 and re-
ported by Read and Shockley in 1950.19 It corresponds to a
low angle grain boundary with a disorientation angle of
about 10−3 rad for b around 1 nm.

The results implied for B /b2 however, differ from the
values of B commonly accepted for an isolated dislocation.
Indeed, in this case b is typically below the nanometer and B
is around 10−5 Pa s at room temperature,46–48 giving a value
for the ratio B /b2 around 1013 Pa s m−2 if the dislocation
segments within a grain boundary behave as isolated dislo-
cation segments. This is at least one order of magnitude
above the results reported in Table I, reasonably suggesting
that the presence of neighboring dislocation segments
strongly affects their damping dynamics. In other words,
keeping the usual value of b, the drag B of the dislocation
segment in the grain boundary is found around 10−6 Pa s, a
value significantly smaller than the value for an isolated dis-
location. Finally, note that we can check the assumption
made that the dislocations move in an underdamped regime
since the ratio B /Bc is found to typically lie between 0.02
and 0.2.

Comment on the polynomial approximation. The validity
of the polynomial approximation is measured by the differ-
ence with the exact theoretical expression �th given in Eq.
�3.2�, whose approximated form is the polynomial approxi-

TABLE I. Coefficients of the fits for the attenuation in �=�2f2+�4f4, from Zhang et al. �Ref. 12� for different
grain sizes d in different prepared samples �PM and CW�. Two sets of values for h and B /b2 are reported, The
first �V1� correspond to the values deduced from Eq. �4.2� in the polynomial approximation and the second �
�V2� in parentheses� are the values that give the best fits between our complete expression �th �Eq. �3.2�� and
the polynomial expansion given by Zhang.

Sample reference �in Ref. 12� PM3 PM5 CW2 CW4

d ��m� 9.77 26.9 10.3 33.9
�2 �10−15 m−1 Hz−2� 12 32 71 240
�4 �10−30 m−1 Hz−4� 9 180 7 280

h̄ ��m� 1.25 �0.79� 3.52 �2.41� 1.62 �1.98� 5.03 �11.24�
B /b2 �1013 Pa s m−2� 0.039 �0.025� 0.0140 �0.0110� 0.254 �0.309� 0.075 �0.168�
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mation only for x1. Since the experimental configurations
for PM3, PM4, CW4, and CW5 cover x between 0.08 and
0.5, the approximation may be questioned. We denote �exp

the polynomial approximation �indeed, remember that the

polynomial approximation with h̄ and �B /b2� in Eqs. �4.4�
and �4.5� gives exactly the experimental results, by construc-
tion� and E= 
�th−�exp 
 / 
�exp
 the difference with the exact
expression.

The difference E on the attenuation is as follows �a
mean value is taken in the frequency range �10–18� MHz�:
For PM3 �x�0.14,B /Bc=0.03�, we get E=7%. For PM5
�x�0.4,B /Bc=0.03�, E=25%. For CW2 �x�0.15,B /Bc

=0.19�, E=1.3% and for CW4 �x�0.5,B /Bc=0.18�, E
=16%. As expected, E increases as x increases. Figure 6
illustrates this behavior: We have represented the experimen-
tal attenuation �identical to the polynomial approximation�
and �th calculated with the values of h̄ and B /b2 in Eqs. �4.4�
and �4.5� �V1 values�. The maximum difference is observed
for the PM5 sample.

We have performed a second calculation in which the

V1 values �h̄ ,B /b2� are taken as initial guess values. Then,
these values have been adjusted to obtain the best agreement
with the polynomial fits. To do that, we have searched a
minimum of E= 
�th−�exp 
 / 
�exp
, where �th is numerically

calculated with two adjustable parameters B /b2 and h̄: The

minimum of E�B /b2 , h̄� is found in a two-dimensional space

where B /b2 and h̄ have been centered on the initial guess
value with 100% variation. Figure 5 illustrates the procedure.

The resulting values �V2� are also presented in Table I
and in Fig. 6. The resulting error E is decreased, around 1%
for all samples.

Note that the difference between values �V1� and �V2� is
significant but, as expected for relatively small x values, it

does not change the order of magnitude of h̄ and B /b2.

V. COMMENT ON THE EFFECT OF GRAIN
ANISOTROPY

The attenuation measured in polycrystals has been
widely studied as originating from the variation in the elastic
constants relevant for the propagation of waves from grain to
grain due to the change in the grain orientation.1–11 This ef-
fect can be encapsulated in a potential in the wave equation

�
�2

�t2vi�x,t� − �cijkl
�2

�xj � xl
vk�x,t� = Vik

T �x�vk�x,t� ,

�5.1�

Vik
T �x� � −

�

�xj
��cijkl�x�

�

�xl
. � ,

where �cijkl are the mean elastic constants, averaged over all
possible orientations of the crystal axis, and �cijkl�x� are the
variations in the elastic constants from grain to grain, with
respect to their mean value. In that case, the attenuation is
found to be of the form

FIG. 5. �a� Example of the function error E= 
�th−�exp 
 / 
�exp
 �log�E� in

gray scale� as a function of the two adjustable parameters B /b2 and h̄ �here
for the case CW4 in Table I�. White is the higher value �here 200%� and
black the lowest value �0.08%�. �b� The attenuation: in full line, the experi-
mental fit given by Zhang et al. for CW4, in dotted line the attenuation
calculated from Eq. �3.2� with the initial guess values V1��B /b2�=7.49

�1011 S.I. and h̄=5.0265 �m and in dotted line, the best fit of the attenu-
ation calculated from Eq. �3.2�, obtained with the values V2:B /b2=16.81

�1011 S.I. and h̄=11.24 �m.

FIG. 6. Comparison with experiments reported in Zhang et al. for the four
samples whose fits are given �see Table I�: solid lines correspond to the
experimental fitted curves. The correction of the simple power law in �2f2

+�4f4 using the whole expression in Eq. �3.2� is given using �B /b2 , h̄�
coming from: in dashed line, the V1 values deduced from the polynomial
approximation and in dotted line �almost superposed to the experimental
curves� the V2 values minimizing the difference with the experimental con-
figuration.
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�d � C� �

c11
�2��d

cL
�4

, �5.2�

where c11 is the first term of the stiffness matrix, equal to
�+2� for isotropic media and �=c11−c12−2c44 is a measure
of the anisotropy of the single crystal. C is a numerical con-
stant, of the order than 10−2–10−3 �a simplified presentation
of the calculation is given in Appendix C, for a more com-
plete derivation of the Dyson equation, see Ref. 10�. The
contribution of the anisotropy of the crystal grain corre-
sponds to a second-order contribution in the perturbative ex-
pansion, the first order vanishing because it is proportional to
��cijkl that is zero, by definition.

It is shown in Appendix C that the attenuations due to
the dislocations in the grain boundaries and due to the grain
anisotropy simply superpose when both effects are consid-
ered. The attenuation could be thus written, with both effects,

�d = A B

Bc

d

h̄
��d

cL
�2

+ �B�d

h̄
�2

+ C� �

c11
�2���d

cL
�4

,

�5.3�

where we have used the simplified expression in Eqs.
�4.1�–�4.3�: A=16/ �15��5��2�10−3 and B=64�3�5

+2� / �225�9�4��5�10−5. A comparison between the two
quartic terms will depend on the characteristics of the mate-
rial at hand. For copper, studied in Refs. 1 and 49, � is of the

same order than the stiffness coefficients cij. With d / h̄�10
dislocations per grain boundary �as we have found in Table
I�, the two contributions are of the same order of magnitude.
This means that including both effects in our study would not

change significantly the results on the values of B and h̄. Of
course, this balance can change depending on the polycrys-
tal.

VI. CONCLUDING REMARKS

Recent measurements of ultrasound attenuation can be
understood in terms of a model that blames the attenuation
on scattering by grain boundaries that are made of disloca-
tion arrays. For low frequencies, that is, wavelengths long
compared to grain size, the grain boundaries mainly behave
as an ensemble of isolated dislocations, with an effective
mass and an effective Burgers vector equal to the total mass
and the total Burgers vector “held” by the grain boundary. A
frequency law that is a linear combination of quadratic and
quartic terms naturally appears. The quadratic term is due to
the drag experienced by the dislocations as they respond to
the externally generated acoustic wave. The quartic term is
due to the damping experienced by the coherent wave as
energy is taken from it by the randomly placed grain bound-
aries; it is an effect of disorder.

The quadratic scaling of the attenuation due to �indi-
vidual� dislocation damping has been known since the
1950s50–54 and the extra quartic contribution that appears
when many, randomly located, dislocations are present, has
been identified more recently.15 In the low frequency regime,
the quadratic contribution of the dislocations �say of length l�
to the attenuation typically behaves as ��10−3�l��� /�1�2

with �1=�c / l the first resonance frequency and �=nl the
surface density of dislocations. This law has successfully ex-
plained the attenuation due to dislocations experimentally
measured in the range of 10−2–1 m−1 �typical temporal at-
tenuation, �c, being in the range 10−4–10−2 �s−1 for ring-
down curves�.55–61 The attenuations measured in the experi-
ments of Zhang et al. are two orders of magnitude larger than
in experiments that refer to dislocation damping, meaning
that the contribution to the attenuation of the �individual�
dislocations in the bulk of the grains can be neglected.

However, grain boundaries pictured as arrays of disloca-
tions, a good approximation in the low-angle case, are good
candidates to explain the quadratic term of the measured at-
tenuation, with the dislocation drag significantly diminished
by the presence of neighboring dislocations nearby. The
quartic term can quite reasonably be understood as arising
from the presence of many, randomly placed and oriented,
grain boundaries, a quartic contribution that has to be com-
pared with the usual contribution of the change in grain an-
isotropy.

Zhang et al.12 found a difference in attenuation for
samples prepared via powder metallurgy and equal channel
angular extrusion, presumably linked to the difference in
grain size distribution. In our work, while we can fit the data
with appropriate values for the dynamic attenuation of dislo-
cation motion B, we have taken an approximation in which
grain boundaries, while randomly distributed, have identical
sizes. Our formalism allows for a more general treatment
with a more realistic distribution, and remains a possible
direction for future work.

Finally, the dislocation walls that form grain boundaries
appear to be good candidate as source of damping in poly-
crystals. Further measurements of the attenuation in a larger
range of frequencies would be helpful �1� to confirm the
results of Zhang et al. concerning the quadratic contribution
in the low frequency regime, �2� to discriminate between the
contribution due to the dislocation walls and due to the an-
isotropy in the transition �near �1� regime, and �3� to inves-
tigate the high frequency regime where resonances should be
observed. Also, the low value of the drag coefficient that we
obtain using the data of Zhang et al. needs to be further
investigated if this result is confirmed.
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APPENDIX A: DERIVATION OF THE MASS
OPERATOR

The task is here to derive the so-called mass operator �
that links the modified Green tensor �G of the effective me-
dium �corresponding to an average of all realizations of the
medium filled with random distributions of scatterers� and
the Green tensor G0 of the elastic medium free of scatterers.
In the limit of weak scattering, the mass operator can be
developed as in Eq. �2.8�. In our case, the calculation is
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performed up to second order. The first order gives the ve-
locity change and a term of the attenuation due to internal
viscosity �via the drag term B in the equation of motion for
the dislocation� and the second order gives a term in the
attenuation due to the energy that is taken away from the
direction of propagation. This latter term exists even in the
absence of any viscous effect.

To do the calculations, we restrict ourselves to the fol-
lowing assumptions:

�1� All the elementary dislocation lines along the grain
boundary are identical, meaning they have the same
Burger vector b and the same mass per unit length m.

�2� All grains have the same dimension L�D.

The randomness has two sources:

�1� The grain boundaries hold different number N of dislo-
cation lines, or equivalently different spacing h. This al-
lows one to account for different misorientations be-
tween adjacent grains since a growing misorientation
angle is expected to produce an increasing N value. We
choose the simplest case where h can take any values in

the interval �h̄−�h , h̄+�h� with �h h̄, thus we use

�f�h�� f�h̄�.
�2� The grain boundaries can have any orientation, the ori-

entation of a grain being given by the orientation of the
two vector �� , t�. The two vector is described by the
Euler angles �� ,� ,��. We denote R the rotation matrix
R=R�e3 ,��R�e2 ,��R�e1 ,��,

R = �cos � cos � − sin � cos � − sin � cos � sin � sin � sin � − sin � cos � cos �

cos � sin � cos � cos � − sin � sin � sin � − cos � sin � − sin � sin � cos �

sin � cos � sin � cos � cos �
� �A1�

Also, when a discrete random distribution of dislocation
lines is considered: p�y�=���y−yn�, with yn randomly dis-
tributed in �−D /2 ,D /2�, an additional average has to be per-
formed to account for all possible positions of yn. This is
done through �dy1dy2 . . .dyN /DN., indicating that each yn has
the D length as accessible space. Finally, the average over
the orientations of the grain boundaries is encapsulated in the
notation �dC.

1. First-order calculation

The first-order calculation is straightforward. We have,
denoting �n����sin��n� /L���+L /2�� and pn����1/ ��2

−�n
2+ i�B /m�,

�ij
�1��k� = n� dxdCe−ikxVik�x�eikx

=
2n

L

��b�2

m
� dxdCdyp�y�d�d��e−ikxMipM jq

�
�

�xp
��x − X��,y���

n

pn����n����n����
�eikx

�xq
x

= −
2n

L

��b�2

m
� dyp�y� � dCMipM jqkpkq

��
n

pn����� d��n���eik·���2

= −
4L2

�2

2n

L

D

h̄

��b�2

m
� dCMipM jqkpkq�

n

an��,k · ��

where we have used �dyp�y�=N=D /h for any distribution of
dislocation lines and where

an��,k� �
sin2�kL/2�

��kL/n��2 − 1�2

pn���
nn for n even

�
cos2�kL/2�

��kL/n��2 − 1�2

pn���
nn for n odd. �A2�

The integration over C has to be performed over the Euler
angles �� ,� ,�� since we have to account for all orientations
of the two vectors �� ,b�. We denote R the rotation matrix
R�R�e3 ,��R�e2 ,��R�e1 ,��,

R = �cos � cos � − sin � cos � − sin � cos �sin � sin � sin � − sin � cos � cos �

cos � sin � cos � cos � − sin � sin � sin � − cos � sin � − sin � sin � cos �

sin � cos � sin � cos � cos �
� �A3�
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Without loss of generality, we choose �=Re1 , t=Re2 ,n
=Re3 and we choose arbitrarily k=ke3 �the general form of
the modified Green function can be obtained through rota-
tions afterwards if desired�. We obtain

��1��k� = − k24L2

�2

2nD

Lh̄

��b�2

m
� dCVtV�

n

an��,kR31� ,

with Vi�Ri3R32+Ri2R33. Since R31=sin � is independent of
� and � in fn, it is easy to integrate over � and �. This allows
one to show that ��1� is diagonal with �11

�1�=�22
�1�. We denote

�T
�1���11

�1� and �L
�1���33

�1�,

�T
�1��k� = − �cT

2k2D

h̄

nLcT
2

2
�

0

1

du�1 − u4��
n

an��,ku� ,

�L
�1��k� = − �cT

2k2D

h̄
nLcT

2�
0

1

du�1 − u2�2�
n

an��,ku� ,

where we have used �=�cT
2.

2. Second-order calculation

Calculations at second order are quite long but similar to
the first-order ones. We report here the main steps of these
calculations,

�ij
�2��k� = n� dxdx�dCe−ikxVin�x�Gnl

0 �x − x��Vlj�x��eikx�

=
4n

L2

��b�4

m2 � dxdx�dCMipMnqMlrM jt

�� dyp�y�d�d��dy�p�y��dsds�eikx �

�xp

���x − X��,y���
n

pn�n����n����

�
�

�xk
x=X���,y�
Gnl

0 �x − x��
�

�xr�
��x� − X�s,y���

� �
m

pm�m�s��m�s��
�eikx�

�xt
x�=X�s�,y��
�

.

We use G0�x�=1/ �2��3�dqG0�q�eiqx and X�� ,y�=��+yn
to get

�ij
�2��k� =

4n

�2��3L2

��b�4

m2 �4L2

�2 �2

�� dqdCMipMnqMlrM jtqqktkqqrGnl
0 �q�

��� dyp�y�ei�k−q�ny�2

� �
n

an��,k���
m

am��,k�� ,

which can be written without indices in a more tractable
form

��2��k� =
4n

�2��3L2

��b�4

m2 �4L2

�2 �2�D

h̄
�2

k2

�� dqdCAVtVf��k − q� · nD�g�k · �� ,

where A� tqMG0�q�Mq is a scalar term, V�Mk̂ is a vector
and with g�x��
�nan�x�
2.

The function f depends on the distribution law consid-
ered for the dislocation lines. With

f��D� � � h̄

D
�2	��

−D/2

D/2

dyp�y�ei�x�2� , �A4�

where �· denotes the average over h and for the discrete
random distribution, the average over the positions of the
dislocation on a single grain boundary.

Let us give the expression of the function f for the con-
tinuous or discrete distributions p�y�:

�1� For a continuous distribution p�y�=1/h, it is easily
found, with sinc X�sin X /X,

f��D� = sinc2��D/2� . �A5�

�2� For a discrete periodic distribution p�y�=�n=1
N ��y−nh�,

with D=Nh, the integral is easily obtained

f��D� = � sin��D/2�

�D/h̄�sin��h̄/2�
�2

. �A6�

�3� For a discrete random distribution p�y�=�n=1
N ��y−yn�

with yn randomly distributed in �−D /2 ,D /2�, an addi-

tional average has to be performed. Denoting N̄=D / h̄,
we get

f��D� =
1

N̄2
� dh� dydy�� dy1 ¯ dyN

DN

��
n=1

N

��y − yn��
m=1

N

��y� − ym�ei��y−y��

=
1

N̄2
� dh� dy1 ¯ dyN

DN �
n,m=1

N

ei��yn−ym�

=
1

N̄2
� dh�N� dy1

D
+ N�N − 1�

�� dy1dy2

D2 ei��y1−y2��
=

h̄

D
�1 − sinc2��D/2�� + sinc2��D/2� . �A7�

The typical behavior of these functions is illustrated in
Fig. 3.

We choose now �=Re3 , t=Re2 ,n=Re1, and still k
=ke3. The above-mentioned integrals can be rewritten �with
a change of variable q→ tRq�
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��2��k� =
4n

�2��3L2

��b�4

m2 �4L2

�2 �2

k2

�� dqdCAVtVf�kR31 − qq̂1�g�kR33� .

with A� tqM12G
0�q�M12q�M12�e1

te2+e2
te1� and V�Me3.

In the absence of the functions f and g, the integrals
over C and q would be separable since A depends only on q
and V only on the Euler angles described by C. As in the
calculation of the mass operator at first order, the choice of k
along e3 and n is motivated by the fact that R31=sin � �ap-
pearing in the coupling function f� allows the direct integra-
tion over the two other Euler angles �� ,��. Here, because we
have to deal with k·� and k·n, we have to let in the coupling
functions at least one other Euler angle: it appears in g
through R33=cos � cos �. It is thus possible to integrate
freely the operator VtV only over �.

In a similar way, the integration of A over q can be
performed singly �q̂2 , q̂3� since the coupling function f in-
volves only q̂1 and we choose the angles �� ,��, such q̂1

=sin �, q̂2=cos � cos �, q̂3=cos � sin � so that integration
of the scalar term A over � can be performed directly.

In addition, we are only concerned by the imaginary part
of ��2�. This appears through the calculation of
�dqAf�kR31−qq̂1� and �with a�sin � and integrating over
��

Im�� dqAf�kR31 − qq̂1��
=

��3

2�cT
5�

−1

1

da��1 − 3a2 + 4a4�f�kTa − kR31�

+
4

�5a2�1 − a2�f�kLa − kR31�� . �A8�

The remaining integral over the Euler angle � is performed
over VtV with V1=−sin � cos � sin �+cos 2� cos � sin �, V2

=cos � cos � sin �+cos 2� sin � sin �, V3=sin 2� sin �. This
integration is sufficient to show that ��2� is diagonal with
�T

�2�=�11
�2�=�22

�2� ,�L
�2�=�33

�2� and we get �with u�sin ��

�T
�2� = �cT

2k2F2T�k,�� ,

�A9�
�L

�2� = �cT
2k2F2L�k,�� ,

F2T �
i

2�7�D

h̄
�2

nL3x3�
−1

1

du�cos2 �u2 + sin2 ��1 − 2u2�2�

��
−1

1

da hx�a,u��
0

2�

d�gx��,u� ,

F2L �
4i

�7�D

h̄
�2

nL3x3�
−1

1

duu2�1 − u2�

��
−1

1

dahx�a,u��
0

2�

d� sin2 �gx��,u� ,

�A10�

hx�a,u� � �1 − 3a2 + 4a4�f��kTa − ku�D�

+
4

�5a2�1 − a2�f��kLa − ku�D� ,

gx��,u� � R�S��1 − u2 cos �v,x��2.

APPENDIX B: REMARK ON THE NUMERICAL
INTEGRATION OF THE ATTENUATION

The numerical integration of the attenuations in Eq.
�2.14� is fairly simple. Functions f1T,1L involve a single inte-
gral easy to perform with a Runge-Kutta scheme with ad-
aptative step size. For f2L �respectively, f2T�, the integral is of
the form

�
−1

1

duu2�1 − u2��
−1

1

dah�a,u��
0

2�

d�g��,u� , �B1�

and to compute it, we first choose a discretization for the u
variable, and then, for each u value, we solve independently

find Gu�2�� = �
0

2�

d�g��,u� by solving the ODE
dGu���

d�

= g��,u�, with Gu�0� = 0,

find Hu�1� = �
−1

1

dah�a,u� by solving the ODE
dHu�a�

da

= h��,u�, with Hu�− 1� = 0. �B2�

These ordinary differential equation �ODEs� are solved using
a classical Runge-Kutta scheme with adaptative step size.
The final integral over u is finally performed using the trap-
ezoidal rule.

APPENDIX C: ATTENUATION DUE TO THE
FLUCTUATIONS OF THE ELASTIC CONSTANTS

We give here very briefly the main steps in the deriva-
tion of the attenuation due to the fluctuations of the elastic
constants cijkl�x� from grain to grain. This is just in order to
get the order of magnitude of this effect. A wave propagating
in a medium with elastic constants that are space dependent
is a solution of

�
�2

�t2vi�x,t� −
�

�xj
�cijkl�x�

�

�xl
�vk�x,t� = 0. �C1�

Writing cijkl�x�= �cijkl+�cijkl�x�, where the mean has to be
defined, the effect due to this spatial dependence can be en-
capsulated in a potential VT�x�,

�
�2

�t2vi�x,t� −
�2

�xj � xl
�cijklvk�x,t� = Vik

T �x�vk�x,t� ,

�C2�

Vik
T �x� � −

�

�xj
��cijkl�x�

�

�xl
. � .

Writing Eq. �C2� in terms of a potential VT allows the appli-
cation of the multiple scattering formalism to solve the
Dyson equation.
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Most of the literature considers that the difference in
elasticity occurs because the grains are not uniformly ori-
ented. Thus the mean �cijkl is taken over all possible orien-
tations. The elastic constants of a grain with arbitrary orien-
tation can be expressed in terms of the single crystal
constants cijkl

0 through cijkl=RaiRbjRckRdlcijkl
0 . This allows one

to derive �cijkl, related to cijkl
0 and to a coefficient � that

measures the anisotropy of the single crystal. For example,
for cubic symmetry, one has ciiii

0 =c11,ciijj
0 =c12, cijij

0 =c44 �and
zero otherwise� and one gets for an untextured polycrystal
�that is, all possible orientations have equal probability�,
�ciiii=c11−2� /5, �cijij=c44−� /5, with �=c11−c12−2c44.
Within a single grain, the elastic constants cijkl are indeed
constants, and the spatial dependence in cijkl�x� indicates that
the wave travels through different grains.

Assuming small scattering strength, the mass operator
can be expanded as in Eq. �2.7�. The first-order expansion
being proportional to ��cijkl, that is zero by definition. The
second order is the lowest nonvanishing contribution and it
takes the form �2= �VTG0VT. In Fourier space, ��2� can be
calculated as follows:

�ij
�2��k� =

1

V � dCdxdx�e−ikxVik
T �x�Gkm

0 �x − x��Vmj
T �x��eikx�

=
1

V � dCdxdx�e−ikx �

�xn
��cinkl�x�

�

�xl
Gkm

0 �x − x���
�

�

�xp�
��cmpjq�x��

�

�xq�
eikx�� . �C3�

To illustrate the calculation, consider the following term
�others involve similar calculations�:

�ij
�2��k� =

1

V � dCdxdx�e−ikx�cinkl�x��cmpjq�x��

�
�2

�xl � xn
Gkm

0 �x − x��
�

�xq� � xp�
eikx�. �C4�

We use G0�x�=�dqG0�q�eiqx / �2��3 to get

��2��k� =
1

V�2��3k2� dq q2G0�q� � dxdx�e−i�k−q��x−x��

�� dC�cijkl�x��cmnpq�x�� , �C5�

where we have omitted the indices for simplicity. To evaluate
the integral, we now need the geometric correlation function
W�r� in the two point average �W�r� is implicitly included in
dC�: W�r� represents the probability that two points sepa-
rated by r are in the same grain. Usually, it is taken as
W�r�=e−r/d, with d the grain size. For simplicity again, we
use instead W�r�=d3��r�. In this way we get

��2��k� �
d3

�2��3k2� dqq2G0�q���cinkl�cmpjq

�
id3

4��
k2kL

3��cinkl�cmpjq , �C6�

where the angular brackets denote an average over possible

orientations. We have considered the longitudinal wave using
G0�q�=1/ ���q2−kL

2�� and focused on the imaginary part of
��2� only to get the attenuation. With ��cinkl�cmpjq
= �cinklcmpjq− �cinkl�cmpjq, it is possible to end the calcula-
tion. Again, the result depends on the symmetry of the single
crystal and on the presence or absence of texture. In the
simple case of polycrystals of cubic symmetry, one gets
�cinklcmpjq− �cinkl�cmpjq��2 so that, for the longitudinal
wave,

��2��kL� =
id3

4�
kL

5 �2

�
. �C7�

The modified Green function �G−1=��k2−KL
2�, where KL is

the modified wave number whose imaginary part gives the
attenuation coefficient. From �G−1=G0−1−� with KL ex-
pected to be close to kL, we get, using KL�kL+� / �2�kL�,

�d �
1

8�
��d

c
�4��

�
�2

. �C8�

What happens if both effects, the effect of the change of
elastic constants because of the anisotropy and the effect of
the dislocations, are considered together?

It is sufficient to sum the potentials VT=Vdisloc+Vanisot to
answer. At first order, the linearity implies ��1� is simply the
sum of both effects, and we recover the effect of the dislo-
cation only. At second order, cross terms appear because the
nonlinearity in the potential. However, we have in that case

��2� = �VTG0VT − �VTG0�VT = ��2�,disloc + ��2�,anisot

+ �VdislocG0Vanisot + �VanisotG0Vdisloc

− �VdislocG0�Vanisot − �Vanisot . �C9�

The cross terms involving coupled effects of the dislocations
and of the change in elastic effects vanish: this is because the
parameters for the average for the anisotropy, typically the
orientation of the crystal axis in a grain, are different from
the parameters describing the parameters for the average for
the grain boundaries: typically the number of dislocations
per grain boundary. Thus, we get �VdislocG0Vanisot
= �VdislocG0�Vanisot and simply

��2� = ��2�,disloc + ��2�,anisot. �C10�
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Cavitation cluster dynamics after the passage of a single pressure wave is studied for different
concentrations of artificial cavitation nuclei �30 to 3�105 nuclei/ml�. With increasing
concentration of cavitation nuclei the lifetime of the cavitation cluster is prolonged. Additionally, it
is found that the spatial extent of the cluster decreases with higher nuclei concentration. The
experimental data for concentrations less than 400 nuclei/ml are compared to simulations with a
Rayleigh-Plesset-type equation, taking into account bubble-bubble interaction. For higher
concentrations �more than 1000 nuclei/ml� the observed radial cluster dynamics is compared with
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I. INTRODUCTION

Cavitation bubbles often occur in ensembles or clusters.
One of the methods to generate clusters of bubbles is to
apply a single, intense, pulsed pressure wave. In its tensile
phase gaseous nuclei present in the liquid explode and form
a cavitation cluster. When the ambient pressure is restored,
these cavitation bubbles undergo violent collapse. The de-
structive nature of cavitation clusters is widely reported in
scientific literature, for example in hydrodynamic
cavitation1–3 and in shock wave lithotripsy.4,5

The interaction between the bubbles in a cavitation clus-
ter is very complex.6–10 In this article we want to address the
applicability of simple models to predict the dynamics of the
individual cavitation bubbles and/or the cavitation cluster
over a wide range of the nuclei concentration �i.e., 30 to 3
�105 per ml�. The work has been stimulated by the findings
that the lifetime of cavitation bubbles increases with higher
bubble densities.11–13 The analysis presented in this paper
might be relevant to the field of shock wave lithotripsy
where recent numerical works11,14,15 emphasize the effect of
nuclei concentration on the cluster dynamics. Additionally,
clusters of cavitation bubbles are also of importance in
sonochemistry.16,17

II. CAVITATION CLUSTER EXPERIMENTS

A single pressure pulse is generated with a piezoelectric
shock wave generator. It is a modified source from the com-
mercial lithotripter Piezolith 3000 �Richard Wolf GmbH,
Knittlingen, Germany�. Details on the experimental setup
and the acoustic source are available in Refs. 12 and 18,
respectively.

In this study we use the ultrasound contrast agent Sono-
Vue �Bracco, Geneva, Switzerland� as the cavitation nuclei.
These consist of phospholipid shelled microbubbles with a
mean diameter of 2.5 �m. A stock suspension of contrast
agent bubbles is prepared by mixing 5 ml water per vial

contrast agent bottle ��20 mg of solids� as prescribed for
medical usage. The number density of bubbles is measured
with a Neubauer cell-counting chamber under a microscope.
Even though the naturally present nuclei �e.g., dirt particles�
may have larger variations in size �and thus corresponding
nucleation threshold�, the usage of artificial nuclei allows us
to have control of number density independent of tensile
strength used. The desired concentrations of cavitation nuclei
are obtained by preparing successive intermediate dilutions.
Care is taken to ensure that the suspension is well mixed at
each dilution step. For all the experiments, partially degassed
��3 mg/ l O2 content, corresponding to 30% of saturation
concentration� and deionized water is used.

The finally desired concentration of artificial cavitation
nuclei is obtained by adding an appropriate amount of inter-
mediate dilution to a nonseeded liquid in a bag around the
acoustic focus of the shock wave generator. The bag is made
from an acoustically and optically transparent plastic mate-
rial �low density polyethylene�. It contains approximately
10 l of liquid with the desired concentration of cavitation
nuclei.

Before the cavitation nuclei are added the pressure sig-
nal at the acoustic focus of the lithotripter is recorded with a
fiber optic hydrophone �FOPH-500, RP Acoustics, Ger-
many�. Pressure measurements near to cavitation bubble
clusters are hampered because the fragile fiber tip is easily
damaged, especially at higher nuclei concentrations.

Figure 1 shows a typical pressure recording in the ab-
sence of artificial nuclei. The pressure pulse consists of two
phases: first, a fast-rising compressive phase with a peak
amplitude of 35 MPa lasting for 1.5 �s. It is followed by a
tensile phase with a peak amplitude of about −10 MPa last-
ing for �3.5 �s. This magnitude and duration of the tensile
phase is sufficient to cause cavitation without artificial cavi-
tation nuclei �see top left frame of Fig. 2�. The cavitation
bubbles around the focal region are well separated and they
have a typical lifetime of 150±10 �s. The lifetime of a
bubble is defined as the time period between cavitation in-a�Electronic mail: manish.arora@eng.ox.ac.uk
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ception and the first collapse of the bubble. In the absence of
artificial cavitation nuclei about 20 cavitation bubbles per ml
are expanded in the focal region.

After adding artificial cavitation nuclei, the shape of the
second part of the pressure wave gets strongly modified,
whereas the first part remains practically the same �see inset
Fig. 1�. These effects are enhanced with increased concen-
tration of cavitation bubbles. A similar finding has been re-
ported recently by Liebler et al.15

The dynamics of the cavitation cluster is recorded with a
high speed CMOS-camera �ultima APX-RS Fastcam,
Photron� at a framing rate of 50 000 fps. The size of the
images is 384�112 pixel2, which corresponds to a field of
view of 79�23 mm2. The high-speed camera is triggered
simultaneously with the shock wave generator and the scene
is illuminated with diffuse back-illumination. The lifetime of
the cavitation clusters is determined by visual inspection of

the recordings. Additionally, the width of sufficiently dense
cavitation clusters are determined by digital image process-
ing.

Figure 2 depicts the shape of the cavitation cluster at
various concentrations of cavitation nuclei, 65, 165, and
265 �s after the shock-front has passed the acoustic focus.
At low to moderate concentrations of the cavitation nuclei
�37 to 370 nuclei/ml� individual bubbles larger than the op-
tical resolution of the system ��400 �m corresponding to
group of 4 pixels� can be identified. Beyond 1000 nuclei/ml
it becomes increasingly difficult to separate individual
bubbles from each other.

Interestingly, the lifetime of the cavitation cluster in-
creases from 150 �s for the plain water case to 350 �s for
the highest concentration �see Fig. 4�. In an attempt to model
the cavitation cluster dynamics we distinguish between the
case of sparsely populated bubble clusters, defined as a clus-
ter of bubbles that do not grow to come close to each other,
and the case of densly populated bubble cluster, in which the
bubbles do come fairly close during the growth. For the first
case �nuclei concentrations below 400 nuclei/ml� a modified
spherical Rayleigh-Plesset equation is applied at the level of
the individual bubble �Sec. III�, whereas in the second case
an axisymmetric model for the volume dynamics of the
dense cluster is employed �Sec. IV�.

III. DYNAMICS OF SPARSELY POPULATED
CLUSTERS

The Rayleigh-Plesset �RP� model describes the dynam-
ics of single spherical bubbles. It is derived by integrating
the momentum balance equation in the radial direction as-
suming spherical symmetry:19,20

RR̈ +
3

2
Ṙ2

=
1

�
�Pg + Pv − P�t� − P0 −

2�

R
−

4�Ṙ

R
−

RPg
˙

cl
� . �1�

Here, R is the radius of the single cavity, P0=1.013
�105 Pa is the constant atmospheric pressure, P�t� is the
far-field driving sound pressure �shown in Fig. 1�, and Pg is
the pressure inside the cavitation bubble, calculated assum-
ing an adiabatic gas law:

Pg = �P0 +
2�

R0
− Pv��R0

R
�3�

. �2�

The remaining physical parameters are density �
=1000 kg·m−3, coefficient of surface tension �
=0.073 N m−1, water viscosity �=1.00�10−3 Pa·s, and
sound velocity in water cl=1485 m/s. The last three terms in
the parentheses of Eq. �1� refer to the effect of surface ten-
sion, viscosity, and sound emission from the bubble. Al-
though we include these terms in the present analysis for
completeness, they hardly effect the dynamics of the bubble.
So far the model does not include the effect of neighboring
bubbles.

FIG. 1. A typical pressure recording at the focus of the lithotripter in the
absence of artificial cavitation nuclei. The inset demonstrates the effect of
addition of cavitation nuclei on the pressure wave at the focus. With increas-
ing numbers of cavitation nuclei �indicated by the direction of the arrow� the
duration of the tensile phase decreases and a secondary positive pressure
pulse emerges. The primary pressure peak remains almost unaffected.

FIG. 2. Cavitation bubble clusters at three different times after the passage
of the shock wave as obtained with various initial cavitation nuclei concen-
tration, as stated at each row. The top row �control� corresponds to the case
of plain water. The size of each frame is 79�23 mm2.
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To modify this equation to include bubble-bubble inter-
action an additional pressure term needs to be added. It can
be derived from the summed velocity potential of neighbor-
ing bubbles:10,21

� = 	
i

1

ri
Ri
˙ Ri

2, �3�

where ri is the distance to its ith neighbor bubble with radii
Ri. The higher order interaction terms, as often derived in the
case of two bubbles,22 can also be computed for multibubble
systems,9 but are neglected in this analysis. Further, we as-
sume that locally all bubbles show the same radial dynamics,
thus subscript i can be dropped from Ri. With the assumption
of a uniform number density of cavitation nuclei per unit
volume, N, Eq. �3� can be rewritten as an integral in space:

� = R2Ṙ	
i

1

ri
� R2ṘN


0

�r 1

r�
4	r�2 dr�. �4�

Here, �r is the distance up to which bubble-bubble interac-
tions are considered. We note that the integral, Eq. �4�, grows
unbounded for �r→
. In reality the finite speed of sound
and the acoustic shielding by bubbles prevent their mutual
interaction at larger distances. Thus �r should be restricted to
a finite distance. Here, we choose as a first approximation a
concentration dependent cutoff distance of one average inter-
bubble distance Dmean:

�r � Dmean =
1

N1/3 . �5�

After adding the time derivative of Eq. �4� as an addi-
tional pressure term into the RP Eq. �1� we obtain

�RR̈ + �Ṙ2 =
1

�
�Pb − P�t� − P0 −

2�

R
−

4�Ṙ

R
−

RPg
˙

cl
� ,

�6�

where �= �1+2	RN1/3� and �= � 3
2 +4	RN1/3�.

Please note that, when N→0, the original RP equation is
obtained. With the modified RP Eq. �6� we calculate the
change in the radial dynamics of the bubbles and their col-
lapse time for various nuclei concentrations. Figure 3 com-
pares the radial dynamics of a single bubble with an initial
size of 1 �m being driven by a single pressure pulse for N
=0, 1, and 100 nuclei/ml. The driving pressure pulse used in
all the above cases is the measured pressure pulse �with no
artificial nuclei� as shown in Fig. 1. The graph shows that the
bubble lifetime is increased and its maximum size is reduced
at increasing densities of cavitation nuclei. In Fig. 4 the col-
lapse time as a function of nucleus concentration is plotted as
a dashed line and it is compared with experimental measure-
ments �vertical error bars�.

In agreement with the observation, the model predicts an
increase in the bubble lifetime of 50 �s when the concentra-
tion is increased from 40 nuclei/ml to �400 nuclei/ml. Al-
though the predictions are within the measured error limits, it
should be noted that the recorded pressure pulse used for the
driving far-field pressure, P�t�, in Eq. �6� is already affected
by the presence of nearby bubbles. Therefore, the agreement

of the absolute collapse time should be taken with some
caution. It has been found that the peaks following the tensile
phase as depicted in Fig. 1 do alter the absolute collapse
time.

At higher concentrations the bubbles become very close
to each other and the model becomes inapplicable. There-
fore, in order to capture the cloud dynamics at higher number
densities, we make use of a different model that describes the
cluster as a single cylindrical void.

IV. DYNAMICS OF DENSELY POPULATED CLUSTERS

For number densities above 1000 bubbles/ml the cluster
looks quite different �see Fig. 2�. The shape of the cluster
becomes more homogeneous and it is separated from the
surrounding liquid by a sharp boundary. The collapse of the
cluster proceeds progressively from the cluster boundary to-

FIG. 3. Radius-time curve for individual bubbles at different nucleus con-
centrations when driven at the pressure pulse in Fig. 1. The solid line cor-
responds to the case of very low nucleus density, N→0, whereas the dashed
and dotted lines correspond to 1 and 100 bubbles/ml, respectively.

FIG. 4. The collapse times of the cavitation cluster at varying nucleus con-
centrations driven by the pressure pulse in Fig. 1. The dashed line shows the
result of numerical model taking into account bubble-bubble interactions
from neighboring bubbles in the case of sparsely populated clusters.
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ward its center. These observations suggest to model the
shrinkage of the cluster boundary as a shock front. The speed

at which the cluster collapses, Ẋ, is identified with the propa-
gation speed of the shock front,23,24 which is given by

Ẋ = � P1

���1 − ���
1/2

. �7�

Here, P1 is the pressure just outside the cavitation cluster
driving the collapse, and � is the void fraction within the
cluster. In the case of a cavitation cluster with well separated
spherical bubbles, � is given by N 4

3	R3, which in general is
a time varying quantity. However, when the bubbles grow,
those inside the cluster become increasingly shielded from
the outside pressure field and for large N we can assume that
inside the cluster � reaches a constant value. Note that, for
large enough void fractions, �0.1, the time required to
collapse individual bubbles is of the same order of magni-
tude as that for the passage of the shock front over the bubble
�R�� / P1, further justifying identification of the speed of the
cluster collapse with the speed of the shock front.

The pressure P1 just outside the cylindrical cluster is
coupled with the far field pressure P0 far away by a momen-
tum balance in cylindrical coordinates. As derived by Hans-
son and Mørch,23 the motion of the cluster boundary X can
be modeled with a second order ODE

�XẌ + Ẋ2� ln
xc

X
− Ẋ2 +

�

2
Ẋ2� X

xc
�2

+ 1� = −
1

��
P0. �8�

Here xc is the typical size scale of the experimental setup; in
our case xc=0.2 m is approximately the radius of the liquid
compartment. For the limiting case of �=1, the above equa-
tion becomes the void collapse equation in cylindrical
geometry25,26 �2D-Rayleigh equation�.

Figure 5 compares the experimentally measured diam-
eter of the cavitation cluster with Eq. �8� for a cavitation
nuclei density of �a� 3�105 bubbles/ml and �b� 3.7
�103 bubbles/ml. As there is no simple experimental means
for measuring the void fraction �, the model calculations
have been fitted to the experimental collapse time by choos-
ing �=0.34 and 0.22. Thus, we find that the increase of the
number of cavitation nuclei leads to an increase of the maxi-
mum value of �, but eventually shielding limits the growth
of the bubbles, and thus the effect of increasing number den-
sity, N.

V. CONCLUSION

The dynamics of cavitation clusters is strongly modified
when artificial cavitation nuclei are added. With increasing
concentration of nuclei we find a prolongation of the lifetime
and a decrease in the maximum bubble size. Two regimes of
cluster dynamics are considered: With nuclei number densi-
ties below 400 bubbles/ml sparsely populated clusters with
fuzzy boundaries are developed. For these, the presented
modified RP equation including nearest neighbor interaction
terms seems to give a sufficient description of the bubble
dynamics at the center of the cluster. Tanguay and Colonius11

in their numerical simulations also find an increase in the
lifetime of bubbles but also an increase in the maximum size

of the bubbles with increasing void fraction. They consider
interactions between individual bubbles only through the
pressure of an average bubbly mixture, whereas, in our ap-
proach, the effect felt by neighboring bubbles is more direct,
i.e., through induced motion and pressure field. Even though
the model for sparse cluster presented in this paper explains
the observed experimental results, they are subject to further
verification in future experiments specially designed to ob-
tain bubble sizes and void fraction as a function of time. So
far, a distinction whether the observed prolongation of
bubble lifetime is a result of pressure in “average bubbly
mixture” or a more direct bubble-bubble interaction cannot
be made.

In the second regime, i.e., for bubble densities of
1000 nuclei/ml and above, it becomes more appropriate to
model the cluster as a single entity having a constant void
fraction. Here, void fractions values in the range 20%–35%
best explain the result. Yet, to increase confidence in this
model it will be helpful to be able to devise an experiment
where void fractions can be measured independently and
compared with the best fit results.

The range of cavitation nucleus densities examined in
this study extends much beyond the range in which single
bubble models are applicable. Real life nucleation conditions
are likely to generate sparsely populated as well as densely

FIG. 5. Evolution of the width of the cavitation cluster at two nucleus
concentrations: �a� 3.0�105 ml−1 and �b� 3.7�103 ml−1. These are com-
pared with the model for densely populated clusters �see Eq. �8�� �solid line�
by choosing appropriate values of �. Selected frames at the indicated time
are presented to demonstrate the cylindrical shape in both cases.
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populated bubble clusters. For example, in lithotripsy
sparsely populated clusters may arise from natural nuclei
present in vivo or in vitro, while densely populated clusters
require accumulation of extra nuclei. Such extra nuclei may
come from fragmentation of stone pieces or may be gaseous
remains of cavitation bubbles from previous shots.12 Simi-
larly, cavity clusters are likely to be created in high intensity
ultrasonic equipment such as ultrasonic cleaners, sonochemi-
cal reactors, etc., depending only on the number of cavitation
nuclei being present in the active region of the device.

The absolute values of the nucleus densities characteris-
tic of the two regimes defined in this paper will vary depend-
ing upon the parameters of tensile phase, such as its pulse
strength and duration, properties of the liquid in which cavi-
tation is taking place, etc.
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I. INTRODUCTION

Acoustic waves are widely used to investigate subsur-
face properties over a wide range of length scales. Examples
range from nondestructive testing of nanodevices to geologi-
cal investigations of the earth crust. In particular, surface and
interface acoustic waves �SAWs and IAWs� can probe the
subsurface structure of a medium, and these methods have
recently gained importance in electronic device fabrication.
SAWs propagate along the surface of a medium, their elastic
energy being more or less localized within a depth range
comparable to their wavelength. By observing the frequency
dependence of their sound velocity �dispersion relation� for a
certain frequency range, one can derive the depth profile of
the elastic properties. Wide bandwidth measurements have
been achieved with laser ultrasonic techniques, in which a
laser was used for the generation and detection of SAWS.1–3

It is not straightforward to solve this inverse problem. In
fact, the depth profiling procedure usually involves an itera-
tive refinement of a provisional elastic profile while compar-
ing the experimentally obtained dispersion relation and the
theoretically calculated dispersion relation for an assumed
structure. The calculation of the dispersion relation for a
given elastic profile forms a major part of such analysis.

In general, the calculation of the dispersion relation re-
quires us to solve the acoustic wave equation with inhomo-
geneously varying elastic property and mass density. Even
for a medium that varies along the depth direction, which is
important for various applications, it is not an easy task. The
dispersion relation of a locally isotropic medium with con-
tinuously varying elastic properties and mass density along
the depth direction may be calculated by regarding the me-
dium as a stack of many thin homogeneous layers.2,4

A more general treatment is developed in the state-
vector method, in which the acoustic wave equation for

piecewise homogeneous media or for media with continu-
ously varying inhomogeneity is transformed into a set of six
first-order ordinary differential equations for the state-vector,
which consists of, e.g., the components of the acoustic dis-
placement and stress field.5–7 The differential equation for
general inhomogeneity is solved analytically via an infinite
series of multiple integrals �the Peano expansion�.

Another approach using a Green’s function was pro-
posed to solve the acoustic wave equation for an isotropic
medium with inhomogeneously varying elastic property and
mass density profiles.8–10 The solution is expressed in an
integral form, which may be solved using expansions with
some basis functions. For the case of small perturbations, the
iterated Born approximation is also possible.

In this article, we extend the Green’s function approach
to propose a method to solve the acoustic wave equation for
an anisotropic inhomogeneous medium. It handles a medium
with continuously or discontinuously varying depth depen-
dent elastic properties and mass density. In Sec. II, the an-
isotropic wave equation is first reduced to a one-dimensional
expression. Then the inhomogeneous structure is subdivided
into homogeneous and inhomogeneous parts. The Green’s
function obtained for the homogeneous medium is used to
describe the solution for the inhomogeneous medium in an
integral form of the equation. Then the integral equation is
numerically solved by discretizing it. The advantage of the
method is that the Green’s function is relatively easily ob-
tainable in a semi-analytical form because of the assumed
homogeneity of the medium, and that a single Green’s func-
tion can be used for arbitrary anisotropic inhomogeneity as
long as the homogeneous part is common. In Sec. III, we
illustrate the proposed method to obtain the dispersion rela-
tion for the example of a piecewise homogeneous isotropic
medium and for an isotropic inhomogeneous medium with
continuously varying elastic property and mass density.a�Electronic mail: omatsuda@eng.hokudai.ac.jp
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II. THEORY

A. Wave equation

In a continuous medium approximation, the acoustic
field can be completely described by considering Newton’s
laws of motion in an infinitesimally small volume:

�
�2ui

�t2 =
��ij

�xj
, �1�

where ��r� is a position dependent mass density, ui�r , t�, is
the elastic displacement field with i=x ,y ,z �or i=1,2 ,3�,
and �ij�r , t� is the stress tensor field. For Eq. �1� and follow-
ing, we use the summation convention for repeated indices.
In the absence of any externally applied stress, the stress
field in the linear response regime is related to the strain field
�ij�r , t� as �ij =cijkl�kl, where cijkl�r� is the position depen-
dent elastic stiffness tensor. Then the acoustic wave equation
�1� can be transformed into

�
�2ui

�t2 =
1

2

�

�xj
�cijkl� �uk

�xl
+

�ul

�xk
�� �2�

Although Eq. �2�, together with an appropriate boundary
condition and initial condition, is sufficient to describe
acoustic fields in an inhomogeneous medium, it is somehow
inconvenient to use since the right hand side contains spatial
derivatives of all elastic stiffness tensor components.

To relieve this difficulty to some extent, the elastic com-
pliance tensor sijkl�r�, which relates the strain and stress field
as �ij =sijkl�kl, can be used instead of the stiffness. By taking
the spatial derivative of Eq. �1�, we get the wave equation in
terms of the stress field as

�
�2�ij

�t2 =
1

2
� �2�ik

�xj � xk
+

�2� jk

�xi � xk
�

−
1

2
� ��

�xj

1

�

��ik

�xk
+

��

�xi

1

�

�� jk

�xk
�

= �sijkl
�2�kl

�t2 . �3�

This expression has the favorable property that the
inhomogeneity-related position derivative only appears as
�� /�xj.

11

We now solve Eq. �3� to find a monochromatic solution
with angular frequency � in a medium with lateral homoge-
neity along the x−y plane. The elastic compliance tensor
sijkl�z� and the mass density ��z� both depend only on z. Due
to the lateral homogeneity or translational symmetry of the
system, the solution takes the form of a lateral plane wave
with lateral wave number q:

�ij�r,t� = �ij�z� exp 	i�qx − �t�
 , �4�

where the lateral direction of propagation is taken along the
x axis. Note that the stress �ij appearing on the left hand side
depends on the spatial coordinates through r and on time t,
whereas �ij on the right hand side depends only on z. Here-
after we use the symbol �ij to denote �ij�z�.

Using the abbreviated suffix notation to express the
stress and stiffness,12 the wave equation can be expressed in
a matrix form as

�L + V −
d�

dz
U���z� = 0, �5�

where

L �
− q2 0 0 0 iq

�

�z
0

0 0 0 0 0 0

0 0
�2

�z2 0 iq
�

�z
0

0 0 0
�2

�z2 0 iq
�

�z

iq
�

�z
0 iq

�

�z
0 − q2 +

�2

�z2 0

0 0 0 iq
�

�z
0 − q2

� ,

V�z�  ��z��2s�z� ,
�6�

U�z� 
1

��z��
0 0 0 0 0 0

0 0 0 0 0 0

0 0
�

�z
0 iq 0

0 0 0
�

�z
0 iq

iq 0 0 0
�

�z
0

0 0 0 0 0 0

� ,

��z� �
�1�z�
�2�z�
�3�z�
�4�z�
�5�z�
�6�z�

� .

The anisotropy of the medium enters Eq. �5� via s or V.

B. Continuity

In the absence of delaminations or cracks, the displace-
ment field ui is continuous throughout the medium. By sub-
stitution of the monochromatic solution of Eq. �4� in Eq. �1�,
we obtain

− �2uj =
1

�
�iq� jx +

d� jz

dz
� �j = x,y,z� . �7�

As a result, besides ux, uy, uz, also �3, �4, and �5 are con-
tinuous throughout the medium, regardless of any continuous
or discontinuous inhomogeneity.

The right hand side of Eq. �7� is equivalent to the third,
fourth, and fifth rows of U�. The first, second, and sixth
rows of U� are always zero. Thus U� is continuous
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throughout the medium. This continuity turns out to be im-
portant for the numerical solution of the wave equation in
Sec. II F.

It is convenient to define the continuous quantity b�z� as

b�z� =�
�3�z�
�4�z�
�5�z�

− �2ux�z�
− �2uy�z�
− �2uz�z�

� =�
�3�z�
�4�z�
�5�z�

1

��z��iq�1�z� +
d�5�z�

dz
�

1

��z��iq�6�z� +
d�4�z�

dz
�

1

��z��iq�5�z� +
d�3�z�

dz
�� .

�8�

The continuity of b can be expressed as

b�z� + 0� = b�z� − 0� = b�z�� ,

where b�z�+0� and b�z�−0� denote the right and left side
limit of b�z� at z→z�, respectively. It encompasses the
boundary conditions at interfaces between different materials
�see Secs. II C and II E�.

C. Transfer matrix method for multiple anisotropic
homogeneous layers

Though the theory of acoustic waves in multiple aniso-
tropic homogeneous layers is well established,13 we describe
the procedure in a rather detailed way, since it is also impor-
tant to construct the Green’s function in Sec. II E.

Within a homogeneous layer with constant � and s, the
third term in Eq. �5� disappears. The solution is then given as
a simple plane wave

��z� = �0 exp �ipz� . �9�

where �0 takes a constant value. The z component of the
wave vector �p� can be obtained for a given set of q and � by
solving the secular equation

det �Lh + Vh� = 0. �10�

where

Lh =�
− q2 0 0 0 − pq 0

0 0 0 0 0 0

0 0 − p2 0 − pq 0

0 0 0 − p2 0 − pq

− pq 0 − pq 0 − q2 − p2 0

0 0 0 − pq 0 − q2

� .

�11�

This is a sixth order equation in p and has six roots pi �i
=1, . . . ,6�. The wave numbers pi can be either real or imagi-
nary, corresponding to propagating bulk waves or to surface
�or interface� waves, respectively. Three modes out of six are
propagating or vanishing in the positive z direction
�R�pi��0 or I�pi��0 for i=1,2 ,3�, while the other three
modes are propagating or vanishing in the negative z direc-
tion �R�pi��0 or I�pi��0 for i=4,5 ,6�. For each pi, the

corresponding eigenvector �0
�i� can be obtained through

�Lh + Vh��0 = 0. �12�

Because of the linearity of Eq. �5�, all of the linear combi-
nations of Eq. �9� are also solutions. The general solution for
this homogenous region is thus given by

��z� = �
j=1

6

aj�0
�j� exp �ipj z� , �13�

where aj is an arbitrary amplitude factor for the jth mode.
Based on the above results, we first consider acoustic

waves in a medium with multiple homogeneous anisotropic
layers stacked along the z direction and handle the problem
using the transfer matrix method. In multilayers, the nth
layer has mass density ��n�, compliance s�n�, and thickness dn

as shown in Fig. 1. The outermost surface of the medium is
at z=z0=0, and the region z�0 corresponds to a vacuum.

By using Eqs. �10� and �12�, the wave numbers pi
�n� and

the corresponding eigenvectors �0
�n,i� are obtained for the nth

layer. The general solution for the nth layer is given by

��n���n� = �
j=1

6

aj
�n��0

�n,j� exp �ipj
�n��n� , �14�

where

�n  z − zn−1 for n � 1. �15�

There are 6N+6 unknowns of mode amplitude aj
�n� for

the whole medium. However, they are not independent, but
subject to the boundary conditions at the interfaces. At the
interface between every nth and �n+1�th layer, the required
boundary condition can be expressed in matrix form �see
Sec. II B� as

b�zn + 0� = M�n+1�a�n+1� = M�n�Q�n�a�n� = b�zn − 0� , �16�

for n�1 where a�n� is a six-element column vector made up
of 	aj

�n�
, and M and Q are 6 by 6 matrices whose compo-
nents are defined as follows:

FIG. 1. Notations used to define a multilayered medium.
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M1j
�n� = �3

�n,j�,

M2j
�n� = �4

�n,j�,

M3j
�n� = �5

�n,j�,

M4j
�n� =

i

��n� �q�1
�n,j� + pj

�n��5
�n,j�� , �17�

M5j
�n� =

i

��n� �q�6
�n,j� + pj

�n��4
�n,j�� ,

M6j
�n� =

i

��n� �q�5
�n,j� + pj

�n��3
�n,j�� ,

Qjk
�n� = 	 jk exp �ipj

�n�dn� .

Here �k
�n,j� is the kth component of �0

�n,j�, and 	 jk is the Kro-
necker delta.

The N boundary conditions lead to 6N equations for a�n�.
If we arbitrarily specify six components out of 6N+6 com-
ponents of a�n�, the remaining 6N components of a�n� are
uniquely determined.

In the case of SAWs, there are three additional condi-
tions for vanishing stress at z→ +
:

a4
�N+1� = a5

�N+1� = a6
�N+1� = 0. �18�

The whole stress field is further specified with three con-
stants aj

�N+1� �j=1,2 ,3� that are determined by the stress free
condition at the surface:

�3�0� = �4�0� = �5�0� = 0. �19�

They also correspond to the first three components of b�0�.
With the iterative use of Eq. �16�, we obtain

b�0� = M�1�a�1� = M f a�N+1�, �20�

where

M f = ��
j=1

N

M�j��Q�j��−1�M�j��−1�M�N+1�. �21�

To satisfy Eq. �19� with nonzero components of aj
�N+1� for j

=1,2 ,3, the secular equation for the submatrix of M f must
be satisfied:

det �Mf11 Mf12 Mf13

Mf21 Mf22 Mf23

Mf31 Mf32 Mf33
� = 0. �22�

Since the left hand side of this equation is a function of �
and q, Eq. �22� gives the SAW dispersion relation ��q�.

D. Green’s function method for dealing with
inhomogeneities

Based on Eq. �5� and the definitions in Sec. II C, we now
treat the stress field in a medium with one-dimensional arbi-
trary inhomogeneity using a Green’s function. We assume
that the medium is homogeneous beyond a certain value of z.
The wave equation �5� can be rewritten as

�L + Vh + �V�z� −
d��z�

dz
U�� = 0, �23�

where

Vh + �V�z� = ��z��2s�z� , �24�

Vh = �h�2sh. �25�

The quantities �h and sh are constants representing the ho-
mogeneous part of the medium far away from the surface.

Using the solution �h satisfying

�L + Vh��h = 0, �26�

and Green’s function G�z ,z�� satisfying

�L + Vh�G�z,z�� = − 	�z − z��I , �27�

where I is the 6 by 6 identity matrix, the solution ��z� sat-
isfying Eq. �23� can be written in the following form:

��z� = �h�z�

+ �
0

+


G�z,z����V�z�� −
d��z��

dz�
U�z�����z�� dz�.

�28�

The expression in curly brackets in Eq. �28� can be inter-
preted as a scattering potential that scatters the stress wave
reaching z� to the observation point z.

When �V �in fact, the whole expression in curly brack-
ets� is small, it is possible to solve Eq. �28� by iterative
substitution of the right hand side of this equation to � in the
integral �Born approximation�. However, for arbitrary �V,
this iterative substitution may lead to divergence. So, in the
general case, the integral equation, Eq. �28�, has to be solved
directly. To do this, it is useful to regard � and �h as vectors
of infinite dimension with index z, the integral term as the
product between a matrix with infinite dimension indices z
and z�, and the vector ��z�� with respect to the common
index z�. Obviously � depends linearly on �h, and �h has to
be chosen so that � satisfies the required boundary condition
as described in Sec. II C. We will see how this can be done
numerically in Sec. II F.

E. Derivation of the Green’s function

In the previous section, we did not give the concrete
form of the Green’s function. Here we describe how to solve
Eq. �27� to obtain the Green’s function G�z ,z��, which is
given as a 6�6 matrix. The jth column of the matrix is
denoted as G j�z ,z�� �j=1, . . . ,6�. Since Eq. �27� is equiva-
lent to Eq. �26� at z�z�, G j in this region can be expressed
as a linear combination of the eigenmodes of Eq. �26�:

�0
�m� exp �ipmz� . �29�

According to the discussion in Sec. II D concerning the scat-
tering nature of the Green’s function, G j in the region z
�z� can be assumed to contain only modes propagating in
the +z direction or vanishing at z= +
, whereas G j in the
region z�z� can be assumed to contain only modes propa-
gating in the −z direction or vanishing at z=−
.
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The delta function on the right hand side of Eq. �27� can
emerge in three ways. The first possibility is that G j itself
contains 	�z−z��. The second possibility is that G j has a
discontinuity at z=z�, and the first z derivative gives a delta
function. Finally, it is possible that the first z derivative of G j

has a discontinuity, and the second z derivative gives a delta
function.

The above consideration leads to the following possible
forms of the Green’s function:

G j�z,z�� = G j��z,z�� + D j	�z − z�� ,

�30�

G j��z,z�� = ��
m=1

3

gm
�j��z���0

�m� exp �ipmz� for z � z�,

�
m=4

6

gm
�j��z���0

�m� exp �ipmz� for z � z�,

where gm
�j��z�� is a function only of z�, and D j is a constant

column vector. For later use, the 6�6 matrices D and G� are
defined as having their jth column as D j and G j�, respec-
tively.

Now it is clear how to determine gm
�j��z�� and D j. To do

this, it is worth keeping in mind some general features of
singularities in a function. In Table I, the first and second
derivatives of a general function f�z� with several types of
singularity at z=z�, such as a 	 function, a discontinuity, and
a discontinuity in the first derivative, are summarized. Since,
on the left hand side of Eq. �27�, the first and second deriva-
tive operators as well as numbers are involved, substitution
of Eq. �30� to Eq. �27� may involve the 	 function itself, the
first derivative of the 	 function, and the second derivative of
the 	 function. We need to cancel the first and second deriva-
tives of the 	 function and leave only the required 	 function
by means of an appropriate choice of gm

�j� and D j.
It is convenient to define the following matrices:

L  L0 + L1
�

�z
+ L2

�2

�z2 , �31�

where

L0 �
− q2 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 − q2 0

0 0 0 0 0 − q2

� ,

L1 �
0 0 0 0 iq 0

0 0 0 0 0 0

0 0 0 0 iq 0

0 0 0 0 0 iq

iq 0 iq 0 0 0

0 0 0 iq 0 0

� , �32�

L2 �
0 0 0 0 0 0

0 0 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 0

�
With these notations, Eq. �27� can be rewritten as

�L + Vh�G j = �L0 + L1
�

�z
+ L2

�2

�z2 + Vh�G j

= ��L0 + Vh�D j + L1�G j��z� + 0,z��

− G j��z� − 0,z��� + L2� �G j�

�z
�z� + 0,z��

−
�G j�

�z
�z� − 0,z����	�z − z��

+ 	L1D j + L2�G j��z� + 0,z�� − G j��z� − 0,z���


�
�	�z − z��

�z
+ L2D j

�2	�z − z��
�z2

= − I j	�z − z�� , �33�

where I j is the jth column of I. Comparing the coefficients
for the 	 function and its derivatives on both sides of Eq.
�33�, and using the definition of G j� in Eq. �30�, we obtain

�L0 + Vh�D j + �
m=1

3

gm
�j��L1 + ipmL2��0

�m� exp �ipmz��

− �
m=4

6

gm
�j��L1 + ipmL2��0

�m� exp �ipmz�� = − I j , �34a�

TABLE I. First and second derivatives of f�z� containing several types of singularities.

Type of singularity First derivative Second derivative

	�z−z�� �	�z−z��

�z

�2	�z−z��

�z2

discontinuity at z=z� �f�z�+0�− f�z�−0��	�z−z��
�f�z�+0�− f�z�−0��

�	�z−z��

�z

discontinuity in the first derivative at z=z� discontinuity at z=z� � df
dz �z�+0�− df

dz �z�−0��	�z−z��
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L1D j + �
m=1

3

gm
�j�L2�0

�m� exp �ipmz��

− �
m=4

6

gm
�j�L2�0

�m� exp �ipmz�� = 0, �34b�

L2D j = 0. �34c�

Equation �34c� simply gives Dj,k=0 for k=3,4 ,5 �Dj,k is the
kth component of D j�. With this knowledge, it turns out that
the first, second, and sixth rows of the left hand side of Eq.
�34b� are zero. The remaining three nontrivial equations in
Eq. �34b� and six equations in Eq. �34a� form a set of nine
linear equations, which allows the determination of the nine
unknowns, gm

�j��z�� �m=1, . . . ,6� and Dj,k �k=1,2 ,6�. In this
way, we can find a unique formulation for the Green’s func-
tion G�z ,z��.

It is informative to take a look at the role of the
	-function term in G�z ,z��. As a simple example, we con-
sider a medium with one homogeneous layer with thickness
d1=z1 formed on a homogeneous substrate. We find a
Green’s function for the substrate with parameter,

Vh = �2��2�s�2�, �35�

where the notations follow the ones of Fig. 1. The deviation
in V is given by

�V�z� = ��2���1�s�1� − ��2�s�2�� for 0 � z � z1,

0 else,

 �V0�z1 − z� , �36�

where �z� is the Heaviside function and �V0 is a constant
matrix. The z derivative of � involves a 	 function as fol-
lows:

d�

dz
= ���2� − ��1��	�z − z1� . �37�

By putting these into Eq. �28�, we obtain

��z� = �h�z� + �
0

z1

G��z,z���V0��z�� dz� + D�V0��z�

− ���2� − ��1��G��z,z1�U�z1���z1� , �38�

for 0�z�z1, and

��z� = �h�z� + �
0

z1

G��z,z���V0��z�� dz�

− ���2� − ��1��G��z,z1�U�z1���z1� , �39�

for z�z1. Though it is hard to properly determine U and �
separately at z=z1 because of the discontinuity there, due to
the continuity of U�, this quantity at z=z1 can be obtained as
the right or left hand side limit at z→z1±0. In the limit z
→z1±0, Eqs. �38� and �39� become

��z1 − 0� = �h�z1� + �
0

z1

G��z1,z���V0��z�� dz�

+ D�V0��z1 − 0�

− ���2� − ��1��G��z1 − 0,z1�U�z1���z1� , �40�

��z1 + 0� = �h�z1� + �
0

z1

G��z1,z���V0��z�� dz�

− ���2� − ��1��G��z1 + 0,z1�U�z1���z1� , �41�

This gives

��z1 + 0� − ��z1 − 0�

= D�V0��z1 − 0� − ���2� − ��1��

��G��z1 + 0,z1� − G��z1 − 0,z1��U�z1���z1� , �42�

The discontinuity in � at the interface comes partially from
the 	-function term in G, and partially from the discontinuity
in G�. It can be shown that the third, fourth, and fifth rows of
the right hand side of Eq. �42� are zero, corresponding to the
required continuity in � j for j=3,4 ,5.

F. Numerical solution of the integral equation

Now that we have the explicit form of G�z ,z��, we can
numerically solve the integral equation, Eq. �28�.

It is convenient to introduce the following definitions:

d�

dz
U 

1

�

d�

dz
�U0 + U1

�

�z
� , �43�

where

U0 �
0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 iq 0

0 0 0 0 0 iq

iq 0 0 0 0 0

0 0 0 0 0 0

� , U1  L2.

�44�

Suppose that the deviation in � and s vanishes beyond a
certain point z=h. We divide the region 0�z�h into m par-
titions with thickness �z=h /m each. First we consider the
case in which � varies smoothly without any singularity in
dp /dz. Then the integral in Eq. �28� can be approximated by
a discrete sum:
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��Zj� = �h�Zj� + �
k=0

m−1

G��Zj,Zk���V�Zk���Zk�

−
d�

dz
�Zk�

1

��Zk�
�U0��Zk� + U1

d�

dz
�Zk����z

+ D��V�Zj���Zj� −
d�

dz
�Zj�

1

��Zj�

��U0��Zj� + U1
d�

dz
�Zj��� �45�

where Zj = �j+0.5��z for j=0, . . . ,m−1 and

d�

dz
�Zj� =�

��Zj� − ��Zj−1�
�z

for j = m − 1,

��Zj+1� − ��Zj�
�z

for j = 0,

��Zj+1� − ��Zj−1�
2�z

else.

�46�

Equation �45� can be regarded as a set of simultaneous linear
equations with 6m unknowns, i.e., ��Zj�, and can be solved
with standard methods.

If the medium contains an interface of different materi-
als, i.e., if it involves 	-function behavior in d� /dz, we have
to go back to Eq. �28� again. It is also convenient to choose
h or m such that the interface position does not exactly agree
with one of the Zj’s in order to avoid the unnecessary explicit
involvement of singularities in the solution process. We con-
sider the two-layer medium described by Eqs. �36� and �37�
as an example. By taking h as z1, Eq. �28� is discretized to

��Zj� = �h�Zj� + �
k=0

m−1

G��Zj,Zk��V�Zk���Zk��z

+ D�V�Zj���Zj� −
��2� − ��1�

��1�

�G�Zj,z1��U0��Zm−1� + U1
d�

dz
�Zm−1�� . �47�

In the last term, the continuity of U� is used to approximate
the value at the interface with a value nearby.

In either case, � is uniquely determined with respect to
a given �h, which is specified by six mode amplitudes as in
Eq. �13�. In fact, these six amplitudes act as the arbitrary
constants in the general solution for the second order differ-
ential equation �5�.

In the case of SAWs, �h should contain only the three
modes vanishing at z= +
 and is specified by the three am-
plitudes ai �i=1,2 ,3� for these modes. We introduce the no-
tation ��z ;a1 ,a2 ,a3� to express a particular solution for a
given set of ai. Because of the linearity of the problem, the
following relation holds:

��z;a1,a2,a3� = a1��z;1,0,0� + a2��z;0,1,0�

+ a3��z;0,0,1� . �48�

To satisfy the stress-free condition of Eq. �19� at the surface,
the following secular equation must be satisfied:

det ��3�0;1,0,0� �3�0;0,1,0� �3�0;0,0,1�
�4�0;1,0,0� �4�0;0,1,0� �4�0;0,0,1�
�5�0;1,0,0� �5�0;0,1,0� �5�0;0,0,1�

� = 0.

�49�

The left hand side of the equation is a function of � and q,
and the equation itself gives an implicit expression of the
function ��q� �or q����, the dispersion relation for the SAW.

The proposed Green’s function method can be combined
with the transfer matrix method in Sec. II C to handle a me-
dium with a few inhomogeneous layers embedded in homo-
geneous layers. In this way, the computation load can be
reduced. Another way of reducing the number of calculations
is using nonequal steps for discretization: using larger steps
for regions with slower variation of elastic property or mass
density.

III. EXAMPLES

In this section, we show some simple examples of cal-
culating the dispersion relation of SAWs using the Green’s
function method.

A. Piecewise homogenous medium

We first calculate the dispersion relation of a Rayleigh-
type surface mode in a medium consisting of a homogeneous
isotropic layer on a homogeneous isotropic substrate. A
stress-free surface is located at z=0 and the medium extends
to z→ +
. The parameters used are shown in Table II. The
necessary Green’s function is calculated for the substrate ma-
terial according to the procedure in Sec. II E. Since the as-
sumed medium contains a discontinuous change in elastic
properties and in mass density, Eq. �47� is used to calculate
the acoustic field. The top layer thickness is discretized into
m=20 and m=100 equally spaced partitions. Then the dis-
persion relation for the Rayleigh-type mode is calculated us-
ing Eq. �49�.

Figure 2 shows the frequency dependence of the phase
velocity for the Rayleigh-type mode calculated by the
Green’s function method as well as by the transfer matrix
method in Sec. II C. Since the accuracy of the latter method
is only limited by the precision of the computation, the plot
gives a rough estimate of the accuracy of the Green’s func-
tion method.

While the m=20 calculation shows a deviation from the
transfer matrix result beyond several hundred MHz, the m
=100 calculation sustains good accuracy ��0.2% � up to
4 GHz. At 10 GHz, the m=20 calculation is far away from
the exact one, while the m=100 calculation still gives a good
approximated value to within �0.7%. For m=100, the step
width is about 0.02 �m, which should be compared with the
wavelength 0.5 �m at 10 GHz. Apparently, to have enough

TABLE II. Parameters of the piecewise homogeneous medium.

c11 �GPa� c44 �GPa� � �g/cm3� Thickness ��m�

Top layer 25.96 10.08 3.421 1.944
Substrate 36.80 13.72 3.801 ¯
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accuracy, the step width should be chosen less than a couple
of tenths of a wavelength at the required frequency.

B. Medium with continuously varying inhomogeneity

In this example, the dispersion relation of a Rayleigh-
type surface mode is calculated in a medium with continu-
ously varying elastic constants and mass density along the
depth direction. The medium consists of an inhomogeneous
layer on a homogeneous substrate. The free surface is located
at z=0 and the medium extends to z→ +
. The substrate has
an isotropic stiffness tensor c2 and mass density �2, the same
as those of the substrate material in Table II. Within the
inhomogeneous layer of thickness 4 �m, the elastic tensor
and mass density are assumed ad hoc to vary as

c�z� =
1

2
�c1 + c2� +

1

2
�c2 − c1� tanh � z − �

�
� ,

�50�

��z� =
1

2
��1 + �2� +

1

2
��2 − �1� tanh � z − �

�
� ,

where c1 and �1 are the stiffness and mass density given in
Table II for the top layer. For the calculation, the parameters
�=1.94 �m and �=0.5 �m are used.

The Green’s function is the same as the one obtained in
Sec. III A. Since the elastic properties and mass density vary
continuously, Eq. �45� is used to calculate the acoustic field.
Then the dispersion relation for the Rayleigh-type mode is
calculated using Eq. �49�. We ignore the small discontinuity
in the elastic properties and in the mass density at the inter-
face between the homogeneous substrate and the inhomoge-
neous layer, at z=4 �m.

Figure 3 shows the dispersion relation calculated with
various numbers of partitions for a 4-�m inhomogeneous
layer �m=100,200,400�. The m=100 calculation deviates
from the m=200 calculation above 5 GHz. At 10 GHz, the
m=200 calculation almost agrees with the m=400 calcula-
tion, which indicates that the calculation has almost con-
verged at m=200 up to 10 GHz. The deviation from the m
=400 calculation at 10 GHz is about 0.03% for m=200 and

0.16% for m=100. Roughly speaking, the width of the par-
tition should be less than 5% of the relevant acoustic wave-
length in order to have an accuracy better than 0.1%. The
effect of a continuous variation in elastic properties and mass
density is seen in the frequency range from 1 to 4 GHz as an
increasing velocity compared to the value for the piecewise
homogeneous medium.

The proposed method requires the solution of a linear
equation with 6m unknowns, which takes most of the com-
putation time. Though it might not be the most efficient
method, it gives a good unified physical and mathematical
insight for the wave propagation in an inhomogeneous and
anisotropic medium as a scattering problem. It should be
noted that no matter how complex the inhomogeneous part
is, the same Green’s function can be used as long as the
elastic properties in the homogeneous substrate part remain
the same.

IV. SUMMARY

The acoustic wave propagation in a medium with one-
dimensional inhomogeneity was considered using a Green’s
function method. The proposed method was demonstrated by
analyzing the dispersion relation for an isotropic piecewise
homogeneous medium and for an isotropic medium with
continuously varying elastic properties and mass density.
Though we have only given relatively simple examples, the
method is capable of handling arbitrary anisotropy. Because
of the essential similarity of the problem, the method is also
applicable in the field of picosecond acoustics and physical
acoustics to find the reflection and transmission of bulk
acoustic waves in a similar inhomogeneous medium. Like
other generalized methods, the method is also applicable to
other types of waves, such as electromagnetic waves and
electron waves in media with one-dimensional inhomogene-
ity.
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FIG. 2. Dispersion relations of a Rayleigh-type surface mode calculated for
a piecewise homogeneous medium using the transfer matrix method and
Green’s function method with m partitions.

FIG. 3. Dispersion relation of a Rayleigh-type surface mode calculated for a
medium with continuously varying inhomogeneity using Green’s function
methods with m partitions. The dispersion curve for the piecewise homoge-
neous medium is also shown as a solid line.
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The separation of components in a gas mixture is important for a wide range of applications. One
method for achieving this separation is by passing a traveling acoustic wave through the gas
mixture, which creates a flux of the lighter components away from the transducer. A series of
simulations was performed to assess the effectiveness of this method for separating a binary mixture
of argon and helium using the lattice kinetics method. The energy transport equation was modified
to account for adiabatic expansion and compression. The species transport equation was modified to
include a barodiffusion term. Simulations were performed on two different scales; detailed acoustic
wave simulations to determine the net component flux as a function of local concentration, pressure,
etc. and device scale simulations to predict the gas composition as a function of time inside a gas
separation cylinder. The method is first validated using data from literature and then applied to
mixtures of argon and helium. Results are presented and discussed. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2709406�
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I. INTRODUCTION

The separation of components in gas mixtures is impor-
tant for a wide range of applications, such as the large scale
separation of gas or isotopic components for industrial use or
the separation and concentration of gases for better detection
in homeland security or environmental applications. Current
separation methods include gas centrifuges, selective adsorp-
tion, and cryogenic liquifaction or distillation. Acoustic sepa-
rations can afford separation of gas mixtures and offers the
advantage of solid state components without the requirement
of heat to effect the separation.

Two known mechanisms exist that allow molecular level
separations in ultrasonic fields: barodiffusion and a combina-
tion of thermal diffusion and acoustic motion. The latter has
been investigated recently both experimentally and theoreti-
cally by Swift, Spoor, and Geller,1–3 and been shown to be an
effective means of separating even isotopes by coupling the
diffusion due to thermal gradients created by acoustic waves
at boundaries and transport by the acoustic waves. In con-
trast, barodiffusion, although in existence for several de-
cades, has not been evaluated since the advent of more effi-
cient and powerful transducers, such as those developed for
machining, welding, surgery, and various other medical ap-
plications. Furthermore, no comprehensive model has been
developed to characterize the complex behavior within the
system. Thus the purpose of this paper is to elucidate the
possible efficacy of separation through development and
evaluation of a model.

II. BACKGROUND

In barodiffusion separation, a traveling acoustic wave is
passed through the gas mixture, creating a flux of the lighter
components away from the transducer. This separation was
first systematically investigated by Passau4 in 1948, who was
able to effect a separation between 51% and 56.5% of hy-

drogen and carbon dioxide after 3 h in a 3.5 cm diameter
�7 cm long tube using a quartz ultrasonic Langevin trans-
ducer consuming 2 kW of power. Passau4 noted the follow-
ing: “In a traveling wave a separation should be produced: in
this case, in fact, in any location under the influence of the
pressure gradient that is increasing to its maximum value, the
gas molecules are pulled in the direction of propagation of
the wave, but the lighter molecules are pulled farther and, as
it were, are pushed ahead of the wavefront, leaving behind
them a mixture enriched with the heavier gas. At the next
half period, the pressure gradient is reversed, and there is a
suction of molecules toward the rear, which however does
not compensate the result of the first diffusion, for the initial
composition in this location is no longer the same.” Thus,
with repeated cycles of the traveling wave, there will be a
progressive enrichment of the light gas at the wave front.

For the next two decades, there was relatively little ac-
tivity in barodiffusion separations. In 1956, Eyraud per-
formed experiments on the separation of a mixture of hydro-
gen and nitrogen and noted a partial separation of the
components, but no quantitative estimate of the effect was
given.5 In 1964, Noble et al. were measuring the velocity of
sound in a binary gas mixture by measuring the change of
phase of the ultrasound. A deviation from the expected the-
oretical value was attributed to a partial separation of the gas
mixture and Passau was cited.6 In 1967, Streel was studying
the influence of ultrasound on the nitriding and denitriding of
steel. Differences were observed in the effects of ultrasound
on hydrogen and ammonia and the article cited Passau re-
search as a possible explanation.7

In 1967, Tikhomirov et al.8 used a equimolar mixture of
nitrogen and hydrogen in a chamber 30 mm in diameter and
200 mm in length. The transducer frequency was 670 kHz.
After 3 h a steady-state distribution of concentration was es-
tablished. There was a difference of 20% between the hydro-
gen concentrations at the two ends of the chamber.

3446 J. Acoust. Soc. Am. 121 �6�, June 2007 © 2007 Acoustical Society of America0001-4966/2007/121�6�/3446/7/$23.00



In the 1980s, Dykhne et al.9,10 investigated the possibil-
ity of separating gas mixtures by using a pressure gradient
along an acoustic resonator. The first set of experiments was
carried out using a section of cylindrical pipe having a length
of 42 or 86 cm.9 A transducer at one end of the pipe pro-
duced a standing wave. The resonant frequency ranged from
500 to 550 Hz for the 86 cm resonator. Gas mixtures con-
sisted of helium mixed with argon, carbon dioxide, or xenon.
A mass spectrometer was used to observe the separation at
various sections of the pipe. The results showed that the
heavy component of the mixture is reduced in the region of
minimum pressure. The relative change of the heavy compo-
nent of the mixture was about 10%. The experiments with an
acoustic resonator continued with a similar experimental
setup for mixtures of CO, CO2, CF2HCl, SF6, and CF3I.10

They measured the degree of separation as a function of
pressure. The experimental values were approximately ten
times larger than the theoretical calculations. The researchers
considered the role of thermodiffusive separation due to the
radial temperature gradient between the wall and the center
of the pipe. The experimental values were compared with the
theoretical values, but the experimental values were still
larger by a factor of approximately 5.

Bozhdankevich et al.11 carried out experiments to study
the effect of thermodiffusion using the same experimental
apparatus as described above. An electrically heated wire
was installed along the 86-cm resonator axis along the whole
length to create a temperature difference between the wire
and resonator wall of about 10 °C. The resonator radial tem-
perature difference was measured. The heavy component
concentration changes were constantly monitored through
KBr windows with an infrared spectrophotometer using IR
absorption spectra. The results showed that barodiffusion and
thermodiffusion have opposite effects for this experimental
setup.

Recently Spoor and Swift have investigated the ther-
moacoustic separation of a helium-argon mixture.1–3 At the
tube wall, the velocity of the gas is nearly zero and the maxi-
mum velocity occurs at the center of the tube. Compression
and rarefaction causes the gas to heat up or cool down and
this produces a temperature gradient relative to the isother-
mal wall. Light and heavier gas molecules diffuse differently
in the temperature gradient. Motion in the center of the tube
causes separation.

Very little work has been done to extend the original
work of Passau. There are many questions to be answered
about barodiffusion and the effect of attenuation and tem-
perature gradients. In the decades since Passau’s work, great
strides have been made in high power ultrasonics. The re-
view article by Gallego-Juarez12 describes various types of
ultrasonic transducers, including the stepped-plate transducer
developed for generating ultrasonic energy in gases.13 In ad-
dition, commercially available high power transducers have
been developed for machining, welding, surgery, and various
other medical applications. Therefore, the objective of this
paper is to develop a theoretical basis for planning experi-
ments using barodiffusion.

III. SIMULATION METHODOLOGY

A major difficulty of simulating acoustic systems is the
large separation in time and length scales. In this case, the
driving forces for gas species separation occurs within each
individual acoustic wave. However, the net effect in a gas
separation cylinder occurs over a span of hours and several
centimeters. The approach we use is to perform simulations
at both scales. Detailed acoustic wave simulations are per-
formed to determine the net gas component flux as a function
of local conditions, such as concentration, acoustic ampli-
tude, frequency, etc. These results are then used to develop
an expression for species flux, which is incorporated into a
device scale simulation model to predict gas species concen-
tration profiles as a function of time. The gas separation pro-
cess at both scales is simulated using the lattice kinetics
method, which is a derivative of the lattice Boltzmann
method.

A. Lattice Boltzmann and kinetics methods

The lattice Boltzmann and lattice kinetics simulation
methods solve the Boltzmann equation to predict the hydro-
dynamic and acoustic behavior of compressible fluids. The
detailed density, pressure, velocity, temperature, and species
concentration distributions are calculated as a function of
time. These methods have been used to model both linear
and nonlinear wave propagation,14,15 Rayleigh and Eckart
acoustic streaming,16,17 and the acoustic force on suspended
particles.18,19

The single particle distribution function f�x ,v , t� is the
probability of finding particles at position x with velocity u
at time t. The Boltzmann equation describes the evolution of
the distribution function

� f

�t
+ u · �f = −

f − feq

�
, �1�

where � is the relaxation time and feq is the equilibrium
Maxwell distribution. To solve this equation on a computer,
the spatial domain is discretized into a finite number of lat-
tice sites, where each lattice site has values for density, pres-
sure, flow, etc. The single-particle distribution function,
which describes the probability of a particle traveling along a
particular direction and speed, is discretized to form a finite
set of displacement vectors connecting each lattice site to
adjacent sites.

The lattice Boltzmann equation20 describes the evolution
of the discretized particle distribution function, f i�x , t�, along
direction i as a function of time. The new time distribution
function is given by the equation

f i�x + �tei,t + �t� − f i�x,t� = −
1

�
�f i�x,t� − f i

eq�x,t�� , �2�

where � is a linear relaxation parameter and feq is the local
equilibrium distribution. The direction vectors for two di-
mensions are e0=0, e1-4= �cos ��i−1�� /2� , sin ��i−1�� /2��c
and e5-8=�2�cos ��i−5�� /2+� /4� , sin ��i−5�� /2+� /4��c.

The local equilibrium is expressed in the form of a qua-
dratic expansion of the Maxwellian distribution
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f i
eq = wi��1 +

3ei · u

c2 +
9�ei · u�2

2c4 −
3u2

2c2	 , �3�

where c is the reference lattice speed, c=�x /�t, and the
weight coefficients, wi, for a two-dimensional system are
w0= 4

9 , w1-4= 1
9 , and w5-8= 1

36.
The lattice Boltzmann equation may be rewritten to take

the form

f i�x + �tei,t + �t� = f i
eq�x,t� + 
1 −

1

�
��f i�x,t� − f i

eq�x,t�� .

�4�

The first term on the right-hand side represents the distribu-
tion function for the special case of �=1, which corresponds
to the kinetic viscosity

� =
1

6

� −

1

2
��x2

�t
. �5�

The second term is the additional shear term resulting from a
kinematic viscosity that is different from the reference case.
The lattice kinetics method21 replaces this second term with
an explicit calculation of the local stress based on velocity
gradients

f i�x + �tei,t + �t� = f i
eq�x,t� , �6�

where

f i
eq = wi��1 +

3ei · u

c2 +
9�ei · u�2

2c4 −
3u2

2c2

+ A�t
 �u�

�x�

+
�u�

�x�
�ei�ei�� �7�

and the coefficient A is related to the kinematic viscosity by
the expression

A = 0.75 − 4.5�
�t

�x2 . �8�

The new time density and velocity values are determined
using the expressions

��x + �tei,t + �t� = �
i

f i
eq�x,t� , �9�

�u�x + �tei,t + �t� = �
i

f i
eq�x,t�ei. �10�

This procedure is repeated for the specified number of time
steps until a steady-state solution is obtained. The result is a
second-order solution to the Navier-Stokes and continuity
equations.

A scalar transport equation is used to model both gas
species concentrations and energy. The convective transport
is described using an advection transport distribution func-
tion, fadv,i, which is calculated using the equilibrium distri-
bution functions from the lattice kinetics solution. The trans-
port equation for any scalar, 	, has the form

	�r,t + �t� = 	�r,t� −
1

�
�

i

fadv,i	
* − �t�

i

Di�
�r,t�

− 
�r + �tei,t�� + R�t , �11�

where D is the diffusivity coefficient, 
 is the diffusion po-
tential, and R is the volumetric generation rate. The star in-
dicates the upwind scalar value, depending on the sign for
fadv,i. The typical diffusion potential for gas species is con-
centration and the potential for energy is temperature.

B. Acoustic wave simulation model

The detailed acoustic wave model is used to determine
the net gas species flux as a function of local conditions,
such as frequency, amplitude, gas composition, etc. Simula-
tions were performed for both N2-H2 and Ar-He gas mix-
tures. The model consists of a 1600�3 strip with specified
value boundary on one end and an absorbing boundary on
the other. The system is initialized with uniform values for
density, pressure, temperature, and concentration. The speci-
fied value boundary begins to oscillate at the specified fre-
quency and amplitude, and the transient continues until the
traveling wave becomes fully developed.

The internal energy �U� transport equation, as it is cur-
rently formulated, results in a constant temperature solution
for the traveling wave. However, we know that the gas un-
dergoes an adiabatic expansion and compression. A term is
added to the internal energy equation to reflect the work done
as the gas moves from low to high pressure regions:

�U�r,t + �t� = �� − 1�
1

�
�

i

fadv,iu
*. �12�

The parameter �=cp /cv is related to the capacity of the sys-
tem to do work upon expansion. Adding this term, the energy
equation becomes

U�r,t + �t� = U�r,t� − �
1

�
�

i

fadv,iu
*

− �t�
i

�i�T�r,t� − T�r + �tei,t�� , �13�

where � is the thermal diffusivity and T is temperature.
The diffusion of chemical species is usually associated

with concentration gradients. However, barodiffusion is de-
fined as species diffusion driven by pressure gradients. The
mass flux is given by the expression from Bird et al.22

ji
P =

n2

�RT
�
j=1

n

MiMjDij�xjMj
 V̄j

Mj
−

1

�
�� � p , �14�

where Vj is the specific volume of component j, x is the mole
fraction, and n is the total mole concentration. The expres-
sion may be rewritten for a binary mixture as

jA
P = 
 n2

�2RT
�MAMBDABxA�1 − xA��MA − MB� � p �15�

and added to the species transport equation.
The acoustic wave model was tested by simulating a

high frequency traveling wave through pure argon gas. The
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frequency is 500 kHz and the amplitude of the density is
0.6�10−6 of the average value. A value of 1.666 was used
for gamma. A snapshot of the relative amplitude profiles for
density, pressure, and temperature are shown in Fig. 1. The
thermodynamic relationships for adiabatic expansion and
compression are

�2

�1
= 
P2

P1
�1/�

,
T2

T1
= 
P2

P1
���−1�/�

. �16�

The ratio of peak density to pressure values is approximately
0.6 and the ratio of peak relative temperature to relative pres-
sure values is approximately 0.4, which correspond to the
theoretical values for small amplitudes.

The acoustic wavelength in Fig. 1 is approximately
0.0632 cm, resulting in a speed of sound �c� of 316 m/s.
This value corresponds well to the experimental value of
319 m/s and the theoretical value of 319 m/s, obtained us-
ing the expression

c =��p

�
=��RT

M
. �17�

The effect of barodiffusion on the gas composition is shown
is Fig. 2. The pressure gradients during each cycle drive the
lighter component, in this case helium, toward the lower
pressure region. The result is a nonuniform concentration
profile that is out of phase with the density, pressure, and

FIG. 1. Relative amplitude profiles of density, pressure,
and temperature for pure argon.

FIG. 2. Relative excess pressure and excess helium
concentration as a function of location.
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velocity profiles. The net helium mole flux is calculated by
integrating the flux contributions over a cycle period, T,

ṅHe =
1

T


0

T

�V�t�nHe�t� − Dp�t� � p�t� − D12 � xHe�t�� dt ,

�18�

where Dp is the barodiffusion coefficient and D12 is the bi-
nary diffusion coefficient based on mole fraction.

C. Gas separations device model

The acoustic wave simulation model can be used to
characterize the relative motion of gas species for a limited
number of acoustic wavelengths, but it is not practical to
apply this level of detail in modeling a separation device.
The approach we are using is to develop an expression de-
scribing the net transport of a gas species as a function of
several variables including local composition, frequency,
pressure amplitude, etc. This expression is then implemented
in a device scale model.

The separation chamber is represented by a two-
dimensional simulation model with zero flux boundaries on
both ends. The gas species flux is applied using a positive
and a negative source term for each pair of adjacent lattice
sites. The model is initialized to a constant gas concentration
and a transient is performed until the system reaches a
steady-state solution.

IV. RESULTS AND DISCUSSION

The simulation methodology described in Sec. III was
applied to two systems. The approach was validated by com-
paring simulation results for the Tikhomirov8 system with
the concentration data. The method was then applied to a
theoretical gas separation device for argon-helium mixtures.
The results were used to design a separations device that has
been constructed and is currently being tested.

A. Tikhomirov system

The two scale simulation approach was tested using the
data from Tikhomirov et al.,8 who introduced an equimolar
mixture of nitrogen and hydrogen into a cylindrical chamber
30 mm in diameter and 200 mm in length. Both gas compo-
nents were assumed to have a gamma value of 1.4. The
transducer operated at a frequency of 670 kHz and the gas
was at atmospheric pressure.

A series of simulations as performed at different operat-
ing conditions. The results were then used to create expres-
sion for average hydrogen flux in the Tikhomirov system

ṅH2
= CAe−�x�2xH2

�1 − xH2
�
�MN2

− MH2
�

M̄
, �19�

where � is the frequency, xH2
is the local hydrogen mole

fraction, � is the amplitude attenuation factor, and M is the
local average molecular weight. The amplitude at the trans-
ducer face, A, is related to the applied power and a conver-
sion factor. The constant C is a function of the binary gas
system being evaluated.

This flux expression is implemented into the device
scale simulation model and a transient simulation was per-
formed to steady-state conditions. The results are shown in
Figs. 3 and 4. Figure 3 shows the hydrogen concentration
profiles as a function of time. At time equal zero, the hydro-
gen flux is constant throughout the device, so the only
changes occur at the two ends. Note that the change is larger
at the transducer end �x=0� due to attenuation of the travel-
ing wave. A steady-state profile is reached when the induced
flux due to barodiffusion is balanced by the molecular diffu-
sion in the opposite direction. The time to steady-state con-
centration profile is predicted to be approximately 3.5 h.

The change in hydrogen concentration at the end oppo-
site the transducer is shown as a function of time in Fig. 4.
The simulation results are compared to data taken from
Tikhomirov et al.8 The simulation results compare well to
the data, in most cases within the 7% measurement error,
indicating that the methodology we have developed is ca-
pable of predicting the performance of gas separation devices
based on barodiffusion.

FIG. 3. Hydrogen concentration profiles as a function of time �simulation of
Tikhomirov experiment�.

FIG. 4. Change in the hydrogen concentration as a function of time at the
end opposite the transducer �data from Tikhomirov et al.8�.
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B. Argon-helium separation simulations

The simulation methodology described above was ap-
plied to a separation device based on a transducer operating
at 500 kHz with 5 kW input power and a cylinder length of
20 cm. The device was assumed to contain either 50/50 or
10/90 argon and helium gas mixtures. A series of acoustic
wave simulations was performed to obtain an expression for
net helium flux as a function of local composition, ampli-
tude, etc., similar to that developed for the Tikhomirov sys-
tem �Eq. �20��. The flux expression was incorporated into the
device scale model and transient simulations were performed
for both gas mixtures.

The simulation results for the 50-50 argon/helium mix-
ture are presented in Figs. 5 and 6. The argon concentration
profile as a function of time is shown in Fig. 5. The profile
reached steady state in less than an hour as compared to
3.5 h in the validation case. In addition, a higher separation
ratio, or ratio of the mole fractions at the two ends, was
achieved �greater than 10� than the validation case �2.16�.
The argon concentrations at the two ends of the separation
cylinder are presented in Fig. 6. Over half of the separation
takes place in the first 10 min of the transient. The improve-

ment in separation performance is primarily due to the in-
creased power of the transducer. The change in binary gas
pair has only a modest impact on the performance.

The simulation results for the 10-90 argon/helium mix-
ture are presented in Figs. 7 and 8. The argon concentration
profile as a function of time is shown in Fig. 7. Note the high
degree of nonlinearity in the shape of the concentration pro-
file. This is due in part to the x�1−x� terms in the flux ex-
pression. The argon concentrations at the two ends of the
separation cylinder are presented in Fig. 8. The separation
ratio increased to greater than 1000 in this case.

These results demonstrate the potential of using travel-
ing acoustic waves to separate gas components. We are cur-
rently testing a device similar to the one described and we
intend to investigate the advantages and limitations of this
method.

V. CONCLUSIONS

A simulation methodology has been developed that ac-
curately predicts the performance of gas component separa-
tion devices based on traveling wave barodiffusion. The
method involves two types of lattice kinetics simulations,

FIG. 5. Argon concentration profile as a function of time for a 50/50 argon-
helium mixture.

FIG. 6. Maximum and minimum argon concentrations as a function of time
for a 50/50 argon-helium mixture.

FIG. 7. Argon concentration profile as a function of time for a 10/90 argon-
helium mixture.

FIG. 8. Maximum and minimum helium concentrations as a function of
time for a 10/90 argon-helium mixture.
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detailed acoustic wave simulations to develop a net flux ex-
pression based on local conditions, and a device scale model
to predict the transient evolution of the gas composition pro-
file. The model was validated using data from literature and
then applied to mixtures of argon and helium.
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Biomedical applications of photoacoustics, in particular photoacoustic tomography, require efficient
models of photoacoustic propagation that can incorporate realistic properties of soft tissue, such as
acoustic inhomogeneities both for purposes of simulation and for use in model-based image
reconstruction methods. k-space methods are well suited to modeling high-frequency acoustics
applications as they require fewer mesh points per wavelength than conventional finite element and
finite difference models, and larger time steps can be taken without a loss of stability or accuracy.
They are also straighforward to encode numerically, making them appealing as a general tool. The
rationale behind k-space methods and the k-space approach to the numerical modeling of
photoacoustic waves in fluids are covered in this paper. Three existing k-space models are applied
to photoacoustics and demonstrated with examples: an exact model for homogeneous media, a
second-order model that can take into account heterogeneous media, and a first-order model that can
incorporate absorbing boundary conditions.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2717409�

PACS number�s�: 43.35.Ud, 43.20.Px �TDM� Pages: 3453–3464

I. INTRODUCTION

The photoacoustic �PA� effect, in which the absorption
of light leads to the generation of an acoustic wave via the
thermoelastic expansion of the absorbing region, has found
application in many fields,1 some of the most important be-
ing spectroscopy,2,3 microscopy,4–6 and biomedicine.7 Bio-
medical photoacoustic tomography �PAT�, in particular, has
received increasing attention in recent years.8,9 Both clinical
and life sciences applications have been proposed, including
imaging of the breast,10 vasculature,11 and small animals.12,13

As soft tissue is usually highly optically scattering, imaging
to high resolution using purely optical means is difficult.
However, for acoustic waves, even up to tens of megahertz,
the scattering is considerably lower. PAT can therefore com-
bine the good resolution of ultrasound ��100 �m� with the
high contrast and spectroscopic advantages offered by im-
ages related to optical absorption.

Most PAT reconstruction algorithms assume that both
the sound speed and density in the sample are uniform.7,14–22

which is not true of soft tissue in general, particularly at high
frequencies. The extent to which the naturally occurring
acoustic heterogeneities distort the PAT images remains
largely an open question. One way to answer such questions

without undertaking extensive experimental studies is to
simulate the experimental measurements using a numerical
forward model, so that the effect of heterogeneities on image
resolution and artifact generation can be studied systemati-
cally. A further application of a photoacoustic forward model
is in model-based image reconstruction algorithms for
PAT.23,24 Model-based image reconstructions make no as-
sumptions of acoustic homogeneity, and form an image by
iteratively updating a forward model. For iterative recon-
struction algorithms such as this to be practical, it is impera-
tive that the forward model is computationally efficient.

A numerical, time domain, model based on Poisson’s
solution to the wave equation has been widely used for cal-
culating the pressure time history at a point from a photoa-
coustically generated source in homogeneous media.25,26

This model has also been adapted to accommodate small
sound speed heterogeneities.23 More recently, finite
difference27 and �frequency domain� finite element
methods28 have been presented as techniques for modeling
photoacoustics in heterogeneous media. This paper is con-
cerned with wave number domain or k-space methods, which
can achieve the same accuracy as the above-mentioned meth-
ods despite using a much coarser spatial grid, and can take
much larger time steps without causing instabilities. k-space
methods are therefore computationally efficient, and are
ideal as forward models in model-based image reconstruc-
tion algorithms for PAT. In addition to being efficient anda�Electronic mail: bencox@mpb.ucl.ac.uk

J. Acoust. Soc. Am. 121 �6�, June 2007 © 2007 Acoustical Society of America 34530001-4966/2007/121�6�/3453/12/$23.00



accurate, numerical k-space models in both two and three
dimensions are straightforward to encode. In view of these
advantages, it is surprising that k-space methods are not
more widely used for studying photoacoustic propagation. To
date, photoacoustic propagation has been calculated using
k-space methods only for homogeneous media.29–31 Here we
review two further k-space models,32,33 originally derived to
describe ultrasonic scattering due to heterogeneous media,
and by adding a photoacoustic source term to each, demon-
strate their use in photoacoustics with several examples.

II. FORWARD MODELS IN PHOTOACOUSTICS

A. Photoacoustic wave equation

The forward or direct problem in photoacoustics is to
predict the acoustic field as a function of time following the
absorption of an optical pulse. If a region of a fluid is heated
by the absorption of a pulse of light, then a sound wave is
generated. In a stationary fluid, under conditions whereby the
sound generation mechanism is thermoelastic and terms con-
taining the viscosity and thermal conductivity are
negligible—a regime called thermal confinement—the
acoustic pressure, p�x , t�, in the linear acoustic approxima-
tion and in the absence of absorption, obeys

�2p

�t2 − c2� � · �1

�
� p� = �

�H
�t

, �1�

where the sound speed c�x� and density ��x� vary with po-
sition x. � is a dimensionless constant called the Grüneisen
parameter, which indicates the efficiency of conversion of
absorbed optical energy �heat� to pressure, and is defined as
�=c2� /Cp, where � is the volume thermal expansivity and
Cp is the specific heat capacity. H�x , t� is the heat energy per
unit volume and per unit time deposited in the fluid and, like
the pressure p, will depend, in general, on both position x
and time t. When the sound speed and density are uniform,
so c�x�=c0 and ��x�=�0, then Eq. �1� becomes

��2/�t2 − c0
2�2�p = � � H/�t . �2�

If the photoacoustic source term H�x , t� is stationary, then it
may be separated into spatial and temporal components
H�x , t�=Hx�x�Ht�t�, where Hx�x� is the heat deposited in the
fluid per unit volume, and Ht�t� describes the temporal shape
of the pulse, normalized so that the integral of Ht is unity.
For instance, if the heating pulse is assumed Gaussian then

Ht�t� =
e−�t/��2

���
. �3�

As �→0 this pulse Ht�t�→��t� so if c� is much shorter than
a typical distance across the heated region, a regime known
as “stress confinement,” then the PA source term may be
considered to be instantaneous and well-represented by the
time-derivative of a � function. In this case, the forward
problem reduces to the initial value problem �IVP� for the
homogeneous wave equation

��2/�t2 − c0
2�2�p = 0 �4�

with initial conditions

p�t=0 = �Hx, � p/�t�t=0 = 0. �5�

In the examples below we assume x�R2, as it is more
straightforward to display images of a two-dimensional �2D�
wave field, but all the algorithms may be easily extended to
three spatial dimensions.

B. Models based on Poisson’s solution

Under conditions of thermal confinement, i.e., instanta-
neous heating, Poisson’s solution to the IVP in Eqs. �4� and
�5� may be used to calculate the acoustic field

p�x,t� =
�

4�c0

�

�t
	

A�t�

Hx�x��
R

dA , �6�

where R= �x−x��, and A�t� is the surface on which R=c0t and
is thus a function of time. The optical excitation pulse is
taken to occur at t=0. This equation has been implemented
numerically by a number of authors25,26 by defining Hx�x� /R
on a mesh and summing the contributions that lie within the
two circles A�t� and A�t+	t� for t=0, 	t , . . . . The resulting
time series is numerically differentiated to give the acoustic
pressure. This model was extended to take into account the
spatial averaging effect of a finite-sized detector by Köstli
and Beard,34 by convolving the detector volume D�x� with
Hx�x� prior to carrying out the integration over A. Xu and
Wang23 investigated the effects of sound speed heterogene-
ities on breast thermoacoustic tomography by developing
analytical expressions for the effect on the amplitude and
delay of a pulse. They concluded that the effect of a time
delay is more important in imaging, and so adapted Poisson’s
model to incorporate a first-order correction for different
times-of-flight through the heterogeneous medium, by warp-
ing the surface A.

The advantage of this model is that it is intuitive, and
can be an aid to visualizing the forward problem. It is, how-
ever, computationally inefficient, and limited in the degree to
which it can model boundaries or heterogeneous acoustic
properties. For more complex situations, one approach is to
turn to two well-established tools of numerical modeling:
finite element and finite difference methods.

C. Finite element and finite difference methods

The finite element �FE� method is a popular and power-
ful method for calculating numerical solutions to partial dif-
ferential equations because of its flexibility, accuracy, and
rigorous mathematical foundations. In this method, the solu-
tion is represented by a linear combination of N-dimensional
basis functions defined on the computational domain, and the
unknown amplitudes of these functions are calculated to give
a solution, exact at N nodes and approximate in between.
The flexibility in the choice of basis functions allows do-
mains and heterogeneities of any shape to be well-
approximated, and, more important, the basis functions can
be chosen to have support over only a small part of the
domain, so calculation of the unknown amplitudes can be
reduced to a sparse matrix equation for which there are effi-
cient solvers available. Heterogeneous material properties
can be straightforwardly included, and the well-developed
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mathematical fundamentals of the technique allow thorough
analyses of errors and sensitivities. Encoding the FE method,
however, is not as straightforward as the finite difference
�FD� or k-space methods discussed in the following, al-
though many commercial packages are now available to ease
this burden. Another disadvantage is that, when solving wave
problems with the FE method, about 10 nodes per wave-
length are required to represent the field accurately, so high-
frequency, large-scale, applications soon become intractable.
Jiang et al.28 have used the FE method to find low frequency
solutions of a PA Helmholtz-like equation which includes
terms for sound speed heterogeneity and acoustic absorption.

Another group of techniques that is in widespread use
for finding numerical solutions to partial differential equa-
tions is that of finite differences, in which derivatives in the
partial differential equation are approximated by differences,
thus converting the PDE into a difference equation which
can be solved numerically. FD models are less flexible than
FE models because, usually, a regular computational mesh
must be used. The high-frequency sampling requirement,
which is disadvantageous to FE methods, is a problem here
too. Nevertheless, the popularity of FD methods endures,
perhaps because of their conceptual simplicity. Huang et al.27

describe a FD time-domain simulation of PA propagation,
which includes nonlinear terms and dissipative effects, and is
therefore more general than any of the other models de-
scribed in this paper, although the underlying equations are
correspondingly more complex. For biomedical applications,
the assumptions of linearity and thermal confinement—
which are required for all the models in this paper—seem to
be valid, and allow considerable simplification of the gov-
erning equations, and therefore of the model.

For time domain problems, it is common practice to use
a FD approximation to the time derivative, whether the spa-
tial part of the solution is solved using FD or FE methods.
Approximating the time derivative in this way can introduce
numerical dispersion, in which the speed of the wave de-
pends, erroneously, on its frequency, thus distorting the
shape of pulses. To avoid this, small time steps must be
taken, further reducing the efficiency of both FE and FD time
domain models.

D. Pseudospectral and k-space models

The FE and FD methods, although excellent for many
applications, become cumbersome and slow when modeling
large scale, high-frequency acoustics applications, due to the
requirements for many mesh points for wavelength, and
small time steps required to minimize unwanted dispersion.
In this section we briefly describe the pseudospectral �PS�
method, which can help reduce the first of these problems,
and k-space propagators, to overcome the second.

In a simple FD scheme, the gradient of the field is esti-
mated by fitting a straight line between its values at two
mesh points. A better estimate of the gradient could be ob-
tained by fitting a higher-order polynomial to a greater num-
ber of points, and calculating the derivative of the polyno-
mial. The more points used, the higher the degree of
polynomial required, and the more accurate the estimate of

the derivative. The PS method takes this idea further and fits
a Fourier series to all the data on each line of the mesh. This
choice of interpolating function assumes that the solution is
periodic �the values and the derivatives at both ends of each
line of the mesh are the same� which will rarely be the case.
The “wrapping” effects of this assumption are common to PS
and k-space methods and are seen in the example in Sec. IV
A. Such effects can often be ameliorated using absorbing
boundary conditions �see Sec. V and references therein�.
There are two significant advantages to using Fourier series.
The first is that the amplitudes of the Fourier components
can be calculated efficiently using the Fast Fourier transform
�FFT�, and the gradient calculated simply as
F−1
ikxF
p�x���, where F
·� is a Fourier transform and
F−1
·� its inverse. The second advantage is that the basis
functions assumed by the FT are sinusoidal, so only two
nodes per wavelength are required in order to describe a
wave, rather than 10+ in the FE and FD methods.

Now, both PS time-domain �PSTD� and k-space meth-
ods calculate the spatial gradients using FFTs, as just de-
scribed. However, whereas the PSTD method approximates
the temporal gradient with a finite difference, in k-space
methods the field is propagated forward in time according to
a k-space propagator, which is exact for homogeneous me-
dia, and, for heterogeneous media, allows much larger time
steps for similar accuracy and stability to FD
methods.32,33,35–39 In Ref. 39 the k-space method is shown to
give more accurate results than a second-order FD method
for elastic wave propagation even when the time step is
larger. References 32 and 33 describe benchmark studies of
the accuracy of the k-space method in comparison with a
leapfrog PSTD method and a time domain FD method. Ex-
amples of propagation through samples realistic of soft tissue
were calculated using each model for a range of values of the
Courant-Friedrichs-Lewy number, CFL�c0	t /	x, and it is
shown that the error norm increases much more slowly with
CFL for the k-space method than for either of the other two
methods. It was also shown that the number of mesh points
per wavelength required for a given accuracy is much less
�3 as opposed to 10� for the k-space method than for the
FD method.

As well as being efficient by virtue of the reduced point-
per-wavelength requirement, the use of the FFT to calculate
the gradients in k space, and larger time steps made possible
by the k-space time propagator, another attraction of k-space
models is that they are straightforward to encode. In this
paper, three efficient, k-space forward models of photoacous-
tic wave generation and propagation are described. All three
calculate the acoustic field as a function of time, given an
arbitrary distribution of absorbed optical energy. This first
model applies only to homogeneous media,29 whereas the
second32 and third33 include the effects of acoustic heteroge-
neities, i.e., spatial variations in the sound speed and density.
The differences between the second and third are that the
latter can incorporate absorbing boundary conditions and
bulk acoustic absorption.
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III. k-SPACE MODEL FOR A HOMOGENEOUS
MEDIUM

When the sound speed and density are constant every-
where, then the photoacoustic waves propagate according to
Eq. �2�. Following spatial Fourier transformation, Eq. �2�
becomes an ODE in time, describing the motion of plane
waves with wave vector k= �kx ,ky�,

� d2

dt2 + �c0k�2�p̂ = Ŝ�t� , �7�

where the caret indicates a function in k space, and k is the

modulus of k. The source term Ŝ�t� is given by

Ŝ�t� = �Ĥx
�Ht

�t
. �8�

The Green’s function solution to Eq. �7� is

p̂�k,t� = 	
0

t

ĝ�t − t��S�t��dt� �9�

=�Ĥx	 ĝ�t − t��
dHt

dt�
�t��dt�, �10�

where the Green’s function ĝ is a solution to d2ĝ /dt2

+ �c0k�2ĝ=��t� and is given by

ĝ�k,t� = �0, t � 0

sin�c0kt�/�c0k� , t 
 0.
�11�

When Ht�t�=��t�, an instantaneous pulse at t=0, the solution
for the pressure becomes

p̂�k,t� = �Ĥx	 � sin�c0k�t − t���
c0k

����t��dt�

= �Ĥx cos�c0kt� �12�

so the acoustic field at time t following an optical pulse at
t=0 can be calculated using

p�x,t� = �F−1
Ĥx�k�cos�c0kt�� . �13�

This is an exact solution, so the acoustic field can be calcu-
lated directly for any time t without having to step through
the previous times from t=0. In this sense, the cos�ckt� term
in Eq. �13� can be considered as an exact time propagator.
�To calculate pressure time histories on just a single plane
perpendicular to the axis of symmetry in a radially symmet-
ric field, the vertical wave-number-frequency mapping tech-
nique described in Cox and Beard29 is considerably more
efficient.�

It is instructive to see that the solution in Eq. �13� can be
written as an explicitly time-stepping, finite-difference-style
solution, in which the field at t+	t is calculated from the
field at times t and t−	t. Consider the transformed field,
p̂�k�, at the two times t+	t and t−	t:

p̂�t + 	t� = �Ĥx cos�c0k�t + 	t��

= �Ĥx�cos�c0kt�cos�c0k	t�

− sin�c0kt�sin�c0k	t�� , �14�

p̂�t − 	t� = �Ĥx cos�c0k�t − 	t��

= �Ĥx�cos�c0kt�cos�c0k	t�

+ sin�c0kt�sin�c0k	t�� . �15�

So,

p̂�t + 	t� + p̂�t − 	t� = 2�Ĥx cos�c0kt�cos�c0k	t�

= 2p̂�t�cos�c0k	t�

= 2p̂�t��1 − 2 sin2�c0k	t/2�� �16�

and rearranging gives

p̂�t + 	t� − 2p̂�t� + p̂�t − 	t� = − 4 sin2�c0k	t/2�p̂�t� .

�17�

This is a time-stepping solution for which steps 	t of any
size may be used without introducing error. This is an exact
rearrangement of Eq. �13�, so by using the initial conditions

p̂�−	t�=�Ĥx cos�c0k	t� and p̂�0�=�Ĥx, exactly the same
solutions for any t�0 will be calculated. By comparing Eq.
�17� to a pseudospectral, leapfrog FD scheme, based on Eq.
�7� in the absence of the source term,

p̂�t + 	t� − 2p̂�t� + p̂�t − 	t�
	t2 = − �c0k�2p̂�t� �18�

we can see that the 4 sin2�c0k	t /2� term in Eq. �17� has
replaced the term �c0k	t�2 in Eq. �18�. For small time steps
these are equal, but for larger time steps the latter leads to
numerical dispersion whereas the former provides an exact,
dispersion-free, solution. Of course, with �-function heating,
there is no need for such a time stepping scheme as we have
an exact propagator for arbitrarily large time steps, Eq. �13�.
Indeed, the solution for a finite-duration Gaussian excitation
pulse could be obtained by multiplying the Fourier transform
of Eq. �3� to the other k-space terms in Eq. �13�. However,
when considering a source with an arbitrary temporal pulse
shape, or propagation through heterogeneous media, a time-
stepping scheme may be required. We can extend the time-
stepping scheme in Eq. �17� to include a source with an
arbitrary pulse shape:

p̂�t + 	t� − 2p̂�t� + p̂�t − 	t� = − 4 sin2�c0k	t/2��p̂�t�

−
Ŝ�t�

�c0k�2� . �19�

A. Example: Laser beam incident on an absorbing
half-space

A two-dimensional �2D� example of a tophat laser beam
incident on a pure �nonscattering� absorber is used to dem-
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onstrate the homogeneous model in Eq. �19�. Figure 1 shows
the arrangement: A collimated laser beam with a
6 mm diameter tophat profile, indicated by an arrow, is inci-
dent on an optically absorbing half-space, the surface of
which is marked by a dotted line. The optical absorption
coefficient �a=5 mm−1. The absorbed optical energy results
in a spatially varying heating function, Hx�x�, which decays
exponentially from the boundary according to the Beer-
Lambert law, and is shown in Figs. 1 and 2 �top left� as a
dark region. As this example has 2D symmetry, with no
variation into or out of the plane of the paper, the tophat
beam effectively models a three-dimensional �3D� line
source. The laser fluence at the surface of the absorber was
set to 10 mJ/cm2 �i.e., 10 mJ/cm per cm into the plane of
the paper�. The sound speed and density were 1500 m/s and
1000 kg/m3, respectively, and the Grüneisen parameter �
=0.11, their values in water �the major constituent of soft
tissue�. The 2D computational grid of 10 mm�10 mm, was
divided into 600�600 squares, which limited the maximum
frequency to about 60 MHz. The absorbed energy distribu-
tion was smoothed to ensure there were no wave number
components higher than about 0.8� /	x where 	x is the grid

spacing. The time t=0 was defined as the midway point of
the temporal heating pulse, Eq. �3�, whose pulse width was
�=8.33 ns, and so the program was set to begin at a time
well before this so as to include all of the first half of the
pulse. The validity of the use of a Gaussian function to ap-
proximate the instantaneous, �-function, heat deposition is
examined in the following. All the models in this paper were
written in MATLAB �Release 13, The Mathworks, Inc.�.

Figure 2 shows the pressure field as it evolves, at times
0, 0.33, 0.66, and 1 �s following the laser pulse. This acous-
tic pressure field can be described as a combination of two
compressive plane waves and two circular, edge waves
which have a tensile component. The pressure as a function
of time for a point located at the point �−1,0� is shown in
Fig. 6.

B. Example: Line source with a Gaussian profile

The use of a Gaussian temporal function to approximate
a � function �instantaneous heating� is valid for a pulse
whose duration is much shorter than the acoustic travel time
across the region of support of the source Hx. �The “stress
confinement” condition.� With the above example, this be-
comes the requirement that the pulse width ��1/ ��0c0�
=133 ns, so the condition was met. An implication is that the
less stringent assumption of “thermal confinement,” required
for Eq. �1� to hold, is also valid. To check this assumption, a
comparison has been made with an analytical solution.

Diebold and Sun40 provide an analytical solution for an
infinitely long, cylindrical source distribution with a Gauss-
ian radial profile that is instantaneously deposited at t=0.
This can be modeled in 2D by assuming the axis of the
cylinder is directed perpendicular to the 2D plane. A com-
parison between Diebold’s solution and the homogeneous
k-space model shows that it is reasonable to model the tem-
poral dependence of the photoacoustic source term with a
Gaussian when the stress confinement condition applies. For
a source profile with a radial width =1 mm, the stress con-
finement condition is �� /c0=0.67 �s. To calculate Fig. 3
� was set to 0.01 �s, well within this criterion. Figure 3
shows how the acoustic pressure varies with time at a point
3 mm off axis. The time series were calculated using Die-
bold’s solution �solid line� and the homogeneous k-space
model �circles�, and they show good agreement. Additional

FIG. 1. A collimated laser beam with a 6-mm-diam tophat profile, indicated
with an arrow, is incident on an optically absorbing half-space, the surface
of which is marked by a dotted line. The optical absorption coefficient �a

=5 mm−1. The absorbed energy distribution decays exponentially from the
boundary according to the Beer-Lambert law. The laser fluence at the sur-
face was 10 mJ/cm2 �i.e., 10 mJ/cm per cm into the plane of the paper�.
The sound speed and density were 1500 m/s and 1000 kg/m3, respectively,
and the Grüneisen parameter �=0.11. The evolution of this acoustic field is
shown in Fig. 2.

FIG. 2. The evolution of the photoacoustic pressure field for the arrangement shown in Fig. 1. The acoustic pressure is shown at times t=0, 0.33, 0.66, and
1 �s following the laser pulse, calculated using the homogeneous model of Sec. III. The linear grey scale is from −10 kPa �white� to 40 kPa �black�.
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examples, comparing a model of photoacoustic propagation
based on Poisson’s solution, Eq. �6�, to the k-space model of
Eq. �13� can be found in Cox and Beard.29

IV. HETEROGENEOUS MEDIUM: SECOND-ORDER
k-SPACE MODEL

An accurate model of the propagation of PA waves in
tissue must include the effects of the sound speed and density
heterogeneities. We follow the approach taken by Mast et
al.32 By defining a new variable f�x , t�� p�x , t���x�−1/2,
sometimes called a Liouville transform, the wave equation
for inhomogeneous media, Eq. �1�, may be rearranged into
the homogeneous form of the wave equation with effective
source terms due to sound speed and density heterogeneities
on the right-hand side:

�2f −
1

c0
2

�2f

�t2 =
1

c0
2�q +

�h

�t
+

�2v
�t2 � , �20�

where c0 is a fixed sound speed, usually chosen as the maxi-
mum of c�x� for reasons of stability. There are three terms on
the right-hand side corresponding to waves generated in
three different ways: at changes in density, Eq. �21�, photoa-
coustically, Eq. �22�, and at changes in sound speed, Eq.
�23�:

q�x,t� = c0
2���x��2���x�−1/2�f�x,t� , �21�

h�x,t� = − ��x�−1/2�H�x,t� , �22�

v�x,t� = �c0
2/c�x�2 − 1�f�x,t� . �23�

As the heating pulse is assumed to be Gaussian, Eq. �3�, the
photoacoustic source term becomes

�h�x,t�
�t

= �−1/2�Hx�x��2te−�t/��2

�3��
� . �24�

Now, by introducing the auxiliary field, w= f +v, and trans-
forming from x space to k space, Eq. �20� may be rearranged
into the form

�ŵ2

�t2 = �c0k�2�v̂ − ŵ� − q̂ −
� ĥ

�t
, �25�

where �2 has been replaced by −k2. Eliminating f from Eqs.
�21� and �23� gives

q̂�k,t� = c0
2F
�̃�x��w�x,t� − v�x,t��� , �26�

v̂�k,t� = F
�1 − �c�x�/c0�2�w�x,t�� , �27�

where we have used the shorthand �̂��1/2�2��−1/2�. By com-
paring Eq. �25� with Eqs. �7� and �19� we see that it may be
approximated by

ŵ�k,t + 	t� − 2ŵ�k,t� + ŵ�k,t − 	t�

 4 sin2� c0k	t

2
��v̂ − ŵ

�q̂ + � ĥ/�t�
�c0k�2 � . �28�

Given two initial conditions, ŵ�k ,−	t� and ŵ�k ,0�, this dif-
ference equation may be used to step the field ŵ forward in
time. Here, both initial conditions are set to zero. In the
homogeneous limit, this gives exact solutions, and is equiva-
lent to Eq. �19�.

So, with w�−	t�=w�0�=0 and �h /�t known for all t
from Eq. �24�, the procedure for calculating the pressure field
as function of time using this model is as follows: For every
t calculate, in this order, v̂�k , t� using Eq. �27�, v�x , t� by
transforming v̂, q̂�k , t� using Eq. �26�, and ŵ�k , t+	t� using
Eq. �28�. The acoustic pressure may then be obtained from
p�x , t�=�1/2�w�x , t�−v�x , t��.

Examples including acoustic heterogeneities. The ex-
ample of a light pulse with a tophat profile, used in Sec. III A
to demonstrate the homogeneous model of Eq. �19�, is
adapted to show the effect of an acoustic homogeneity on the
field, using the above-described model. A single, circular het-
erogeneity with sound speed and density half of their values
in the surrounding tissue was included as shown in Fig. 4.
All other parameters in the example were left unchanged.
While such a great change in sound speed is rare within soft
tissue, even greater contrasts can be found at air or vapor
pockets. The main reason for choosing a large contrast here
was in order to produce a significant reflection and distortion
of the wavefront to best show the capabilities of the model.
The density and sound speed distributions were smoothed to
remove wavenumber components higher than about
0.8� /	x. The time increment 	t was set to 2.78 ns, well
inside the Nyquist requirement �Sec. VI�. This model took
about 2 s per time step on a 2 GHz PC with 768 Mbytes
RAM.

Figure 5, like Fig. 2, shows the evolution of the acoustic
wave with time. The acoustic pressure is shown at times t
=0, 0.33, 0.66 and 1 �s following the laser pulse. The
slower passage of the wavefront through the circular region

FIG. 3. Acoustic pressure 3 mm off axis for an infinitely long impulsive
heating source with a Gaussian radial profile. Analytic solution �solid line�
which assumes instantaneous �� function� heat deposition, and k-space
model for a homogeneous medium �circles�, which uses a Gaussian approxi-
mation to the temporal � function. When the stress confinement condition
holds, as in this case, this approximation gives good agreement. The Gauss-
ian radial width =1 mm.
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of lower sound speed, and the resulting distortion of the
plane wavefront is clearly visible. The wave reflected from
the heterogeneity can also be seen. Figure 6 shows time se-
ries calculated for a point 1 mm to the left of the center of
the image, for both the acoustically homogeneous �solid line�
and heterogeneous �dashed line� cases. The reflected wave
can be seen arriving at about 1.5 �s, in between the plane
and edge wave components of the initial wavefield.

The tophat example, Figs. 5 and 6, was chosen to show
clearly the wavefront distortion and reflection caused by a
single acoustic heterogeneity. The following example shows
the acoustic radiation from three circular sources, which
could, for instance, be used to represent blood vessels. Fig-
ure 7 shows the pressure field at times of 0, 0.33, 0.66,…
2.33 �s. The sound speed and density are 1500 m/s and
1000 kg/m3, respectively, and the position of a rectangular
heterogeneity �c=1000 m/s ,�=750 kg/m3�, which distorts
the circular wavefront from the right-most tube, is indicated
by a dotted line. It is a result of the periodicity inherent in the
FFT, that when a wavefront reaches the boundary of the
image, it “wraps around” and appears on the other side. This
can be seen with the wave from the leftmost source, which
appears on the right-hand side of the last three frames. For
calculations of transient fields, it may be possible to use a
sufficiently large computational domain to avoid this wrap-
around problem, or if only the pressure at a single point is
required, to stop the calculations before the first arrival of a

wrapped wave reaches that point. Nevertheless, for simulat-
ing measurements over an array it is not ideal to have to use
a mesh considerably larger than the array in order to avoid
the wrapped wave. For 3D problems, the number of elements
in the mesh increases by eight times each time the linear
dimensions are doubled, so the size of the computation soon
becomes very large. Section V describes a first-order model
for which absorbing boundary conditions can be prescribed,
thus removing this problem.

V. HETEROGENEOUS MEDIUM: FIRST-ORDER
k-SPACE MODEL

Both Eqs. �17� and �18� are discretizations of �2p̂ /�t2

=−�c0k�p̂. Both models use −k2p̂ in place of the Laplacian,
�2, but whereas Eq. �17� uses a k-space time propagator, Eq.
�18� employs a finite-difference approximation to time de-
rivative. By rewriting Eq. �17� as

p̂�t + 	t� − 2p̂�t� + p̂�t − 	t�
	t2 sinc2�c0k	t/2�

= − �c0k�2p̂�t� �29�

it is clear that—so far as the time derivative is concerned—
the k-space models described above can be thought of as FD

FIG. 4. An example identical to Fig. 1, except for the circular heterogeneity
with sound speed and density half that of the surrounding medium.

FIG. 5. The evolution of the photoacoustic pressure field for the arrangement shown in Fig. 4, including a circular heterogeneity. The acoustic pressure is
shown at times t=0, 0.33, 0.66, and 1 �s following the laser pulse, calculated using the homogeneous model of Sec. III. The linear grey scale is from −10 kPa
�white� to 40 kPa �black�. The wave reflected from the heterogeneity, and the distorted wave front due to the reduced sound speed are clearly visible.

FIG. 6. Pressure time histories calculated for the point �−1,0� �see Figs. 2
and 5�, for both the acoustically homogeneous �solid line� and heteroge-
neous �dashed line� cases. The additional wave, reflected from the acoustic
inhomogeneity, is clear.
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models in which 	t2 has been replaced by 	t2 sinc2�c0k	t /2�
in the approximation of �2 /�t2. We can also see that replac-
ing the spatial derivative −k2 with −k2 sinc2�c0k	t /2� would
give the same solution. Exact solutions for the homogeneous
case can be therefore be obtained by replacing

the Laplacian with −k2 sinc2�c0k	t /2� and calculating the
temporal derivative using standard finite-differences. This
observation is the motivation for the model described below.

While the two models described in Secs. III and IV are
based on second-order equations, this k-space model, first
described by Tabei et al.,33 is based instead on the linearized
conservation of momentum and mass equations. These first-
order equations, with additional terms which act as an ab-
sorbing boundary condition �ABC� to overcome the wrap-
around problem, are

FIG. 7. The acoustic pressure field radiated from three circular photoacoustic sources is shown every 1/3 �s following an excitation light pulse. The sound
speed and density are 1500 m/s and 1000 kg/m3, respectively. The position of a rectangular acoustic heterogeneity �1000 m/s, 750 kg/m3�, which distorts the
wavefront on the right of the image, is indicated by a dotted line. The periodic boundary conditions implicit in this model cause the acoustic waves to wrap
around when it reaches the edge of the computational domain.
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�u

�t
= −

�p

�
− � · u , �30�

�p

�t
= − �c2 � · u + �H − ��x + �y�p , �31�

where �H is the PA source term and the two terms contain-
ing �= ��x�x� ,�y�x�� represent the ABC. The principle ad-
vantage of using two first-order equations is that the vector
u= �ux ,uy� appears explicitly and it is therefore possible to
introduce direction-dependent absorption, which cannot be
done when only the scalar p is available. By defining the
absorption � to be zero everywhere except in a layer close to
the edges of the domain, and in that layer to be zero in all
directions except normal to the boundary, the amplitude of
the waves leaving the domain �and only those leaving the
domain� can be reduced to virtually nothing, and the wrap-
around problem is eliminated. For instance, for a rectangular

domain, �x would be chosen to be zero everywhere except
within a layer close to the two boundaries perpendicular to
the x axis, within which it increases nonlinearly to ensure all
the outgoing energy is absorbed. �y would be treated simi-
larly in the y direction. This type of ABC is also called a
perfectly matched layer.41–43 Note that, as expected, Eqs.
�30� and �31� can be reduced to the second-order wave equa-
tion, Eq. �1�, when �=0.

As described earlier, instead of the usual k-space substi-
tution for the Laplacian �2→−k2, we use

�2 → − k2 sinc2�c0k	t/2� . �32�

To solve Eqs. �30� and �31� numerically, however, expres-
sions for � /�x and � /�y are required, not �2. As �2

��2 /�x2+�2 /�y2 and k2=kx
2+ky

2, we choose � /�x
= ikx sinc�c0k	t /2�. In other words,

�p

�x
= F
ikx sinc�c0k	t/2�p̂� �33�

and similarly for the gradient in the y direction. To enable the
numerical calculations, the pressure is divided into two parts,
p= px+ py, and Eqs. �30� and �31� are split into four equa-
tions:

u̇x = − �p/� − �xux, �34�

u̇y = − �p/� − �yuy , �35�

ṗx = − �c2 � ux/�x + �H/2 − �xpx, �36�

ṗy = − �c2 � uy/�y + �H/2 − �ypy . �37�

These equations are then discretized using a standard finite-
difference scheme in time and Eq. �33� for the spatial deriva-
tives. When solving for two variables, here the pressure p
and particle velocity u, it can be advantageous to use two
offset �staggered� grids. This model with staggered grids
�and also including bulk absorption due to relaxation pro-

FIG. 8. The acoustic pressure field radiated from three circular photoacous-
tic sources, as shown in Fig. 7, at 2 and 2.33 �s following an excitation light
pulse. The sound speed and density are 1500 m/s and 1000 kg/m3, respec-
tively. The position of a rectangular acoustic heterogeneity
�1000 m/s ,750 kg/m3�, which distorts the wave front on the right of the
image, is indicated by a dotted line. In contrast to the final two frames of
Fig. 7, the acoustic waves do not wrap around when they reach the edge of
the computational domain, but are rather attenuated to almost zero, due to
the absorbing boundary condition.

FIG. 9. The tissue properties for the example shown in Fig. 10. The sound
speed and density of each region were set to: muscle, 1590 m/s and
1040 kg/m3, fat, 1450 m/s and 900 kg/m3, marrow, 1480 m/s and
1000 kg/m3, and bone, 3200 m/s and 1900 kg/m3.
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cesses� is described in Tabei et al.33 Such an implementation
was used for the following examples.

Examples using the first-order model. The example
shown in Fig. 7, which was calculated using the second-

order model of Sec. IV, was recalculated using the first-order
model described above which incorporated an absorbing
boundary condition. In the last few frames in Fig. 7 the prob-
lem of the wave front wrapping around and appearing on the

FIG. 10. Propagation of acoustic waves from a small, circular, photoacoustic source, through a heterogeneous medium with tissue-like properties �see Fig. 9�.
The frames are snapshots of the acoustic field at intervals of 0.21 �s following the optical pulse. The boundaries between the regions with different acoustic
properties are superimposed, to show how the wave fronts are distorted by the heterogeneities.
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far side of the image is evident. Figure 8 shows the pressure
field at times corresponding to the last two frames of Fig. 7,
but calculated by the first-order model. It is clear that the
wrapping problem has been removed.

The final example, shown in Fig. 9, contains a degree of
heterogeneity more representative of tissue. The model can
account for continuously varying acoustic properties, al-
though here the domain is divided into four types of tissue
with different acoustic properties. The sound speeds and den-
sities of the four tissue types were set to: muscle, 1590 m/s
and 1040 kg/m3, fat, 1450 m/s and 900 kg/m3, marrow,
1480 m/s and 1000 kg/m3, and bone, 3200 m/s and
1900 kg/m3. A small circular PA source, that could for in-
stance represent a blood vessel or a tumor, or a region with
high chromophore concentration for another reason, is
shown in the first frame of Fig. 10. This simple PA source
was chosen so that the effect of the inhomogeneities on the
wave fronts would be readily observable. It would be quite
as straightforward to define a PA source with a complex ge-
ometry. The boundaries between the different tissue types
have been superimposed on the images. The greyscale has
been set the same in each image, which has led to some
thresholding of the wave amplitude in the first few images.
This allows the reflected and refracted waves to be seen more
clearly. The frames are spaced by 0.21 �s. The most signifi-
cant change to the circular wave front is, as expected, from
the tissue-bone interface, where there is the greatest acoustic
impedance change. The reflected wave and the reduced am-
plitude of the transmitted wave are visible. The distorting
effect of the differences in the sound speed between the
muscle and fat regions of the tissue can also be seen, for
example, on the left-hand side of the wave.

VI. DISCUSSION

PA sources or distributions of acoustic properties that
contain discontinuities or very large gradients at some points
require high wave numbers in order to describe them accu-
rately. In FFT-based, k-space methods, there is a limit to the
highest permissible wave number, a requirement imposed by
the need to prevent aliasing �when a wave number compo-
nent is undersampled and appears at a lower wave number�.
There must be no components higher than the Nyquist wave
number, defined as 0.5�2� /	x�, where 	x is the grid spac-
ing. It is therefore important, when using k-space methods, to
spatially smooth the acoustic properties and the spatial part
of the source term in order to ensure there are no components
at wave numbers above this limit. This could be considered
to be a disadvantage to the k-space approach, because
smoothed—and therefore approximate—versions of the
sound speed, density, and source distributions are used when
calculating the acoustic field. However, the high wave num-
ber components, which are removed by smoothing, would
only have contributed to the high frequency part of the field,
and as, in practice, all measurements are bandlimited by the
detectors or ultrasonic absorption to some extent, only those
wave numbers that contribute to the measured field are re-
quired for the model to simulate the acoustic pressure mea-
surements accurately. In other words, when modeling mea-

surements made by a pressure detector with a finite
bandwidth, it is not necessary to include components of the
field outside this bandwidth. Indeed, to obtain accurate simu-
lations of data measured with a real, nonidealized, detector, a
wave number model of the angle- and frequency-dependent
response of a sensor44 can be incorporated into a k-space
model simply by multiplication, and without requiring an
explicit convolution.

When calculating acoustic pressure time histories, it is
important to ensure the time step, 	t, is sufficiently small to
ensure the sampling rate is greater than the temporal Nyquist
rate �i.e., half the maximum frequency�. With k-space models
this requirement is that 	t is less than the minimum value of
	x /c. For the above examples, 	t was 0.2−0.4	x /c.

All the models described in this paper are for photoa-
coustically generated waves propagating in fluids. In some
circumstances it will be necessary to include the effect of
shear waves on the propagation. k-space models for elastic
wave propagation in solids have also been described,39 and
could be applied in these cases.

VII. SUMMARY

k-space models have been proposed as a straightforward
and computationally efficient approach to modeling the for-
ward problem in biomedical photoacoustics, in particular, to
simulating, accurately, time series measured with a bandlim-
ited detector. k-space models of photoacoustic waves can be
significantly more efficient than corresponding FE and FD
methods, as k-space methods address the particular difficulty
of modeling high-frequency acoustic waves on a large scale
by requiring fewer mesh points per wavelength and allowing
larger time steps without reducing accuracy or introducing
instability. The k-space method of numerical modeling of
photoacoustic waves in fluids is described, and the rationale
behind three particular k-space models �one for homoge-
neous media, one for heterogeneous media, and a model that
can incorporate absorbing boundary conditions� has been ex-
plained. Examples of photoacoustic wave propagation in het-
erogenous, tissue-like, media are given.
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Hollow piezoelectric cylindrical shell transducers may be made directional for underwater acoustic
applications by the use of suitable acoustical baffles and the operational bandwidth may be extended
by using multiple resonant modes. A theoretical and experimental investigation was performed for
circumferentially baffled piezoelectric cylindrical shell transducers operating in the zero and one
modes of extensional vibration. The frequency responses and directivity patterns were analyzed
under various conditions of energizing separate halves of electrodes. It was found that the broadest
frequency response with nearly constant beamwidth can be obtained when the two halves of the
piezoelectric ring are electromechanically excited 90 deg out-of-phase. The experimental results
obtained with a proof-of-concept transducer were in good agreement with the theoretical
predictions. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2722053�
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I. INTRODUCTION

Radially polarized piezoelectric cylindrical shell trans-
ducers are commonly used for underwater acoustic applica-
tions. The fundamental extensional mode �zero mode� is em-
ployed for various applications of omni-directional
projectors and hydrophones, where the uniform voltage is
applied to the inner and outer electrodes of the piezoelectric
ring element. The applications employing other extensional
modes �predominantly the mode one� are also well
known,1–4 where the inner and outer electrodes of the piezo-
electric ring are scored into two halves and the electric field
is applied to each half with opposite phase and the resulting
directivity pattern is a cosine, the characteristic of a dipole.
In receive mode, such a configuration is common for direc-
tional sonar buoys.

The electromechanical excitation of multiple extensional
modes was considered under the arbitrary distribution of the
electric field in Ref. 5. Analytical calculations were de-
scribed for cylindrical shell transducers under various acous-
tical loading conditions, which can be introduced by the ap-
plication of an acoustic baffle to a part of the cylindrical
surface of the transducer. The circumferentially baffled cy-
lindrical shell transducer, illustrated in Fig. 1, has directional
radiation characteristics that remain relatively constant over
a broad frequency range near and between the lowest exten-
sional resonances.

The objective of this paper is to investigate the effects of
simultaneous excitation of the zero and one extensional
modes on the electroacoustical performance of baffled cylin-
drical shell transducers. The operation of a multimode trans-
ducer is evaluated theoretically in Secs. II and III and con-

firmed with an experiment prototype transducer and a dual
amplifier driven in quadrature-phased conditions presented
in Sec. IV.

II. MODAL ANALYSIS OF A BAFFLED CYLINDRICAL
SHELL TRANSDUCER

The multimode electromechanical transducer employing
extensional vibrations of piezoelectric ceramic rings was
theoretically analyzed in Ref. 5, where a multi-contour
equivalent circuit of the transducer was introduced and the
general expressions for the parameters of the equivalent cir-
cuit were presented as functions of the electric field distribu-
tion in the body of the piezoelectric rings. The fundamental
resonance frequency is given as f0=cpiezo/ ��D�, where cpiezo

and D are the sound speed and mean diameter of the piezo-
electric material, and the sequence of resonance frequencies
corresponding to the normal modes of vibration is given as
f i=�1+ i2f0, where i=0,1 ,2 ,3 , . . . . The actual modes that
are excited depend on the particular electric field distribution
applied to the cylinder. For example, when one half of the
inner and outer electrodes is excited electromechanically
�such that the electric field distribution �E���=1 for ���

a�Author to whom correspondence should be addressed. Electronic mail:
dbacoustics@cox.net

FIG. 1. Cross-section geometry of a baffled cylindrical shell transducer: a
piezoelectric ring with electrodes scored into two halves and circumferential
baffle.
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�� /2�, the zero and one modes are dominant and strongly
excited. The extensional mode number two, as well as all
higher order even modes, are not excited due to symmetry,
and the mode three, f3=�10f0, has a negligible contribution
in the frequency range below approximately 2f0 as is shown
in Ref. 2. Hence, the equivalent circuit of the baffled cylin-
drical shell can be reduced to the two-contour circuit as
shown in Fig. 2.

The electromechanical transformation coefficient, com-
pliances, mass, and dielectric constants for the zero and one
modes are presented in Table I for several excitation condi-
tions, where s11

E is the elastic constant, a, t and h are the
mean radius, thickness, and height of the piezoelectric cylin-
der, respectively; and k31 is the piezoelectric material cou-
pling coefficient.

The parameters related to the acoustic field must be de-
termined under consideration that a part of the transducer
surface is covered with a circumferential baffle. In the
present analysis, it is assumed that a half of the cylindrical
surface is covered with a perfectly rigid baffle. Assuming
that the height H of a transducer, which may be comprised of
multiple rings of height h, is sufficiently large �i.e., H is
comparable with the wavelength � in water�, the radiation
impedance of the cylinder per unit height can be considered
equal to the radiation impedance of the infinitely long cylin-
der. The calculations of the nondimensional coefficients of
the self-radiation impedances Zac,ii ��ii and �ii� and of the
intermodal radiation impedance zac,01 ��01 and �01� are pre-
sented in Ref. 5 and reproduced in Fig. 3. The radiation

impedances in the equivalent circuit in Fig. 2 can thus be
determined as Zac,00=�a��00+ j�00�, Zac,11= ��a /2���11

+ j�11�, and zac,01=zac,10= ��a /2���01+ j�01�.
The modal velocities U0 and U1 can be found as the

solution of the following set of Kirchhoff’s equations that
represent the two-contour equivalent circuit,

�Zm,0 + Zac,00�U0 + zac,01U1 = N0V ,

�1�
zac,10U0 + �Zm,1 + Zac,11�U1 = N1V ,

where V, Ni, and Zm,i= j�Meqv,i+1/ j�Cm,i
E +rm,i are the input

voltage, modal electromechanical transformation coeffi-
cients, and mechanical impedances, respectively. It should be
noted that when used with a baffle, even if only one of the
modes is electromechanically active, the other mode is also
excited because the two contours of the equivalent circuit are
acoustically coupled �intermodal interaction� by the coupled
impedance Zac,i�=zac,i�U� /Ui, where i, �=0 or 1.

The modal sound pressures can be found by substituting
the modal velocities into the expression of the sound pres-
sure generated by a baffled cylindrical shell transducer,

Pi�r,	,�� = 
c
�ka

2
� 2

�kr
e−j�kr−�/4�Uikdif f,i���cos i	 ,

�2�

where r is the perpendicular distance from the cylindrical
axis to the field observation point, 	 is the azimuthal angle
that makes with the reference plane, k is the wave number,
and kdif f,i ��� is the modal diffraction constant of the trans-

FIG. 2. Two-contour equivalent electromechanical cir-
cuit of a transducer operating in the zero and one
modes.

TABLE I. Illustrations of electric field distributions and electromechanical transformation coefficients for
two-contour equivalent circuit of a baffled cylindrical shell transducer. n0=2�d31h /s11

E and n1=8d31h /s11
E . In the

case that only a part of electrodes is used for exciting the remaining part is assumed to be short circuited.
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ducer as a function of baffle opening angle 2�. The diffrac-
tion coefficient per unit length of an infinitely long cylindri-
cal radiator is

kdif f,i��� =
1

��ka
�
n=0

�
jn−1�n

Hn
�2���ka�

ani��� , �3�

where �0=1 and �n=2 for n1, and

ani��� = �
−�

�

cos n	 cos i	 d	 . �4�

Figure 4 shows the diffraction coefficients of the baffled ��
=� /2� cylindrical radiators for the zero and one modes, re-
spectively.

When several modes are generated, the net sound pres-
sure can be obtained by adding the comprising modal con-
tributions. For the baffled cylindrical shell transducers, both

the zero and one modes are generated irrespective of the
condition of electrode connections due to the intermodal
coupling and hence the resulting net sound pressure can be
found as

P�	,�/2� = P0�	,�/2� + P1�	,�/2� . �5�

The directional factor of the transducer in the horizontal
plane may be calculated as

H�	,�/2� =
P0�	,�/2� + P1�	,�/2�
P0�0,�/2� + P1�0,�/2�

. �6�

The calculations of the frequency responses and directivity
patterns were made based on Eqs. �2�, �5�, and �6� for the
transducers comprised of radially polarized PZT-4 rings with
the outer diameter D=38.2 mm and thickness t=3.2 mm.
The frequency responses of the surface velocities are shown
in Fig. 5 for all the electrode configurations shown in Table I.
Figure 5�a� shows the frequency responses for the cases cor-
responding to the fully electroded elements

FIG. 3. Nondimensional coefficients of radiation resistance ��� and reac-
tance ��� per unit length of infinitely long cylindrical transducer with
180-deg rigid baffle. The coefficients for the case of the compliant baffles at
ka�1 coincides with those for the rigid baffle.

FIG. 4. Diffraction coefficients �magnitude and phase� for an infinitely long
cylindrical transducer with a 180-deg baffle �for both ideally rigid and com-
pliant cases� vibrating in the zero and one modes.

FIG. 5. Frequency responses of surface velocities of a baffled cylindrical
shell transducer for various electrode configurations: �a� the zero mode
�solid line� and the one mode �dashed line�, �b� the “0+1” mode �solid line�
and the “0−1” mode �dashed line�.
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and electromechanical excitation in the zero and one modes.
Figure 5�b� shows the frequency responses for the two cases
that one half of the electrodes �on either baffled or unbaffled
side� are used. As it follows from Table I, these two cases

differ by the sign of the electromechanical transformation
coefficients of the mode one. This change of the sign results
in the constructive or deconstructive interference of the zero
and one modal sound pressures. The phase differences of
modal sound pressures between the zero and one modes are
also shown in Fig. 6. We will designate the two resulting
cases as the “0+1” �zero-plus-one� and “0−1” �zero-minus-
one� modes, where the plus and minus signs indicate the
constructive and deconstructive acoustic interference in the
frequency range between the resonance frequencies f0 and
f1. The directivity patterns corresponding to the four excita-
tion cases are illustrated in Fig. 7 for the frequency range
around and between f0 and f1. It is noted that the beam-
widths for the zero, one, and “0+1” modes do not vary sig-
nificantly in the frequency range presented. The broad char-
acteristics of the frequency response �Fig. 5�b�� and
frequency independent directional radiation pattern �Fig.
7�c�� for the
“0+1” mode suggest the practical application for broadband
directional projectors. However, only one half of the ceramic
material is active, which results in a reduction of the sound
pressure generated by the projector in comparison with the

FIG. 6. Phase differences between the zero and one modal sound pressures
when “0+1” and “0−1” modes are excited.

FIG. 7. Calculated directional factors �linear scale� for a rigid baffled cylindrical shell transducer at ka=2.1 �solid line�, ka=2.6 �dotted line�, and ka=3.1
�dashed line�: �a� the zero mode, �b� the one mode, �c� “0+1” mode, and �d� “0−1” mode. The directional factors for a compliant baffled cylindrical transducer
at ka=2.1 are also plotted in �a� and �b� with the dash-dotted line.

3468 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Oishi et al.: Broadband multimode cylindrical shell transducers



single mode projectors utilizing all of the material for a par-
ticular frequency range. In the next section, the fully active
piezoelectric dual mode is described.

While the previous analysis treated the case of an ideal
rigid and thin conformal baffle, the implementation of such a
boundary condition can only be approximated in practice.
Also baffles that are more closely characterized as pressure
release �or compliant�, such as voided rubber or corprene
�cork and rubber�, are of practical interest. An analytical
treatment of the pressure-release �compliant� boundary con-
dition involves mixed boundary conditions and the presenta-
tion of this analysis is beyond the scope of this paper. How-
ever, results of such a treatment show that the diffraction
constants and directivity patterns for the pressure-release
boundary are approximately the same as for the conformal
rigid boundary in the operational range for ka above unity.
These results are included in Figs. 4 and 7. The directivity
patterns �Fig. 7� are slightly narrower for the ideal pressure-
release �compliant� boundary than for the rigid boundary in
zero mode operation and virtually the same for mode one
operation.

III. FULLY ACTIVE BROADBAND OPERATION USING
PHASE BIAS

Let us consider the operation of a projector in the case
that both the “0+1” and “0−1” modes are excited simulta-
neously by two electrical sources, whose relative phase can
be controlled. Suppose that the voltage V is applied to one
half of the piezoelectric rings to excite the “0+1” mode, and
the voltage Vej� is simultaneously applied to the other half to
excite the “0−1” mode. This can be implemented by em-
ploying a two-channel transmit system with a controllable
relative phase, �, as illustrated in Fig. 8.

The simultaneous application of the voltages V and Vej�

to separate halves of the transducers results in the superpo-
sition of electromechanical forces acting in the mechanical
contours. This can be expressed as

F0 = n0�1 + ej��V/2 and F1 = n1�1 − ej��V/2, �7�

where F0 and F1 are the resulting forces of the electrome-
chanical origin acting in the zero and one mechanical con-
tours, respectively. Equivalently, if the voltage V is applied
to the input of the equivalent circuit of the projector, the
electromechanical transformation coefficients can be given
in the form of

N0 = n0�1 + ej��/2 and N1 = n1�1 − ej��/2. �8�

Thus, Eq. �1� can be used for the calculation of the modal
velocities, given that the electromechanical transformation
coefficients are expressed by Eq. �8�. Obviously, the phase of
�=0 deg results in N0=n0�1+ej�� /2=n0 and N1=n1�1
−ej�� /2=0, which is equivalent to the excitation of the zero
mode, and the phase of �=180 deg results in N0=0 and N1

=n1, which is equivalent to the excitation of the mode one. In
general, by changing the phase shift between the two chan-
nels, the frequency response of a projector can be controlled
in favor of a particular frequency band in the range between
the zero and one mode resonance frequencies. The analysis
of the effects of various phase shifts showed that the flattest
frequency response is achieved at �=90 deg. We will denote
the multimode excitation of this kind as the “0±1” �zero-
plus-minus-one� mode.

The transmit frequency response �TVR� was calculated
for the projector operating in the 0±1 mode in water as
shown in Fig. 9. TVRs of the same projector operating in the
zero, one, and 0+1 modes are also presented for reference.
The directional factors of the projector at selected frequen-
cies and the −3 dB beamwidths as a function of ka are
shown in Fig. 10. It can be seen that the beamwidth remains
almost constant over the frequency range of interest.

IV. EXPERIMENTAL INVESTIGATION

An experimental study was performed on a transducer
fabricated by the authors and BTech Acoustics, LLC. The
transducer was built from four radially polarized PZT-4 rings
with the outer diameter 38.2 mm, thickness 3.2 mm, and
height 19 mm. The electrodes of the rings were scored into
two halves, and the corresponding halves were connected in
parallel. The overall height of the active part of the trans-
ducer is 79 mm. The transducer was encapsulated in poly-
urethane. The diameter of transducer after encapsulation is
48 mm. A baffle was applied to one half of the transducer
surface. The baffle was made from two sheets of corprene
with the total thickness of 6 mm. Two synchronized function

FIG. 8. Block diagram of a transmit system to operate a multimode projec-
tor.

FIG. 9. Calculated transmit voltage responses �TVRs� of a baffled cylindri-
cal shell transducer ��=� /2� operating in the zero �dashed line�, one �dotted
line�, “0+1” �dash-dotted line�, and “0±1” �solid line� modes of excitation.
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generators with adjustable phase shift between their outputs
were employed to separately excite the halves of the trans-
ducer.

The results of the measurement of TVR of the trans-
ducer operating in the zero, one, and 0±1 modes �at the
phase shifts 0, 180, and 90 deg, respectively� are presented
in Fig. 11 and show good agreement with theoretical predic-
tions. The directivity patterns were measured in the range of
ka=2.1, 2.6, and 3.1. The −3 dB �0.707� beamwidths of di-
rectivity factors are plotted as a function of ka in Fig. 10�b�.
The beamwidths varied only from 60 to 80 deg in the opera-
tional frequency range of the transducer. It is of note that the
beamwidths measured in the experiment are slightly smaller
than the theoretical calculations of the rigid baffle as could
be expected, because the corprene baffle material is closer to
compliant �see the note in Sec. II about correlation between
directivity patterns for the ideally rigid and ideally compliant
baffles and the results presented in Fig. 7�. The beamwidth

for the case of a compliant baffle is shown by an asterisk in
Fig. 10�b�

V. CONCLUSION

A theoretical study employing modal analysis and multi-
contour equivalent electrical circuit modeling of multimode
baffled cylindrical shell �or ring� transducers was presented
and compared with an experimental investigation using a
real electroacoustic transducer. Several variants were consid-
ered, each having distinguishing excitation conditions and
corresponding frequency responses.

Broadband directional operation between resonances
was obtained by exciting one half �the baffled-half� of the
piezoelectric ring. This broadband mode of operation is
achieved by the electromechanical excitation of the two low-
est modes of extensional vibration and the corresponding
acoustic radiation is made unidirectional due to the circum-
ferential baffle. The resulting directivity patterns have nearly
constant beamwidth across the frequency range encompass-
ing these resonances. Alternatively, a broadband operation,
which may be characterized as dual-band, is achieved by
electromechanical excitation of the other half �unbaffled
half� of the piezoelectric ring. In this variant, the contribu-
tions from the zero and one modes are constructive below
the resonance of the zero mode, enhancing the low frequency
response of the transducer, and destructive between reso-
nances. In both of these half-active cases, the significant in-
crease in usable bandwidth comes at the expense of a lower
peak acoustic output compared with a fully active ring opti-
mized for single mode operation in either the zero or one
mode. Thus, a principle purpose of this study was to show
that broader band operation could be achieved with an in-
crease in acoustic output. Analytical and experimental results
showed that the broadest frequency response was achieved

FIG. 10. Calculated directional factors with linear scale: �a� ka=2.1 �solid
line�, ka=2.6 �dotted line�, and ka=3.1 �dashed line� and �b� −3 dB
beamwidth for a transducer operating in the “0±1” mode �solid line�, along
with the experimental data �circles�. The beamwidth is calculated for the
case of a compliant baffle at ka=2.1 and is shown by an asterisk.

FIG. 11. Measured transmit voltage responses �TVRs� of a 180-deg
corprene-baffled cylindrical shell transducer operating with various phase
shifts between two electrical sources: �=0 deg for the zero mode �dashed
line�, �=90 deg for fully active “0±1” mode �solid line�, and �=180 deg
for the one mode �dotted line�.
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with simultaneous excitation of the separate halves with a
90-deg phase shift.
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The complex envelope displacement analysis �CEDA� is a procedure to solve high frequency
vibration and vibro-acoustic problems, providing the envelope of the physical solution. CEDA is
based on a variable transformation mapping the high frequency oscillations into signals of low
frequency content and has been successfully applied to one-dimensional systems. However, the
extension to plates and vibro-acoustic fields met serious difficulties so that a general revision of the
theory was carried out, leading finally to a new method, the complex envelope vectorization �CEV�.
In this paper the CEV method is described, underlying merits and limits of the procedure, and a set
of applications to vibration and vibro-acoustic problems of increasing complexity are presented.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2734402�

PACS number�s�: 43.40.At, 43.55.Br, 43.20.Tb, 43.55.Ka �JGM� Pages: 3472–3483

I. INTRODUCTION

Several methods have been proposed in the last 20 years
as alternatives to statistical energy analysis �SEA� to model-
ing high frequency vibrations and vibro-acoustic problems.
The general approach of these methods involves a variable
transformation: because of the large dimensions required to
solve numerically high frequency problems, the physical
variable, either displacement for a structure or pressure for
an acoustic medium, is replaced by some kind of energy
average. This transformation is generally more convenient
from a numerical point of view and more significant for
structures characterized by unavoidable uncertainties in the
physical and geometrical parameters.

One of these methods is the complex envelope displace-
ment analysis �CEDA�.1 Unlike most of the other energy-
based high frequency techniques �SEA,2 vibration conductiv-
ity methods,3–6 wave intensity analysis7�, the new used
variable is not the energy but rather a complex envelope
displacement defined through the Hilbert transform. This
transformation maps the fast oscillating response of high fre-
quency problems into an “envelope” response characterized
by a low wave number content, and a new formulation, com-
putationally more efficient, is obtained. Unlike SEA, but in
analogy with vibration conductivity methods and others,
CEDA provides a local information on the variable along the
structure and presents other important advantages over the
energy methods:

• the boundary conditions of the envelope problem can be
easily determined from the physical boundary conditions;

• the forcing term of the envelope equation can be directly
calculated from the physical load, avoiding the estimation
of the input power necessary in the energy-based methods.

The complex envelope vectorization �CEV�8,9 is an evo-
lution of CEDA that was very successful in dealing only with
one-dimensional systems. CEV uses a discrete formulation
of the dynamic problem �e.g., a vibrating structure or a
vibro-acoustic cavity� so that the response of the system is
described by a vector. This vector can be regarded as the
discrete counterpart of a one-dimensional variable to which
the standard definitions and rules used in the one-
dimensional CEDA are applied. In general, this procedure
fulfils the features expected from the original CEDA, i.e., it
is capable of describing the space response at high frequen-
cies with a low computational effort, which is a main goal of
the proposed procedure. In fact, a reduced model is obtained
by the use of appropriate windows to create envelope func-
tions of low wave number content that can be computed by a
coarser mesh. Moreover, the procedure fills the medium fre-
quency gap in between the deterministic methods, efficient at
low frequencies, and the statistical methods suitable in the
high frequency range.

It is interesting to point out that CEV can be also applied
to other engineering fields that go beyond the analysis of
vibro-acoustic problems, whenever a large number of de-
grees of freedom is necessary to describe the dynamics of
complex linear systems �e.g., ultrasonic applications, micro/
nano structures, electromagnetic waves�. In this context CEV
can be used to predict, at least, the characteristic trend of the
solution.

In this paper a general presentation of the CEV proce-
dure is proposed together with a critical analysis of the
method and applications to systems of increasing complexity.

II. LOW FREQUENCY MAPPING OF HIGH
FREQUENCY VIBRATION

The discrete equation of a conservative dynamic prob-
lem, forced by a harmonic force of radiant frequency �0 is

a�Author to whom correspondence should be addressed. Electronic mail:
aldo.sestieri@uniromal.it
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�− �0
2M + K�u = p ⇒ Au = p , �1�

where M and K are mass and stiffness matrices, respectively.
They are generally derived from a finite element discretiza-
tion.

The vectors u and p can be viewed as sampled values of
two continuous functions u�s� and p�s� of a dummy variable
s:

u = �u�s1�,u�s2�, . . . u�sn��

p = �p�s1�,p�s2�, . . . p�sn�� .

In CEV a set of complex envelope signals u� �r��s� �r
=1,2 , . . . � is produced from u�s�, each one characterized by
a narrow wave number spectrum around the origin of the
wave number axis �k�.

To obtain this result, the spectrum U�k� of u�s� is filtered
by a set of narrow spectral windows W�r��k�:

W�r��k� = �1 for �k − kr� � �r/2

0 elsewhere
� �2�

and shifted by the quantity kr towards the wave number ori-

gin: this operation produces U� �r�. The rth envelope signal
u� �r��s� is obtained by inverse Fourier transforming the total
result, i.e.

u� �r��s� = F−1�U�k + kr�Wr�k + kr�	 . �3�

Because of the hermitian symmetry of U�k�, it is conve-
nient to consider the half positive spectrum U+�k� instead of
U�k�:

U+�k� = U�k� for k � 0,

U+�k� = 0 for k � 0.

With an appropriate choice of P adjacent filters W�r�,
each one centered around different values kr, U+�k� is ob-
tained as

U�+��k� = 

r=1

P

U� �r��k − kr� . �4�

The maximum wave number of U� �r��k� is �r /2, implying
that its spatial domain counterpart u� �r��s� is a slowly oscillat-
ing signal �Fig. 1�. Since u� �r��s�, the rth CEV solution com-
ponent, does not have a symmetric wave number spectrum
anymore, in general it is complex. CEV uses u� �r��s� as dy-
namic variables. For each of them an equation of motion is
written and solved numerically with a procedure that saves
computation time, because u� �r��s� has only low wave number
components so that a coarse mesh is actually required.

The original real signal u�s� is obtained by the complete
spectrum �both negative and positive contributions� that, due
to the hermitian symmetry, is

U�k� = U�+��k� + U�+�*�− k� , �5�

where * denotes complex conjugate. Its inverse Fourier
transform leads to

u�s� = u+�s� + u+*�s�

that finally produces

u�s� = 2 Re�

r=1

P

u� �r��s�ejkrs� . �6�

The pair of transforms �3� and �6� are the basis of CEV
method.

In summary, the operations needed to produce the com-
plex envelopes u� and p� are:

FIG. 1. �Color online� Original and
shifted spectral window: wave number
domain �upper figure�, space domain
�lower figures�.
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• Fourier transform
• filtering
• shifting

All of them have their matrix representation. F, W�r� and
S�r� denote Fourier transform, filtering and shifting matrices,
respectively.

Thus:

u� �r� = �S�r�F−1W�r�F�u = E�r�u , �7�

where E�r� is the rth envelope matrix. Note that E�r� is not
invertible because u� �r� only contains partial information on u:
in fact, u� �r� is obtained from u by applying a suitable filter. It
means that the signal information is lost except within the
selected frequency band. Therefore, from u� �r� it is not pos-
sible to recover u. The whole set of u� �r� is needed indeed to
produce u.

For damped systems, either hysteretic or viscous, the
described formulation still holds. In this case A and u are
complex, i.e., A=AR+ jAI and u=uR+ juI, where the sub-
scripts R and I denote real and imaginary parts, respectively.
To maintain the fundamental steps of the approach presented
above, uR and uI must be rearranged into a new real vector ū,
and the same must be done for AR and AI:

ū = �uR

uI
� .

Ā = �AR − AI

AI AR
� .

Finally, let us define the new vector p̄ such that

p̄ = �p

0
� .

Thus, instead of Eq. �1�, the alternative equation must be
considered:

Āū = p̄ �8�

to which the mentioned approach can be identically applied.

III. CEV EQUATIONS

The explicit form of Eq. �1� is



k

Ahkuk = ph. �9�

This equation can be turned into a continuous form by using
u�s� and p�s�


I

a�s,��u���d� = p�s� , �10�

where the kernel of the previous integral transform, a�s ,��,
replaces the matrix A.

Under some conditions the kernel a can assume the fol-
lowing form �see the Appendix�:

a�s,�� = a�s − �� �11�

so that the integral in Eq. �10� has a convolution form. This
is the case considered in previous presentations of CEV, that
proved to be reliable, even if it holds strictly either for infi-
nite systems or for finite homogeneous damped systems far
from the boundaries.

When the convolution-like condition holds for a, the
Fourier transform of Eq. �10� with respect to s, the applica-
tion of the filter W�r� and the shift toward the origin by the
quantity kr produce

A�k + kr�W�r��k + kr�U�k + kr� = P�k + kr�W�r��k + kr� .

�12�

Turning back to the space domain, one simply obtains


I

a� �r��s − ��e−jkr�s−��u� �r����d� = p� �r��s� . �13�

Reconsidering its discrete counterpart, one can write



n=1

N

a�mn
�r� e−jkr�s�m−n�u�n

�r� = p�m
�r�, �14�

where �s is the sampling interval of the dummy variable s.
With obvious meaning of symbols, this equation can be

written in matrix form

A� �r�u� �r� = p� �r�. �15�

Equation �14� provides the rule to build up the envelope

matrix A� �r�, starting from the physical matrix A. Its elements
are

a�hk
�r� = ahke

−jkr�s�h−k� �16�

and, in matrix form

A� �r� = S�r�AS�r�* �17�

S�r� is a diagonal matrix with element sii=e−jkr�si. S�r�* is the
complex conjugate of S�r�, that is coincident with S�r�−1

.
Note that, under the hypothesis of convolution, the ele-

ments of A� �r� are not affected by the filtering operation.
The known term p� �r� is obtained from the physical load

p by Fourier transforming, cutting off the components pre-
scribed by the filter W�r�, and shifting the spectrum by kr. The
inverse Fourier transform returns p� �r�.

It must be remarked that Eq. �15� must be solved for
each of the filters applied, and, repeating this operation for
each filtered equation, the physical displacement is recovered
by combining the set of envelope responses by using Eq. �6�.

IV. UNDERSAMPLING

It is worthwhile to underline that the matrix dimensions
in Eq. �15� are equal to those of Eq. �1�. Since the envelope
vectors u� and p� have components that are smooth in space,
they can be described with a significant saving of points.
Thus, to avoid an unnecessary over-sampling of the solution
and reach the computational advantage the new variable per-
mits, the matrix size must be suitably reduced.
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Formally u� can be recovered from a reduced vector ured

through an expansion matrix R

u� = Ru� red �18�

�The superscript �r� used for the filters is here omitted for the
sake of simplicity�. R is a suitable rectangular matrix, with
less columns than rows. Such matrix can be obtained in dif-
ferent ways as explained later.

An equation for u� red is determined using Eqs. �15� and
�18�

A� Ru� red = p� . �19�

By pre-multiplying by the pseudo-inverse R+ of R to obtain
a square problem, one has

R+A� Ru� red = R+p� , i.e., R+A� Ru� red = p� red. �20�

Thus, letting R+A� R=A� red, one finally has

A� redu� red = p� red. �21�

Note that it is R+R=I, while RR+�I.
About the choice of R, typically the Shannon expansion

matrix would be appropriate but its use is computationally
heavy so that a different choice is preferable. For example,
for a 6�6 matrix A and a reduction ratio �=2, the expansion
matrix R can be defined as:

R = �
1 0 0

1 0 0

0 1 0

0 1 0

0 0 1

0 0 1

� ,

whose pseudo-inverse is simply given by R+=RT /�. The op-

eration R+A� R=A� red implies a partition of the original matrix
into square submatrices, replacing each submatrix with a
single value obtained by averaging its elements.

The problem �21� is the one actually solved by CEV.
As stated in the previous sections, such new problem is

determined by the following steps:

• A �M and K� is determined by a standard finite element
formulation;

• A� �r� is built up through Eq. �17�;
• p� �r� is produced by Fourier transforming the forcing vector

p, cutting off the wave number components as prescribed
by the filter W�r� and shifting the spectrum by kr. Finally,
the inverse Fourier transform returns p� �r�;

• A� red
�r� is determined by

R+A� �r�R = A� red
�r� ,

• pred
�r� is determined by

p� red
�r� = R+p� �r�.

V. LIMITS OF THE PROPOSED PROCEDURE

CEV provides the solution for each excitation frequency
at a low computational cost because the actual size of the
problem is much smaller than the size of the physical prob-
lem. Generally the results are in good agreement with the
numerical solution obtained by any discrete formulation
�e.g., finite elements or finite differences�. The solution ob-
tained by such discrete formulation is hereafter named
“physical solution.” In Fig. 2 the CEV solution is compared
with the physical solution presented in vector form, i.e., in
the one-dimensional representation using the dummy vari-
able s, for a particular frequency. A good match between
them can be actually observed.

However, such good agreement fails sometimes, as it is
shown in Fig. 3 where the same comparison is made for a
different excitation frequency. Thus, it is necessary to ana-
lyze carefully the reasons that lead to these limitations before
being confident with this approach. In fact, although the
overall response is on average well kept, the local error is not
negligible.

A. Convolution-like condition

The condition �11� can introduce important errors. In
fact, the convolution-like condition is strictly valid for infi-
nite homogeneous structures. For finite systems the assump-
tion in not valid anymore: however, as shown in the Appen-

FIG. 2. �Color online� Comparison between the physi-
cal �solid line� and CEV �thin line� vectorized solutions.
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dix , it is possible to perform a space average on the system
response to make the convolution-like condition approxi-
mately valid even for finite systems.

B. Mistuning of CEV

The numerical results presented in Sec. VII show that,
although on average the trend of the physical solution is well
matched by CEV, non-negligible errors can be locally intro-
duced. A direct inspection of the figures reveals that the de-
termined resonance peaks are not correct. This problem is
briefly indicated as CEV mistuning.

In particular, a fundamental question arises: does CEV
preserve the information on the resonant behavior of the sys-
tem? The question is related to the eigenfrequencies and

eigen-vectors of A� �r�, replacing the physical operator A.
Substitution for u=
 j=1

N cj�j into Eq. �1� provides

cj =
� j

Tp

� j
2 − �2 , �22�

where � j and � j are the eigenvectors and the associated
eigenvalues of A, respectively. Thus

u = 

j=1

N
� j

Tp

� j
2 − �2� j . �23�

Similarly, for the rth component of the CEV problem

u� �r� = 

j=1

N
�� j

�r�Tp�

�� j
�r�2 − �2�� j

�r�, �24�

where �� j and �� j are the eigenvectors and the eigenvalues of

A� �r�, respectively.
A comparison between the two last expressions suggests

that, if the problem is not reduced, it would be �� j
�r�=� j for

any r. In fact, in this case A and A� �r� are similar matrices �see
Eq. �17��, and their eigenvalues coincide. However, this

property does not hold anymore if A� �r� is reduced, because in
this case the matrix dimensions of the problem are lower
than the original one, and the number of the eigenvalues of

A� �r� is also reduced. Thus, any chance of matching the physi-
cal and CEV eigenvalues is definitely lost.

However, although for each filtered CEV component the
number of eigenvalues is lower than that of the physical
matrix, the CEV problem is solved for many spectral win-
dows. This introduces a sort of compensation mechanism
that allows a rebalance of the total number of eigenvalues
produced by the whole CEV solution that is comparable with
the number of eigenvalues of the physical problem.

Figure 4 compares the eigenvalues obtained from the
reduced problem �dots� for different windows with those of
the not reduced problem �lines�. Although there is not an
exact match between the physical and reduced eigenvalues,
the difference is within acceptable limits.

C. Leakage effect in the filtering process, due to the
use of finite Fourier transforms

As mentioned before, the filtering process plays an im-
portant role in the CEV procedure. In fact, by CEV, a low
wave number problem is solved at each step; this is made
possible because, at each step, the applied filter cuts off any
high wave number component from the spectrum of the so-
lution. Although this is the main goal of the filtering opera-

FIG. 3. �Color online� Comparison between the physi-
cal �solid line� and CEV �thin line� vectorized solutions.

FIG. 4. �Color online� Comparison between the eigenvalues of the original
problem �lines� and the eigenvalues of the reduced system for different
filters.
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tion and although the theory explains how to handle the
equation of motion to produce this effect, a direct inspection
of the spectrum of the CEV solution shows that, in general,
the spectrum is not confined within the desired filter band-
width, but rather it spreads out. The presence of this spread
has some important effects when considering the partial so-
lution obtained for each filter, although it does not consis-
tently affect the total results.

Looking at the spectrum of a point load that is flat in the
wave number domain, we observe that the filtered spectrum
is not sharply rectangular, presenting indeed two nonzero
vanishing “tails” outside the filter bandwidth, due to the use
of a finite number of points, i.e., of a truncated Fourier trans-
form of the signal. This causes a drawback, especially in the
absence of any dissipation effect. In fact, a very large re-
sponse of the system outside the filter bandwidth can be
excited even with a very small energy of the load spectrum.

In Fig. 5�a� the wave number spectrum of the filter is
shown. The filter of bandwith 2 is applied to the central wave
number k=6, but it is shifted to the wave numbers’ origin.
Even if the out-of-filter components of the load are rather
small, this is not true for the correspondent solution: as it can
be observed in Fig. 5�b�, where the response to the same
filtered load is presented, the spectrum around k=6 is promi-
nent, but it spreads out to the adjacent frequencies.

The consequence of the spread is a response that is not
strictly confined in the filter bandwidth. However, since the
total solution is obtained by summing the contributions of

adjacent filters that have different phases, in practice the glo-
bal effect of the filters’ spread is significantly reduced.

D. Remarks

The above arguments, especially those related to the
mistuning of the natural frequencies and the out-of-filter
spread, indicate that the critical weakness of CEV is mostly

ascribed to the eigensolutions of the envelope operator A� . In
practice it could be stressed that the CEV acts correctly on
the forced part of the problem but is not as efficient to tackle
the homogeneous part of the solution.

Before further considerations, it is worthwhile to resume
the main points of the previous considerations:

• under the assumption that the CEV solution is smooth and
obtained as an extension of the one-dimensional problem,
i.e., by canceling the negative part of the force wave spec-
trum �Hilbert transform� and shifting the positive spectrum
to the origin, it is not possible to determine a general in-
vertible transformation that keeps the eigenvalues of the
original problem and provides smooth eigenvectors;

• the envelope operator works appropriately on the forced
part of the problem, i.e., it makes the correct job for the
force, but it fails for the homogeneous part, in correspon-
dence to the CEV eigenvalues. However, it does not mean
that the method always fails, and several cases analyzed
show that a good solution is obtained for complex struc-
tures and acoustic cavities;

• whenever the eigenvalues and eigenvectors of the problem
do not play an important role, the CEV solution is in a
good agreement with the physical solution.

VI. SUCCESSFUL APPLICATIONS OF CEV

The last point of the previous section indicates in which
cases CEV can be certainly considered a successful proce-
dure. In fact, ideally it is necessary that the modes of the
system have a negligible role on the solution, and this is
possible when:

• the damping of the system is relatively high;
• the direct field is preponderant with respect to the rever-

berant field;
• a high frequency problem �the ratio between a typical di-

mension of the structure with respect to the considered
exciting wavelength is high� with an acceptable damping is
considered;

• an external acoustic problem �no modes� is considered. It
is worthwhile to stress that in this last case the convolution
form of the integral Eq. �10� is strictly valid because the
kernel a can be directly derived from the free space Green
function that is only dependent on the distance between the
source and observation points.

In the other cases CEV is not totally reliable. However,
the results presented in the next section show that the general
trend of the solution is always well determined and appro-
priate averages in frequency bands provide results at least
comparable with those furnished by other methods.

FIG. 5. �Color online� �a� Spectrum of the filtered load, �b� spectrum of the
filtered response, with the filter set at k0=6.
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VII. RESULTS

The previous figures �e.g., 2 and 3� show the kind of
results the method can provide. However, it is preferable to
present the results differently, highlighting the frequency
�wave number� response of the solution. Actually this is the
common output of most vibro-acoustic codes. Note that in all
the graphs presented below, the frequency response is aver-
aged on the whole set of points or on appropriate subsets.

The first system considered is a two-dimensional cavity
�1�1 m� excited by a point source. In Fig. 6 the comparison
between the spectrum of the physical solution and the CEV
solution, when using a reduced number of points �256 in-
stead of 1024�, is shown. The number of filters used is de-
pendent on the frequency of excitation: the code computes
the exciting wave number and uses a number of adjacent
filters of bandwidth 3 m−1, covering the range �0–1.5� k0, k0

being the exciting wave number. Note that the x scale does
not represent the frequency but the wavelength � so that low
values of � imply high frequencies. The range considered is
between �=0.1 and �=1.0, i.e., from a frequency corre-
sponding to the first mode until a frequency close to the
hundredth mode. Because the system considered is a square
cavity, all the modes are double.

These graphs deserve some comments. First of all, the
envelope response matches quite well the average trend of
the physical response: in general the difference is within

3 dB, excluding some frequencies, particularly in the very
low and very high frequency range. For high values of �
�close to 1� there is always a large peak in the envelope
�independently of the source location: presumably this is the
error induced by the convolution-like condition, that is natu-
rally more important at low frequencies, but becomes negli-
gible when decreasing ��. However, the envelope response in
this region has been recently improved by simply applying
an appropriate window.

Another error is met at high frequency, on the left part of
the graph. Here, presumably, the error is due to an insuffi-
cient dimension of the original grid, that is in the limit of the
necessary discretization.

Beyond �=0.2 the agreement is much better and in-
cluded in the abovementioned range of 3 dB.

After this first simple case that, notwithstanding the
limitations involving the eigenvalues of the CEV problem
and the assumption of considering the mass and stiffness
matrices of the problem as convolution-like matrices, pro-
vides results whose quality is at least comparable with other
proposed techniques for vibro-acoustic analysis, the attention
was addressed towards more complex cases.

Several cases of increasing complexity are analyzed: a
simple cavity with an internal point source, a bending plate,
a foam used for automotive isolation and, finally, a set of
three plates coupled together. The last one is a common
benchmark used by a group of Italian University units in-
volved in a PRIN project “Novel methods for the analysis
and control of vibro-acoustic systems.” In all the cases pre-
sented, the range of frequencies analyzed is much wider than
in the previous case, and can be considered quite significant
from a vibro-acoustic point of view.

In Fig. 7 the case of a two-dimensional square cavity
�1�1 m� is presented. A source point is applied at coordi-
nates �0.03, 0.14�. It is assumed that the damping factor of
the system is 0.01. The finite element �FE� code is solved
using a grid 64�64. Since in the acoustic problem each
node has a single degree of freedom �pressure�, the number
of degrees of freedom is 4096. The CEV problem was solved
by reducing the grid by two, obtaining a total number of
degrees of freedom equal to 1024. Although it is clearly con-
firmed that the eigenvalues of the CEV problem do not

FIG. 6. �Color online� Comparison between the physical �solid line� and
CEV �thin line� solution �source point�.

FIG. 7. �Color online� Comparison between the acoustic pressure and CEV solution �acoustic cavity�.
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match well those of the original problem, the trend is well
described and the quality of results is acceptable.

The second case refers to a bending plate whose dimen-
sions are 1�1�0.002 m and is excited by a point force
applied at coordinates �0.28,0.42�. The plate is clamped at
the four corners. The damping coefficient of the bending
plate is assumed to be 0.01. As in the previous case, the
original grid of the finite element code is 64�64: since in
the present case the FE nodes have 3 degrees of freedom per
node, the total number of degrees of freedom is 12,288. Un-
like the previous cases, it is convenient here to order the
vectors and, consequently, the matrix rows. Although not
strictly necessary, this avoids too high discontinuities and
irregularities in the vector response, made of translations
normal to the plate �z� and rotations along the x and y axes.
Therefore, the vectors are ordered to have first the transla-
tions of all the nodes, then the rotations around the x axis and
finally the rotations around the y axis.

Using CEV, the number of degrees of freedom is re-
duced to 384, and the results of the flexural displacement are
presented in Fig. 8, while in Fig. 9 the same case is presented
by using a different plot that enlightens the physical solution,
the maxima and minima of the CEV solution and the moving
average of the CEV solution.

The second graph especially, Fig. 9, provides a clear
indication of the kind of results that can be achieved by the
CEV approach. The reduction rate is 32, the computer time is
noticeably reduced and the agreement is outstanding for the

general use of such analysis. Consider, moreover, that the
damping used is quite small, and, as previously stated, this is
not the ideal condition for the use of CEV. To test whether a
significant damping improves the quality of CEV, a test was
performed on a foam used by automotive industries for iso-
lation purposes.

In Fig. 10 such result is presented for an unconstrained
foam plate excited by a point force at coordinates �0.1,0.1�.
The dimensions of the foam plate are 1�1�0.05 m, and the
number of degrees of freedom used and the reduction per-
formed is the same as in the case presented above. On the
contrary, the damping now is much higher, i.e., 0.17. As
expected, in this case the results match perfectly, confirming
that the weak elements in the CEV procedure are related to
the mistuning and filtering effects. In fact, in this case the
damping is so high that the effect of the modes is negligible.
Thus here prevails the forced solution, on which the CEV is
totally efficient, while the homogeneous solution, on which
the CEV is not efficient, does not play any significant role.

The final and most significant test was performed on the
benchmark, made of three plates assembled together as
shown in Fig. 11. The considered structure consists of three
rectangular aluminum plates rigidly coupled together and
freely suspended. The dimensions of the plates are: first plate
�BE� 0.6�0.4 m, second plate �BB� 0.3�0.4 m, third plate
�B� 0.4�0.4 m. The thickness of all the plates is 3 mm. The
angle between the first and the second plate is 120°, while
the angle between the first and the third plate is 60°. The

FIG. 8. �Color online� Comparison be-
tween the flexural displacements of
the physical and CEV solution �bend-
ing plate�.

FIG. 9. �Color online� Comparison between the flexural displacements of the physical and CEV solution �bending plate�.
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assembling is obtained by bolted stirrups. The structure is
assumed to be excited by a point force acting on plate BB at
coordinates �0.4,0.24�.

To compare the results between the CEV and the physi-
cal solution, a simple FE scheme of the benchmark was used.
The joint was modeled as a line, where the three plates are
clamped, without considering the stirrups and their thickness.
Moreover, when considering the damped structure, the
damping was spread on the plates without introducing any
lumped damping in the joint.

Figures 12 and 13 present the comparison between the
space average response of two of the three plates when a
very low damping is present on the three plates �0.0001�,
while Figs. 14 and 15 show the same responses for a higher
damping �0.04�. The degrees of freedom used for in the finite
element code were 32,226, while those used in CEV were
786, with a reduction ratio 41.

By observing these figures, one can stress again that the
average trend of the response is well kept for any value of
damping �low or high�. However, while the CEV results for a
very low damping do not match well the resonance frequen-
cies of the physical system, those obtained for a higher
damping are much better, confirming the statements made
above on the positive effect of damping.

VIII. CONCLUSIONS

Modeling high frequency vibro-acoustic problems is still
a challenge since the sixties when the first basic paper on
statistical energy analysis was published by Lyon and
Maidanik.10 Pushed by the increased need of comfort in the
transport industry, from the nineties new efforts were de-
voted to this subject, with new interesting developments and
advances in SEA �e.g., Refs. 11–14�, with innovative meth-
ods, e.g., Wave Intensity Analysis, vibration conductivity, en-
ergy mobility15 and, more recently, acoustic diffusion
models,16,17 ensemble energy average.18 In such context the
complex envelope displacement analysis is the only method
that does not take advantage of an energy formulation, but
rather it transforms the physical equation of motion into a
new one, characterized by a field variable that has a low
wave number content so that it can be numerically solved by
a coarse mesh. Beyond this advantage, the method can ac-
count correctly for the physical boundary conditions of the
problem, without the introduction of troublesome coupling
coefficients and the need to estimate the input power to the
system.

It is interesting to underline the good agreement ob-
tained over the whole frequency range. In fact, while the
deterministic methods �typically finite elements and bound-
ary elements� are appropriate in the low frequency range and
the statistical methods �typically SEA� work well at high
frequencies, at intermediate frequencies any of these ap-
proaches fail. The first fail because the computation time is
too high, while the use of SEA is generally inappropriate at
low frequencies because the modal overlap factor is too
small. On the contrary, CEV provides results in good agree-
ment with the physical results, independently of the range of
frequencies considered.

Notwithstanding these interesting features, the method
presents theoretical limitations that are discussed in this pa-
per. However, the method is quite successful when the modal
behavior of the system is not too relevant, i.e., for structures
whose damping is not too small, at high frequencies where
the modal overlap is significant and for external problems.
Moreover, the quality of results it provides is quite reason-

FIG. 10. �Color online� Comparison between the flexural displacements of the physical and CEV solution �foam�.

FIG. 11. �Color online� Benchmark used for the experiments.
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FIG. 12. �Color online� Comparison between the FEM and CEV space average response of plate 1 �damping 0.0001�.

FIG. 13. �Color online� Comparison between the FEM and CEV space average response of plate 2 �damping 0.0001�.

FIG. 14. �Color online� Comparison between the FEM and CEV space average response of plate 1 �damping 0.04�.
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able even when the above conditions are not strictly verified,
so that it seems that one can look at the CEV as a convenient
tool to analyze high frequency problems.

It is worthwhile to point out that this procedure could
also offer appealing results if geometrical and physical un-
certainties are introduced into the system, as is necessary
when dealing with high frequency problems. In this case a
meaningful result can be obtained only by performing fre-
quency averages: so far none of these ingredients were con-
sidered, but it is expected that the method can conveniently
manage uncertainties and random excitations, leading to
more reliable results.
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APPENDIX: Weak form for the kernel of Eq. „10…

For an infinite system the kernel a�s ,�� of Eq. �10� can
be directly determined from the free space Green function
that is only dependent on the distance between the source
and observation points. In this case it is certainly a�s ,��
=a�s−��.

For finite system this is not true anymore because the
Green function is usually written in terms of the system
modes. It means that a function ã does not exist such that

a�s,�� = ã�s − �� . �A1�

However, although Equation �A1� is not strictly verified, it
can hold in a weak or average form

�a�s,��� = �ã�s − ��� , �A2�

where �·�=�I ·d�.
To this aim, consider the Fourier transform of Eq. �A1�

with respect to the variable s. For the first term one has:


	

	

a�s,��e−jkss = A�ks,��

and for the second


	

	

ã�s − ��e−jkss = Ã�ks�e−jks�.

Thus, it is

A�ks,�� = Ã�ks�e−jks�. �A3�

By averaging now Eq. �A3�, one obtains

�A�ks,��� = Ã�ks��e−jks��

so that

Ã�ks� =
�A�ks,���
�e−jks��

.

By inverse Fourier transform it is possible to determine
ã�s�:

a�s� = F−1� �A�ks��
�e−jks��� .

Thus, ã�s� is a function that satisfies Eq. �A2�, i.e., the weak
or average form of equation �A1�.

This implies that in the cases where Eq. �A1� does not
hold strictly, the assumption is valid in an average sense.
Therefore, the CEV solution, although not strictly valid in
any point of the domain, is still meaningful on average, i.e.,
it is valid for the prediction of the overall trend of the solu-
tion.

In the presentation of results, to fulfill with this position,
the response spectra are always averaged on the whole points
of the system considered.
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Locating air leaks in manned spacecraft using structure-borne
noise
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All manned spacecraft are vulnerable to leaks generated by micrometeorite or debris impacts.
Methods for locating such leaks using leak-generated, structure-borne ultrasonic noise are discussed
and demonstrated. Cross-correlations of ultrasonic noise waveforms from a leak into vacuum are
used to find the location of the leak. Four methods for sensing and processing leak noise have been
developed and tested and each of these can be used to reveal the leak location. The methods, based
on phased-array, distributed sensor, and dual sensor approaches, utilize the propagation patterns of
guided ultrasonic Lamb waves in the spacecraft skin structure to find the source or direction of the
leak noise. It is shown that each method can be used to successfully locate the leak to within a few
millimeters on a 0.6-m2 aluminum plate. The relative merits of the four methods are discussed.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2722051�
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I. INTRODUCTION

Micrometeorites and space debris pose a constant danger
to spacecraft in low-earth orbit. While the probability of a
serious hit is quite low and large debris ��10 cm� can be
avoided, small impacts routinely cause minor damage to the
Space Shuttle and International Space Station.1 The most
dangerous debris, 0.5–100 mm in diameter, is too large to be
stopped with certainty by shielding, but too small to be
tracked and avoided.2 An impact that penetrates the outer
shielding and pressure vessel of a manned spacecraft will
cause a leak that rapidly drains the limited air supply from
the spacecraft. If the leak can be found rapidly and stopped,
then the module can be salvaged. Otherwise, the crew will
have no choice but to seal and abandon the module. In this
paper, we demonstrate methods and algorithms for locating a
single leak by monitoring leak-generated ultrasonic noise
propagating within the skin of the spacecraft.

Our model for a leaking spacecraft is a 4.76-mm
�3/16 in. � thick aluminum plate with a small hole and a
vacuum behind the hole. This model is similar to the alumi-
num construction of the International Space Station. If a leak
is present, turbulence in the leaking air will generate noise in
the plate and in the air. Industrial off-the-shelf leak detectors
for locating leaks in pressure vessels monitor airborne ultra-
sound near 40 kHz.3 In the case of a leak into vacuum, the
leak noise is generated by downstream turbulence at the exit
and cannot travel up the Mach 1 free jet back into the space-
craft, where it might be detected. Instead, we exploit that
portion of the leak noise that couples into the platelike skin
of the spacecraft and is carried away from the leak site as
guided ultrasonic Lamb waves. Our approach is to locate the
leak by detecting and analyzing these guided waves. The

theory and behavior of Lamb waves is well established, e.g.,
Ref. 4, and Lamb wave analysis is widely used as a tool for
source location of acoustic emission signals.5,6

II. STATISTICAL SIGNAL ANALYSIS

The noise from the leak is inherently random. Moreover,
it is so faint that it is often buried 20 dB or more under other
noise sources. Therefore, instead of analyzing recorded noise
waveforms directly, it makes sense to consider the statistics
of the noise. In particular, we want to measure how sound
waves detected by one sensor relate to sound waves detected
by a second sensor, because this approach yields information
about how the wave propagated to those sensors and hence
the location of the noise source �the leak itself�. The statisti-
cal tool that does this is cross-correlation,

XCORR�x�t�,y�t�� = �
−�

�

x���y�� − t� d� . �1�

The cross-correlation at time t of two functions x�t� and y�t�
is the inner product of x with y delayed by t, as given in Eq.
�1�. Cross-correlation is widely used industrially on leak-
noise-generated guided mode waveforms to locate leaks in
underground pipelines.7–9 Cross-correlation transforms a pair
of arbitrarily long noise waveforms captured simultaneously
at different sensors into a composite waveform that repre-
sents the difference in propagation between the leak and each
of the two sensors. Moreover, the cross-correlation is repeat-
able and predictable �ignoring variations from transducer
coupling effects�, and recording a full set of all possible
cross-correlations �including autocorrelations� between sen-
sors captures all possible useful information from those sen-
sors about the leak. Cross-correlation also compresses ex-
tremely long measured noise waveforms into much shorter
waveforms for processing and storage, and transforms very
long measured noise waveforms with low signal-to-noise ra-
tio �SNR� into shorter high-SNR correlations without loss of
useful information.
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Let us consider a single frequency of leak-generated
noise in an infinite plate. Assume the measurable amplitude

of the noise in guided mode i is �Ãi� and its random phase is

represented by the complex phase of Ãi, which will generally
be the same for the different modes. The noise in mode i at
the location of the leak is

Ãi exp �j2�ft� . �2�

The waveform that would be measured at a distance d1 from
the leak is

�
i

Ãi�i exp �j2�ft − jkid1� , �3�

where ki represents the frequency-dependent wave number of
mode i and �i represents combined the distance- and
frequency-dependent attenuative effect of geometric diffrac-
tion, material absorbtion, and radiative loss �into the air�. The
cross-correlation between waveforms at distances d1 and d2

is

�
i,l

�Ãi��Ãl��i�d1��l�d2� exp �jkid1 − jkld2 + j2�ft� , �4�

or, ignoring the i� l cross terms �thereby neglecting correla-
tions between different modes�,

�
i

�Ãi�2�i�d1��i�d2� exp �jki�d1 − d2� + j2�ft� . �5�

The correlated noise is no longer random; the cross-

correlation does not depend on the random phase of Ãi, but
only on its magnitude. From the point of view of waveform
analysis the loss factors �i�d1� and �i�d2� are irrelevant be-
cause they vary slowly with frequency and hence affect only
the broad spectrum of the waveform, but not its shape. When
we ignore the loss terms and cross terms �or assume single
mode propagation� the cross-correlation becomes a spatial
function only of the difference in path lengths d1−d2,

�
i

�Ãi�2 exp �jki�d1 − d2� + j2�ft� . �6�

A propagating wave packet that arrives at both sensors si-
multaneously correlates at t=0, whereas a wave packet that
arrives at one sensor 10 �s before the other correlates at
either t=10 �s or t=−10 �s, depending upon which sensor
the wave packet passed first. This dependence on the differ-
ence in distances can be counterintuitive. Because only the
difference of distances is significant, sound need not come
from the same location to correlate at the same time. A par-
ticular time in the cross-correlation maps through the modal
wavespeed to a particular difference of distances. Geometri-
cally, that difference of distances occurs along a hyperbola
that has its foci at the sensor locations, so an observed arrival
at that time could have come from any location on the hy-
perbola.

Successful source location is entirely dependent upon
the leak noise being localized to a particular region of the
plate by attenuation, edge absorption, and other losses. In a
low-loss environment, reflected waves will interfere with di-
rect waves, complicating the process of source location. In

the extreme case of very low attenuation, resonance or a
diffuse sound field can occur, and source location will be-
come impossible because the cross-correlations will measure
nothing but the resonance pattern and the Green’s function
between the sensors.10 Since loss is in general a strong func-
tion of frequency, only a limited frequency range will contain
useful information about the location of the leak. For our
tests, we used frequencies between 200 and 600 kHz. Source
location in small objects requires higher frequency measure-
ment and analysis to assure sound field localization than
source location in large objects, so lower frequencies may be
more useful for actual spacecraft than in our small test con-
figuration.

Between 200 and 600 kHz and for our 4.76-mm plate
thickness there are two detectible Lamb modes: the lowest
order symmetric S0 compressional mode and the lowest order
asymmetric A0 flexural mode. These two modes are both
dispersive, in that their phase velocity depends on frequency.
Their dispersion is reflected in the implicit frequency depen-
dence of the wave number k in Eqs. �4�–�6�. The dispersion
relations kA0�f� and kS0�f� of the A0 and S0 Lamb modes can
be readily calculated from the known material properties,
thickness, and Lamb wave theory.4 The two modes give rise
to a total of four terms in Eq. �4�, two single-mode terms
plus two cross-terms. Therefore, the measured correlations
will contain dispersed signals from the single-mode terms
with interference from the cross-terms. Measured correla-
tions tend to have distinct arrivals near t=0 or less distinct
dispersed wavetrains at t�0 or t�0 depending on the mag-
nitude and sign of the difference of distances d1−d2. Figure 1
shows a �filtered� correlation waveform from measured data.
A dispersed arrival can be seen near t=−50 �s. Assuming a
wave speed of approximately 3 mm/�s, this translates to a
difference of distances of approximately 150 mm.

Cross-correlation greatly reduces the amount of infor-
mation that must be stored. Neglecting noise, the cross-
correlation is only nonzero within a limited time window that
comes from the total distances involved and the speed of
propagation, so the cross-correlation is inherently compact,
yet can represent data from arbitrarily long measured wave-
forms, since the integral in Eq. �1� goes out to infinity. More-
over, a full set of all possible autocorrelations �cross-

FIG. 1. A cross-correlation, filtered to eliminate low-frequency resonance.
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correlation of a waveform with itself� and cross-correlations
between waveforms from a set of sensors is complete in the
mathematical sense that it contains all possible useful infor-
mation that could be extracted from the sensors. Therefore,
storing and analyzing cross-correlations is an effective and
efficient alternative to storing and analyzing the raw noise
waveforms themselves.

We show by construction that noise waveforms equiva-
lent to the originals can be calculated from the full set of
auto- and cross-correlations, and therefore that there is no
information loss from storing and processing only the corre-
lations. Let x�t�, y�t� be measured waveforms from a pair of
sensors and X�f�, Y�f� be their Fourier transforms. Since
cross-correlation in the time domain is equivalent to multi-
plication by the complex conjugate in the frequency domain,
the cross- and autocorrelations are XCORR�x ,y�=X�f�Y*�f�,
XCORR�x ,x�=X�f�X*�f�, and XCORR�y ,y�=Y�f�Y*�f�.
These correlations can be measured to arbitrarily high signal-
to-noise ratios by calculating them from sufficiently long re-
corded waveforms. First we reconstruct a frequency domain
waveform Xr�f� from the known amplitude spectrum
�X�f�X*�f� and a single random function ��f� giving ran-
dom phase ei��f�. The inverse Fourier transform of Xr�f� is
the reconstructed noise waveform xr�t�. The reconstructed
noise waveform Yr�t� is the unique inverse Fourier transform
of Yr�f�= �X�f�Y*�f� /Xr�f��. Since the reconstruction is
unique given ��f�, which is equivalent to �but different
from� the random phase of the leak, the reconstructed wave-
forms are equivalent to the originals and there is no informa-
tion loss in storing and processing only the correlations.

III. COUPLED TWO-DIMENSIONAL PHASED
ARRAYS

Obviously a practical system for on-orbit spacecraft leak
detection would need to have the fewest possible number of
sensors because of measurement time and system complexity
restraints. Nevertheless, to understand fully the problems and
issues involved, we have collected an all-encompassing data
set to represent what could be measured if time and com-
plexity were irrelevant. Our data set contains all of the pos-
sible cross-correlations between elements of two two-
dimensional phased arrays. Specialization of this data set
was used to prototype the sparse methods to be described
later.

A. Experimental measurements

An automated motion control system was used to posi-
tion a pair of 1.5-mm-diam piezoelectric transducers used as
sensors. Computer controlled stepping in 2-mm steps of each
sensor over its own 32	32 mm2 grid simulates two phased
arrays on the 4.76-mm-thick aluminum plate. These phased
arrays have been coupled by measuring correlations between
signals from all possible pairs of locations in the two arrays.
Figure 2 illustrates these arrays and the location of the leak.
One-second long waveforms have been recorded at 5 me-
gasamples per second �MSPS� for each pair of sensor loca-
tions. Cross-correlations are calculated from the recorded
waveforms and stored. All possible cross-correlations be-

tween the 256 sensor positions in each array are recorded,
leading to a total of 65 536 correlations arranged as a �16
	16�	 �16	16� phased array calculated from 655 billion
samples.

The processing of these data to reveal the leak location
proceeds by straightforward Fourier phased-array analysis,
followed by the application of a priori knowledge to reduce
the dimensionality of the data from five dimensions to two.
The raw correlation data D�t ,x1 ,y1 ,x2 ,y2� are discretely in-
dexed along five dimensions: time, x1, y1, x2, and y2. A five-
dimensional discrete Fourier transform converts the data to
frequency-wavenumber space, D�f ,kx1 ,ky1 ,kx2 ,ky2�. The
transformed data set is then converted to polar coordinates,
D�f , �k1 � ,
1 , �k2 � ,
2�. One dimension can be eliminated from
the data, along with the cross-terms of Eq. �4� by requiring
the wave number magnitudes �k1� and �k2� to be equal at the
two sensors and discarding all data not on the hyperplane
�k1 � = �k2�. The data can also be reduced in dimension by ex-
ploiting knowledge of the dispersion relations of the A0 and
S0 modes, kA0�f� and kS0�f�, to eliminate data not on the
hyperplanes �k � =kA0�f� or �k � =kS0�f�. The result of this re-
duction is a pair of three-dimensional data sets—one for A0,
one for S0—each a function of f , 
1, and 
2. One more di-
mension can be eliminated by integrating the energy �square
of the complex magnitude� of the data over frequency f , for
example

DA0�
1,
2� = �
f
��D�f , �k1�,
1, �k2�,
2���k1�=�k2�=kA0�f��2 df �7�

for the A0 mode. This leaves a pair �one for each mode� of
two-dimensional functions of 
1 and 
2 that represent the
modal energy from a common source incident on array 1 at
angle 
1 and on array 2 at angle 
2.

B. Results

The A0 and S0 mode Eq. �7� energy integrals are plotted
as grayscales in Fig. 3. The dark spots in Fig. 3 indicate the
pairs of angles corresponding to coherent propagation past
the two sensor arrays. The dark spots appear at exactly the
same location for the A0 and S0 analyses, meaning that the

FIG. 2. Scale diagram of the four-dimensional phased array measurement.
The leak is marked with an “x” and the lines indicate the measured vectors
to the leak.
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location of the leak is independent of the mode selected for
analysis. The measured propagation directions, from the lo-
cation of the peaks �darkest points� in Fig. 3, are indicated as
straight lines on Fig. 2, and their intersection provides an
estimate of the location the source of the leak. In this case
the estimated leak location is 1.8 mm from the actual loca-
tion. To permit interference effects to be seen at all, the two
images in Fig. 3 have been scaled in intensity by 100%.
Interference is visible as faint spots on the figure away from
the dark spots that indicate the primary directions. The inter-
ference comes from waves reflected by the boundary of our
plate under test. Most of the interference spots are aligned
vertically or horizontally with the primary spot, indicating a
direct path from the leak to one sensor combined with a
reflected path to the other sensor.

This measurement, while exhaustive in scope and im-
practical in terms of time and equipment, nonetheless dem-
onstrates the capability to estimate the leak location accu-
rately using random-signal guided waves. The coupled
phased array method is particularly insensitive to interfer-
ence and noise because only a tiny fraction of interference
and noise are on the extracted hyperplanes; most interference
and noise are distributed elsewhere in the five-dimensional
space and are therefore suppressed. In order for interference

to be visible at all in the measured data, Fig. 3 had to be
scaled in intensity.

IV. TWO-DIMENSIONAL PHASED ARRAY

One strategy for reducing the quantity of data required is
to reduce the coupled �x1 ,y1 ,x2 ,y2� array measurement de-
scribed above to a pair of independent, two-dimensional ar-
ray measurements: �x1 ,y1� and �x2 ,y2�. For each array mea-
surement, one sensor is fixed and the other is scanned across
the 16	16 array. The number of correlations required for
this measurement is �16	16�+ �16	16�=512, a factor of
128 reduction in data from the 65 536 correlation full treat-
ment. The three-dimensional �time, x, y� Fourier transform of
the data from one sensor array gives a mapping of the direc-
tions of sound propagation in the vicinity of that array in
terms of frequency and horizontal and vertical wave num-
bers. The three-dimensional transform given measured array
waveforms D�t ,x ,y� is

D�f ,kx,ky� =�
x
�

y
�

t

D�t,x,y�exp�−ikxx −ikyy −i2�ft�dt dy dx .

�8�

To display this as a two-dimensional image, we integrate the
magnitude over our selected frequency range

D�kx,ky� = �
f1

f2

�D�f ,kx,ky��2 df �9�

to obtain the distribution of energy in wave-number �kx ,ky�
space.

The bulk of the energy in wave-number space will be on
a line emanating from the origin. The direction of this line is
the direction to the leak, and the leak location can be there-
fore found by triangulation from two or more sensor assem-
bly locations. The effect of decoupling the two arrays is that
instead of correlating a specific mode crossing one array in
one direction with the same mode crossing and the other
array in the another direction, we can see only the angular
energy distribution at each array. No longer is there any guar-
antee that the waves seen at one array match those at the
other. In order to triangulate we have to assume the same
waves are crossing both arrays, and, for example, in the un-
likely event of multiple leaks, that assumption might be
false.

A. Results

Because the required data for the two-dimensional
phased array measurement are a subset of that required for
the coupled measurement, instead of performing a separate
experiment, we reprocess the data from the coupled experi-
ment using only the required subset. We arbitrarily select one
sensor position in sensor array 2 and extract the correlations
with all possible sensor positions in sensor array 1 to obtain
two-dimensional phased array data for sensor array
1 D1�t ,x ,y�. Likewise, we select an arbitrary sensor position
in array 1 and extract the correlations with array 2 to obtain
phased array data for sensor array 2 D2�t ,x ,y�. The data are
processed using Eqs. �8� and �9�. Figure 4 shows the pro-

FIG. 3. Measured leak direction maps for �a� A0 mode and �b� S0 mode, both
darkened by 100% to enhance visibility of interference.
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cessed two-dimensional phased array data from arrays 1
�Fig. 4�a�� and 2 �Fig. 4�b��. The rays radiating from the
origin in Fig. 4 indicate the measured 
1 and 
2 directions of
−8 and 225 deg, respectively. Triangulation using these di-
rections gives an estimated leak location 2.4 mm from the
actual position of the leak on a 610	610-mm2 plate com-
pared with 1.8 mm when calculated from the coupled mea-
surement. The leak location estimate of this method is nearly
as accurate as the coupled measurement despite the massive
reduction of data. Interference �darkened areas not on the
rays� is visible in Fig. 4, even though Fig. 4 is not scaled in
intensity. Interference and noise are higher than in the
coupled case, in part because it has been constructed from far
fewer data.

This method has the advantage that it requires far less
information to find the leak location. It takes less acquisition
time and less equipment than the full coupled measurement.
Like the full algorithm, multimode propagation and disper-
sion will not create interference. Unlike the coupled method,
this method treats each array independently. It finds the an-
gular distribution of wave propagation independently under
each array and triangulates from the apparently dominant
direction. This two-dimensional phased array method pro-
vides a simple, robust method for locating leaks that requires
far less data to be collected than the coupled phased array.

V. DISTRIBUTED DISCRETE SENSOR METHOD

While the two-dimensional phased array method re-
quires far fewer correlations—and hence far less
computation—than the four-dimensional method, it still re-
quires two array sensors and hundreds of correlations. Using
tiny subsets of the original coupled data set, we have devel-
oped an algorithm that locates the leak using only correla-
tions between signals from a few isolated point sensors. This
approach, which we have described briefly in Ref. 11, is
more fully developed in Sec. V A. Our algorithm compares
the measured correlations from a few arbitrarily distributed
sensors with synthetic correlations calculated from all pos-
sible leak locations and identifies the closest match as the
location of the leak.

A. Method and experiment

The method for locating the leak from the measured
correlations has the following steps:

�1� Distribute a small number �four in our example� of sen-
sors around a plate containing a leak, with known sensor
locations �x1 ,y1� , . . . , �x4 ,y4�.

�2� Simultaneously record waveforms at all sensors hi�t�,
i=1, . . . ,4.

�3� Measure all �six� possible cross-correlations Ril�t�
=	�hi���hl��− t� d� between noise waveforms from the
four sensors, R12�t�, R13�t�, R14�t�, R23�t�, R24�t�, R34�t�.

�4� Calculate dispersion relations kA0�f� and kS0�f� for the
two fundamental Lamb modes given the known thick-
ness and material properties.

�5� Select one mode, A0 or S0.
�6� Select one measured correlation R.
�7� Select an arbitrary candidate leak location �xx ,yc�.
�8� Calculate a synthetic correlation Rs from Eq. �6�, ignor-

ing the loss factor �, assuming the leak is at the candi-
date leak location, assuming that only the selected mode
is present, and assuming a flat frequency response over
the selected frequency band.

�9� Calculate the inner product between the synthetic and
measured correlations 	tR�t�Rs��t� dt.

�10� Repeat steps 7–9 for all candidate leak locations, gen-
erating a spatial mapping of the magnitude of the inner
product, such as that shown in Fig. 5.

�11� Return to step 6 through step 10, multiplying the inner-
product magnitudes for all the measured correlations to
create a composite mapping, such as shown in Fig. 6�a�
of leak intensity for the mode selected in step 5.

�12� Return to step 5, select another mode, and repeat all
calculations through step 11, until all applicable modes
have been accounted for. Sum the composite mappings
to create an overall multi-mode map of leak intensity,
as shown in Fig. 6�b�.

The strongest peak in the overall multi-mode intensity map,
such as Fig. 6�b�, provides an estimate of the leak location.

FIG. 4. Spatial frequency mapping of signal energy detected at �a� sensor
array 1 and �b� sensor array 2. The black line indicates the measured direc-
tion to the source.
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B. Results

Because the algorithm processes the different modes in-
dependently, it is sensitive to both interference between the
modes and interference from cross-terms. For example, a
correlation signal from an A0 wave mode but interpreted in
the S0 iteration could, when combined with interference in
other correlations, generate a false peak in the S0 map. To

test the robustness of our procedure and to quantify the effect
of this sort of interference, we have run a set of simulations
with synthetic correlations assuming equal magnitudes of the
A0 and S0 modes. These simulations are worst-case in the
sense that equal A0 and S0 magnitudes give the highest pos-
sible relative amplitude of the cross-terms. We performed 32
simulation runs, each with a different, randomly selected,
pattern of sensors. The average level of the cross-
interference peak relative to the peak at the leak location is
−5 dB. The largest interference peak observed is 4 dB stron-
ger than the peak at the leak location in the overall map.
Under worst-case circumstances with synthetic data, inter-
mode interference can generate spurious peaks equal to, or
larger than, the peak at the leak location. Nevertheless, in
each of these cases the leak location is also predicted by
means of a secondary peak. Since the interference is a func-
tion of the sensor layout pattern, careful placement can mini-
mize interference effects. Adding sensors beyond the four
probes assumed here will also tend to reduce interference.
Experimental results from several sensor configurations with
four probes are shown in Fig. 7. The actual location of the
leak in a 610	610 mm2 plate is found with a mean error of
10.4 mm in Figs. 7�a�–7�d�. The arbitrarily distributed sensor
method permits accurate, rapid leak location with a mini-
mum of prepositioned equipment in an on-orbit spacecraft
environment.

VI. TWO-SENSOR METHOD

Another sparse-detector method uses two rotatable sen-
sors. This method is appropriate for cases where a portion of
the inner surface of the spacecraft pressure vessel is directly
accessible to astronauts, and is suitable for smaller leaks for
which the inherent delay involved in a manual measurement
will not be a hazard. As we have previously discussed in a
preliminary report,12 by rotating a pair of sensors around a
central point, correlation data can be collected that can be
processed by a differential phase analysis or a circular syn-
thetic aperture analysis to determine the direction of sound
wave propagation. As in the phased array methods, triangu-
lation from two or more measurement positions will locate
the leak.

FIG. 5. Magnitude of the inner product of a measured correlation with S0

synthetic waveforms as the assumed leak location varies spatially. The sen-
sors are the “�” symbols at the foci of the hyperbolas, and the actual leak
location is marked with an “	”.

FIG. 6. �a� Product of S0 inner product fields for all correlations �sensor
pairs�. �b� Sum of S0 and A0 products.

FIG. 7. Measured four-sensor source location solutions for four different
sensor configurations.
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A. Method and experiment

At each of two or more locations, a pair of rotatable
sensors is held at a fixed separation and correlations are re-
corded as the sensor assembly is rotated in 15-deg incre-
ments, as illustrated in Fig. 8. The direction to the leak is
found by examining the phase of the Fourier transforms of
these correlations as a function of angle. Assuming a single
mode incident at angle � on the sensor pair rotated to angle

, the correlation of the signals from the two sensors �sepa-
ration d� will be

�Ã�2 exp �j2�ft − jkd cos �
 − ��� . �10�

The phase of the Fourier transform of the correlation is
−jkd cos �
−��. The phase varies sinusoidally as the sensor
assembly is rotated, with the zeroes of the sinusoid occuring
when the line connecting the sensors is parallel to the propa-
gating wavefronts. The extrema of the phase occur when that
line is perpendicular to the propagating wavefronts. Figure 9
shows the magnitude of the inner product

P�f� = �



angle�unwrapped��D�f ,
��ej
 �11�

of the unwrapped phase of a set of measured correlations
with a 360 deg complex sinusoid, where D�f ,
� is the tem-
poral Fourier transform of the measured correlation at sensor
assembly angle 
. The dashed and dotted lines in Fig. 9 show
expected magnitudes of the inner product assuming propaga-
tion in the flexural �A0� and compressional �S0� modes, re-
spectively. In order for the phase variation to be a meaning-

ful measure of leak direction, there must be a single
dominant mode propagating at each frequency, because mul-
tiple modes propagating together will cause phase interfer-
ence. Figure 9 demonstrates which mode is usable in which
frequency range. In this case, the data indicate that the com-
pressional �S0� mode dominates from 450 to 540 kHz as
marked on the plot, that the fiexural �A0� mode dominates
from 280 to 375 kHz, and that other ranges, showing large
rapid fluctuations, exhibit interference between the modes.
Once a frequency range has been selected the angle to the
leak can be estimated by calculating the median phase over
the selected frequency range of P�f� from Eq. �11�,

median
f

�angle�P�f��� . �12�

Angles calculated with Eq. �12� are then triangulated from
two or more measurement locations to precisely locate the
leak.

Another way to analyze these data is as a circular syn-
thetic aperture.13 Unlike the rectangular synthetic aperture
�phased array� analysis described earlier, the basis functions
of the circular synthetic aperture are nonorthogonal. There-
fore, calculating the angular spectrum from the circular array
data is an ill-posed inversion problem. To accomplish the
inversion we use below a modified Lanczos matrix pseudo-
inverse, similar to that discussed by Jackson.14

If a sound wave is incident upon the circular synthetic
aperture location at angle �, and the sensor assembly, with
element separation d, is rotated to direction 
, then the ex-
pected correlation �from the simplified correlation of Eq. �6��
would be

�
i

�Ãi�2 exp �j2�ft − jkid cos �
 − ��� , �13�

where the sum is over the mode index i. In the synthetic
aperture analysis we assume incident waves in every possible
direction and then solve for the amplitudes of those waves

given the measured correlations. Let Ãmi be the amplitude
and phase of the incident wave propagating in the direction
�m in mode i. The measured cross-correlations with the sen-
sor assembly at angle 
l would be

XCORRl = �
m

�
i

�Ãmi�2 exp �j2�ft − jkid cos �
l − �m�� .

�14�

To solve the synthetic aperture problem, we must solve for

the angular and modal amplitude spectra �Ãmi� given the mea-
sured cross-correlations. Equation �14� can be represented as
a matrix multiply. Let Dlmi
exp �−jkid cos �
l−�m��. At
each frequency f we can construct a matrix Elq


�DlmA0
DlmS0

� and a vector Cq
��ÃmA0
�2

�ÃmS0
�2 � such that Eq. �14�

reduced to the matrix equation

XCORRl = �
q

ElqCq exp �j2�ft� . �15�

Equation �15� represents the prediction of correlations from a
known angular and modal spectrum Cq as a matrix multipli-

FIG. 8. Diagram showing rotation of sensors and triangulation to find leak.

FIG. 9. Variation of phase with sensor angle, measured and calculated for A0

and S0 modes.
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cation. Inversion of this equation allows estimation of the
angular distribution of incident waves from the measured
data. In a linear synthetic aperture problem, Elq is a spatial
Fourier transform and is easily inverted. In the current case
of a circular synthetic aperture, depending on the number of
chosen values for �m and 
l, this matrix is ill conditioned and
may not be square. To construct the pseudoinverse Elq

inv, we
first calculate the singular value decomposition of E, E
=USVt, where U and V are unitary and S is diagonal, with its
elements Sii the singular values. Let the largest singular value
be Smax. The pseudoinverse is Einv=VSinvUt, where Sinv is
diagonal and constructed from the elements of S,

Sii
inv =

1

Sii
e−0.2�Smax/Sii−1� �no sum� . �16�

Since E is ill conditioned, it likely has very small singular
values. When inverted, these small singular values become
very large and potentially scale any error or noise in the
measured correlations. The exponential factor in Eq. �16�
limits the noise gain of the inversion process by scaling
down the inverses of the smallest singular values, following
the concept of singular value truncation discussed in Ref. 14.
The arbitrary factor of 0.2 selects the rate of scaling and
corresponds to the reduction of the inverse of a singular
value with half the magnitude of the largest singular value.

The estimated angular and modal distribution can be cal-
culated from Eql

inv according to

��Ãˆ mA0
�2

�Ãˆ mS0
�2
� 
 Ĉq = �

l

Eql
invXCORRle

−j2�ft. �17�

Equation �17� gives the synthetic aperture calculation for es-

timating the incident angular and modal distribution �Ãˆ mi�2
from a single frequency component �at frequency f� of a set
of measured correlations XCORRl. By iterating this calcula-
tion over our frequency range, we obtain the estimated an-
gular distribution as a function of frequency and mode. Inte-
grating this distribution over frequency,

�
f1

f2

�Ãˆ mi�2 df , �18�

will yield a peak in the integral in the dominant direction.
This peak gives an estimate of the direction to the source.
Figure 10 shows an example angular and modal distribution
from experimental data, calculated using the circular syn-
thetic aperture method.

Figure 11 shows an example of two-sensor leak location
by triangulation from three measurement positions using
both analysis methods. The solid discs indicate the measure-
ment positions, and rays emanating from them indicate the
estimated directions to the leak as determined by the two
algorithms. The leak itself is located at the origin, and the
estimated location is marked with an open circle is at coor-
dinates �17 mm, 3 mm�. The source location error in this
case was 2.0 mm for the phase comparison method and
2.3 mm for the circular synthetic aperture method. As before,
this source location was accomplished using a 610 mm2

4.76-mm-thick aluminum plate with a l-mm-diam leak. The
two-sensor method is a viable method for locating leaks. It
has the disadvantages of requiring manual operation and
high sensitivity to cross-mode interference, yet it requires a
minimum of equipment. Unlike the other methods the equip-
ment would not need to be manufactured as part of the
spacecraft.

VII. CONCLUSIONS

Each of these methods developed and demonstrated here
can successfully and repeatably locate air leaks into vacuum
using structure-borne noise. Of the four methods, only the
first—the four-dimensional phased array—is wholly imprac-
tical because of the extreme amount of data that must be
collected. Each of the other methods is a viable alternative
depending on the circumstances involved. We anticipate that
the two-dimensional phased array could be made practical by
using a miniature array transducer with high speed correlator

FIG. 10. Example measured angular and modal distribution from circular
synthetic aperture method.

FIG. 11. Example leak location with two movable sensors. Each location of
the sensor pair is marked with a disc. The measured directions to the leak
with the phase comparison algorithm are shown as solid gray lines. Mea-
sured directions with the circular synthetic aperture method are shown as
dashed black lines. The least-squares measured location of the leak is
marked with a circle �phase comparison� and “	” �synthetic aperture�. For
comparison, the actual leak location was the origin �0,0�.
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electronics, and we are actively developing a miniature 8
	8 array for this purpose. With a scattering of two-
dimensional arrays on the inside of a spacecraft module, this
method would instantly identify the location of the leak
while rejecting possible interference. The distributed discrete
sensor method would provide the same result, but with
greater vulnerability to interference and false peaks, yet with
substantially smaller hardware and computation require-
ments. The two-sensor method would be appropriate for the
more spartan spacecraft environment in which the outer pres-
sure walls are accessible from the inside and for which the
weight of permanently embedded monitoring system would
be prohibitive.

We have discussed the problem of locating air leaks in
manned spacecraft. We have shown how cross-correlation
can be used to transform the leak noise into a quantity that
can be usefully measured, and described and demonstrated a
series of algorithms for collecting and analyzing these cross-
correlations to determine the location of a leak. Each of the
methods works repeatably, and each is suitable for different
circumstances. By applying these methods to manned space-
craft, the risk of micrometeorites and space debris to the
mission and to the crew can be dramatically reduced.
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Measurement of structural intensity using boundary element
method-based nearfield acoustical holography
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The regularization method for measurement of structural intensity �SI� using boundary element
method �BEM�-based nearfield acoustical holography �NAH� is proposed. Spatial derivatives of
normal displacement are necessary to obtain the structural intensity. The derivative operations
amplify high-wavenumber component of measurement noise and contaminate the measurement
result of SI. To overcome this difficulty, regularization method for measurement of SI using fast
Fourier transform-based NAH has been introduced. In this paper, this regularization method is
modified for the BEM-based NAH. The BEM-based NAH avoids the aperture replication problem;
therefore, measurement aperture for BEM-based NAH can be set smaller than that for FFT-based
NAH. The effectiveness of the proposed method is demonstrated by experiments.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2724760�
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I. INTRODUCTION

Measurement of power flow in structures, called struc-
tural intensity �SI�, is very helpful for the vibration control
and noise reduction. Nearfield acoustical holography �NAH�-
based measurement method is suitable to analyze the inter-
relationship between SI and acoustic intensity �AI�, because
the NAH-based method can yield SI and AI simul-
taneously.1–3 To obtain the SI, spatial derivatives of the nor-
mal displacement of structures are necessary. These deriva-
tives are calculated by fast Fourier transform �FFT�-based
method,2–9 because the FFT-based method enables us to ob-
tain spatial derivatives over the whole structure, and the am-
plification of high-wavenumber noise is suppressed by ap-
plying a wavenumber-space �K-space� filter. In the FFT-
based method, the optimization of the K-space filter is
crucial. To optimize the K-space filter, regularization method
for measurement of SI using FFT-based NAH �FFT-NAH�
has been introduced.10 In this paper, this regularization
method is modified for the boundary element method
�BEM�-based NAH �BEM-NAH�. The measurement aperture
for BEM-NAH can be set smaller than that for FFT-NAH
because BEM-NAH avoids the aperture replication
problem.11

The effectiveness of the proposed method is demon-
strated by experimental investigations, which SI of a thin
plate is measured by the proposed BEM-NAH method and
conventional FFT-NAH method, and these reconstructed re-
sults are compared.

II. SPATIAL DERIVATIVES OF BEM-NAH

A. Review of BEM-NAH

Before discussion of the measurement method of spatial
derivatives by BEM-NAH, we review the basic theory of
BEM-NAH. We consider two surfaces, the reconstruction

surface Sv which corresponds to the structure surface, and the
measurement surface Sp which represents an imaginary sur-
face where pressure measurement is made. The geometry is
shown in Fig. 1. The harmonic time dependence ei�t is sup-
pressed throughout this paper, here �=2�f and f is the fre-
quency.

To introduce BEM-NAH, discretization of the exterior
form of the Helmholtz integral equation �HIE�1 with Sv as
the integration surface with exterior point specified on Sp is
necessary. The boundary element discretization of HIE and
ensuing integrations converts HIE to a matrix equation.
Here, the surface Sv is broken up into N small elements of
area, and we set the number of measurement points on Sp as
also N. As is standard practice in these problems, when r
�Sv one can eliminate p�rs�, which is the pressure on the
structure surface, through matrix manipulations,12 resulting
in a final linear equation between the measured pressure vec-
tor p on Sp and the unknown normal velocity vector ẇ on Sv:

p = Hẇ . �1�

Here H is an N�N matrix, which is called a “vibroacoustic
transfer matrix.”13 Equation �1� can be inverted by applying
the inversion matrix H−1,

ẇ = H−1p , �2�

therefore, the normal velocity ẇ can be reconstructed by Eq.
�2� from the field pressure p, which is measured on the con-
centric hologram surface. However, the influence of mea-
surement noise has not been considered in this formulation.

For actual implementation of BEM-NAH, some regular-
ization methods are applied, because the inversion matrix
H−1 is very ill conditioned due to the existence of
evanescent-like waves. The regularization is implemented by
singular value decomposition �SVD� and regularization filter.
The SVD applied to H in Eq. �1� isa�Electronic mail: saijyou-kenji@com.home.ne.jp
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H = U�VH, �3�

where ��diag��1 ,�2 , . . . ,�N� ��1��2� ... ��N� and U
and V are unitary matrices defined by UHU=VHV=I, re-
spectively, and the superscript H represents the conjugate
transpose of the matrix. The column vectors �uj� and �v j�
mean the wave vector are the orthogonal eigenfunction or
“mode,” i.e., these refer to the distribution field pressure on
the hologram and that of normal velocity on the structure
surface at a selected frequency.14 Thus, the inverse of the
transfer matrix H−1 is

H−1 = �U�VH�−1 = V�−1UH, �4�

where �−1�diag��1
−1 ,�2

−1 , . . . ,�N
−1�.

In the reconstruction process of normal velocity, higher-
order components of singular values affect the reconstructed
result dominantly and they are correlated with the evanescent
wave component. Usually the measured pressure is contami-
nated by noise. Then, the measurement noise is amplified
greatly by the higher-order component; � j. Therefore, regu-
larization is necessary to suppress the amplification of the
noise. Some regularization procedures have been
proposed,12,15–23 and the appropriate regularization procedure
of NAH has been introduced by Williams.24 His method is
based on the Tikhonov regularization procedure. The
Tikhonov filter is described as

F�,1 � diag�¯ ,
	� j	2

	� j	2 + ���/�� + 	� j	2��2 , ¯ 
 , �5�

where � is the regularization parameter. This parameter � is
determined by the discrepancy principle attributed to Moro-
zov �MDP�. The MDP provides a particularly simple method
of finding the parameter � when the variance of the noise
�noise is known. Given Eq. �5� and knowledge of �noise, we
can find the parameter � by the MDP. However, implemen-
tation of the MDP requires an estimated noise variance �noise

in the data. Given that the taper of the filter matches the
evanescent-like wave decay with increasing the order of sin-
gular value, then the highest order above the break point
corresponds only to noise in the data. Therefore, we can
expect that the noise variance �noise is estimated by averag-
ing over the last Q basis vectors,

��
q

Uq
Hpmea��Q � �noise, N − Q + 1 � q � N , �6�

where Uq
H is the qth row of UH. Then, the parameter � is

determined by the MDP and the estimated noise variance
�noise.

As a result, the normal velocity w̃̇ and the normal dis-
placement w̃ can be reconstructed from the measured pres-
sure pmea as

w̃̇ = V�−1F�UHpmea, �7�

w̃ = V�−1F�UHpmea/�j�� . �8�

Here, tilde indicates the smoothed variable. This is the recon-
struction equation of normal velocity by BEM-NAH.

B. Regularization method of spatial derivatives for
BEM-NAH

In this section, an estimation method of a K-space filter
for each order derivatives obtained by BEM-NAH is briefly
described. This method is the extension of the regularization
method of spatial derivatives for FFT-NAH.10

At first, let us review the reconstruction equation of nor-
mal velocity by FFT-NAH using Tikhonov filter. The
Tikhonov filter for Cartesian coordinates is described as23

F�,1�kx,ky,�kx,ky
� =

	�kx,ky
	2

	�kx,ky
	2 + ���/�� + 	�kx,ky

	2��2 , �9�

where

�kx,ky
=

	0ck

i�kx
2 + ky

2 − k2
exp�− �zm − zs��kx

2 + ky
2 − k2� �10�

is called propagator, c the sound speed, 	0 the fluid density,
k=� /c, kx and ky are wavenumber in the x and y direction,
and z=zm and z=zs are measurement and reconstruction
planes, respectively. The regularization parameter � is deter-
mined by MDP.

Let us set ẇ�rs�= ẇ�x ,y ,zs�, which is the normal com-
ponent of the surface velocity, and p�rm�= p�x ,y ,zm�. The
following relationship exists between them:1

w�rs� = ẇ�rs�/�j�� = F−1�F�p�rm���kx,ky

−1 �/�j�� . �11�

where F and F−1 represent the two-dimensional forward and
inverse Fourier transforms in x and y. This is the reconstruc-
tion equation. This equation is modified by applying the
Tikhonov filter to suppress the amplification of noise in high-
wavenumber region as

w̃�rs� = w̃̇�rs�/�j��

= F−1�F�p�rm��F�,1�kx,ky,�kx,ky
��kx,ky

−1 �/�j�� . �12�

Next, let us introduce the measurement method of spa-
tial derivatives using FFT-NAH.10 The spatial derivative of
normal displacement is obtained as

FIG. 1. Region definitions for application of HIE for arbitrary shape object.
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�m+n

�xm�ynw�rs�

=
�m+n

�xm�ynF
−1�W�kx,ky��

=
�m+n

�xm�yn

1

2�
� � W�kx,ky�ei�kxx+kyy�dkxdky

=
1

2�
� � �m+n

�xm�yn �W�kx,ky�ei�kxx+kyy��dkxdky

=
1

2�
� � W�kx,ky�ei�kxx+kyy�

�m+n

�xm�ynei�kxx+kyy�

ei�kxx+kyy� dkxdky

=
1

2�
� � W�kx,ky�ei�kxx+kyy��ikx�m�iky�ndkxdky , �13�

where K-space representation of the normal displacement

W�kx,ky� = F�w�rs�� =
F�p�rm���kx,ky

−1

i�
, �14�

indicates the complex amplitude of surface vibration mode
ei�kxx+kyy�1 and

�ikx�m�iky�n =

�m+n

�xm�ynei�kxx+kyy�

ei�kxx+kyy� �15�

means the ratio of spatial derivative of vibration mode
�m+nei�kxx+kyy� /�xm�yn and vibration mode ei�kxx+kyy�. To derive
the relationship between the spatial derivative of the normal
displacement, and the measured pressure, Eq. �14� is substi-
tuted into Eq. �13�and two-dimensional Fourier transform is
applied, then

F� �m+n

�xm�ynw�rs��
F�p�rm��/i�

= �kx,ky

−1

�m+n

�xm�ynei�kxx+kyy�

ei�kxx+kyy�

= �kx,ky

−1 �ikx�m�iky�n = �kx,ky,�x,m�,�y,n�
−1

�16�

is obtained, which can be treated as a propagator for the
spatial derivative of the normal displacement. Therefore,

	�kx,ky,�x,m�,�y,n�
−1 	 = 	�kx,ky

−1 	� �m+n

�xm�ynei�kxx+kyy�

ei�kxx+kyy� �
= 	�kx,ky

−1 		�ikx�m�iky�n	 �17�

can be treated as an eigenvalue of the Tikhonov filter for
spatial derivative of the normal displacement reconstructed
by FFT-NAH. As a result, the Tikhonov filter for the spatial
derivative is obtained as

F�,1�kx,ky,�kx,ky,�x,m�,�y,n��

=
	�kx,ky,�x,m�,�y,n�	2

	�kx,ky,�x,m�,�y,n�	2 + ���/�� + 	�kx,ky,�x,m�,�y,n�	2��2 , �18�

and the spatial derivative is obtained as

�m+n

�xm�ynw̃�rs�

=
F−1�F�p�rs���F

�,1�kx,ky,�kx,ky,�x,m�,�y,n���kx,ky,�x,m�,�y,n�
−1 �

i�
.

�19�

The regularization parameter � is determined by MDP.
Here, the spatial derivative of surface displacement re-

constructed by BEM-NAH is considered to derive the
Tikhonov filter. Let us set the local orthogonal coordinate
�
 ,�� on the surface of simple structure with large radius of
curvature �cf. Fig. 2�. In this coordinate, each mode v j spans
a two-dimensional surface.14 Therefore, we can visualize v j

spatially in matrix form by segmenting over the two coordi-
nate dimensions �
 axis�� axis�

v j → V�j�

� �
v j,1 v j,2 . . . v j,n2

v j,�n2+1� v j,�n2+2� . . . v j,n2�2

] ] ]

v j,�n2��n1−1�+1� v j,�n2��n1−1�+2� . . . v j,N

�
n1�n2

�20�

with rows and columns following direction along the 
 axis
and � axis, respectively �n1�n2=N�. The reconstructed nor-
mal displacement w represents the same way, i.e.,

w � �
w1 w2 . . . wn2

wn2+1 wn2+2 . . . wn2�2

] ] ]

wn2��n1−1�+1 wn2��n1−1�+2 . . . wN

�
n1�n2

.

�21�

Here, the spatial derivatives of the normal displacement of
the structure are obtained as

FIG. 2. The local orthogonal coordinate �
 ,�� on the surface of simple
structure.
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�n+mw

�
n��m =
�n+m
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�
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where �m+nV�j� /�
m��n is the spatial derivative of surface
vibration mode v j in BEM-NAH. Equation �24� is calculated
by the second-order finite difference scheme.25 This formu-
lation is not considered the influence of measurement noise,
and Tikhonov filter is applied to modify this formulation for
reduction of the influence of noise. To derive the eigenvalue
of the Tikhonov filter for BEM-NAH, we consider the rela-
tionship between FFT-NAH and BEM-NAH. Comparison of

Eq. �8� with Eq. �12� reveals the similarity. Thus we make
the following association

�kx,ky
⇔ � j . �25�

And the ratio of the spatial derivative of vibration mode
�m+nv j /�
m��n and the vibration mode v j corresponds to Eq.
�15� in FFT-NAH, i.e.,

�ikx�m�iky�n =

�m

�xm

�n

�ynei�kxx+kyy�

ei�kxx+kyy� ⇔

�m+nv j

�
m��n

v j
. �26�

As a result, the eigenvalue of the Tikhonov filter for the
spatial derivative reconstructed by FFT-NAH �cf. Eq. �17��
and that reconstructed by BEM-NAH are described as

	�kx,ky,�x,m�,�y,n�
−1 	 = 	�kx,ky

−1 		�ikx�m�iky�n	 ⇔ 	� j,�
,m�,��,n�
−1 	

= 	� j
−1	

� �m+nv j

�
m��n�
�v j�

, �27�

and the Tikhonov filter for the spatial derivative in BEM-
NAH is described as

F�
,m�,��,n�
�,1 � diag�¯ ,

	� j,�
,m�,��,n�	2

	� j,�
,m�,��,n�	2 + ���/�� + 	� j,�
,m�,��,n�	2��2 , ¯ 
 . �28�

The regularization parameter � is determined by solving the
following discrepancy equation:

��UF�
,m�,��,n�
�,1 UH − I�pmea�/�N = �noise, �29�

where the noise variance �noise is estimated by Eq. �6�. As a
result, the spatial derivative of normal displacement is ob-
tained as

�m+nw̃

�
m��n =
�m+nV

�
m��n

�−1F�
,m�,��,n�
�,1 UHpmea

j�
. �30�

The formulation for SI of the planar structure is as follows:26
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where outer bracket � �T indicates time average, v the Pois-

son’s ratio, D=Eh3 / �12�1−v2��, E the Young’s modulus, and
h the plate thickness. This formulation of the SI is decom-
posed into individual contributions from bending moments,
twisting moments, and shear forces.9 Therefore, contribu-
tions of these components of the SI can be examined. The
procedure of measurement of SI using BEM-NAH is shown
in Fig. 3.

III. MODEL EXPERIMENT

In this section, the SI in a thin plate, which is submerged
in water, is measured to demonstrate the effectiveness of the
proposed method. In experiments, natural frequencies are se-
lected. An automated scanning system was developed for
measurement of pressure hologram. An experimental model
is SUS 304 stainless steel �500 mm�600 mm�5 mm�. A
shaker �Wilcoxon F3/Z3/F9� that vibrates the sample plate is
attached at the center of the plate. The shaker is driven by a
�150–10 000 Hz� linear frequency modulation signal. These
frequencies are sufficiently lower than coincidence
frequency.1 A Brüel & Kjaer Type 8103 hydrophone is
placed at the prescribed position with scanners. Stepwise
movement of the plate thus scans a two-dimensional mea-
surement plane. Measured data of the measurement aperture
are taken in 20 mm steps along x- and y-axis scanning.

In the FFT-NAH procedure, the influence of finiteness of
measurement aperture, which is called “finite aperture ef-
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fect,” contaminates reconstructed result seriously if the size
of measurement aperture is not sufficiently large. This is the
aperture replication problem.1 To mitigate the finite aperture
effect, measurement aperture has to be set sufficiently large.
Thus, 128�128 data points make one hologram, which is
called a “full aperture hologram.” Conventional FFT-based
method is applied to this full aperture hologram for measure-
ment of SI.

On the contrary, the BEM-NAH procedure avoids the
aperture replication problem because it does not rely on FFT.
Therefore, measurement aperture for BEM-based NAH can
be set smaller than that for FFT-based NAH, and the pro-
posed BEM-based method is applied to a “small aperture
hologram,” which is made of 50�50 data points. The dis-
tance between the sample plate and the measurement holo-
gram is 50 mm. The received and amplified signal from the
microphone is digitized and transferred to a personal com-
puter. Sampling inception time is accurately controlled by
the computer, which acts as the reference source for holo-
graphic interference. The ends of the plate are sealed with
rubber packing to approximate the simply supported bound-
ary condition. Here, the radius of curvature of the structure
surface is infinite, therefore, coordinate systems for FFT- and
BEM-NAH have the correspondency as x⇔
 and y⇔�.

Figure 4 shows the K-space filter, K-space spectrum of
the third-order spatial derivative of normal displacement and
reconstructed result of third-order spatial derivative �3w /��3.
All variables are normalized by maximum values at the left

column. The frequency is 1171.9 Hz. Figures 4�a� and 4�b�
show the proposed filter �cf. Eq. �28�� and the Tikhonov filter
�cf. Eq. �5��. The cutoff singular value of the proposed filter
�about 150� is smaller than that of the Tikhonov filter �about
270�. Figures 4�c� and 4�d� show K-space spectrum of the
third-order spatial derivatives. The amplitude of the higher-
order wavenumber component smoothed by the proposed
method is small �cf. Fig. 4�c��, and the amplitude vanishes in
the region over 300 of singular value. On the contrary, the
amplitude of the higher-order wavenumber component
smoothed by the Tikhonov filter remains �cf. Fig. 4�d��. Fig-
ures 4�e� and 4�f� show reconstructed result of third-order
spatial derivative using gray-scale plots, with white and
black indicating maximum positive and negative values, re-
spectively. In Fig. 4, the horizontal and vertical axes indicate
the 
 and � axis, respectively. Hereafter, the driving point is
shown by a small triangle. The comparison between Figs.
4�e� and 4�f� indicates that higher-order wavenumber com-
ponent �over 300 of singular value� seriously contaminates
the reconstructed result. As a result, the estimation of appro-
priate K-space filter according to the order of spatial deriva-
tives is necessary to measure SI.

Figure 5 shows the normal displacement, the AI, the SI
and the injected power �IP�, which is given by2

C = �
C

ISI · ndl . �32�

Here, C is the contour surrounding each point, dl the element
of a square contour C, ISI the SI vector, and n the outward
normal to the element of contour dl. The upper and lower
rows show experimental results reconstructed by the pro-
posed BEM-based method and the conventional FFT-based
method, respectively. The frequency is 585.9 Hz. All data are
normalized by the maximum value of the lower rows vari-
ables for better mutual comparison. Grey-scale plots show
the normal displacement, the Al and the IP, white is positive
and black is negative, respectively. In Fig. 5, the horizontal
and vertical axes indicate the 
 and � axis �the x and y axis�,
respectively. Figures 5�a� and 5�e� represent the normal dis-
placement reconstructed by BEM- and FFT-NAH, respec-
tively. Reconstructed results of normal displacement �cf.
Figs. 5�a� and 5�e�� show �3,3� mode �three half-wavelengths
in the 
 direction and three in the � direction�. These figures
show that the driving point corresponds to the antinode of
the vibration mode, but it is difficult to localize the vibration
source from these results. SIs are reconstructed in Figs. 5�b�
and 5�f�, from which we know that the SI diverges from the
shaker located at the plate center, and major vibration energy
flow from the center is vertical direction. The length of the
vector normalized by the maximum value is drawn linearly.
Powers injected to the plate C are indicated in Figs. 5�c�
and 5�g�, where the calculation is based on Eq. �32�. The IP
shows a large positive value at the center of the plate in both
figures; therefore, we can easily localize the vibration source.
AIs are shown in Figs. 5�d� and 5�h�. Comparison results
indicate excellent agreement between two methods. These
results indicate that agreements between higher-order deriva-

FIG. 3. The procedure of measurement of the SI using BEM-NAH.
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tives reconstructed by BEM-based method and those recon-
structed by FFT-based method are good.

Comparisons between IPs and AIs �cf. Figs. 5�d� and
5�h�� show fairly good matching at the periphery of the plate
because C is equal to the negative of the normal AI away
from the driver.27 As a result, we can easily understand the
mechanism of the energy flow between the structure and sur-

rounding medium, i.e., we may infer that the vibration en-
ergy is injected to the plate at the driving point and lost from
periphery of the plate. Note that the hologram size for BEM-
based method is less than a quarter of that for the FFT-based
method. This means that the measurement time of pressure
hologram for the proposed method is shorter than a quarter
of that for the conventional FFT-based method.

FIG. 4. K-space filter, K-space spec-
trum of the third-order derivative and
reconstructed result of the third-order
derivative of the normal displacement.
The frequency is 1171.9 Hz. �a� The
proposed filter for the third-order de-
rivative �3w /��3. �b� Tikhonov filter
for �3w /��3. �c� K-space spectrum of
�3w /��3 obtained by the proposed fil-
ter. �d� K-space spectrum of �3w /��3

obtained by the Tikhonov filter. �e�
Reconstructed result of �3w /��3 ob-
tained by the proposed filter. �f� Re-
constructed result of �3w /��3 obtained
by the Tikhonov filter.

FIG. 5. Reconstructed results of
BEM- and FFT-based methods. The
frequency is 585.9 Hz. The triangle in-
dicates the driving point. Upper and
lower rows show the reconstructed re-
sults of the BEM-based method and
the FFT-based method.
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Figure 6 shows a comparison of experimental results
reconstructed by the BEM-based method and that recon-
structed by the FFT-based method. The frequency is
1171.9 Hz. The vibration mode appears to be �5,1� �five half-
wavelengths in the 
 direction and one in the � direction�.
The agreement between reconstructed results by both meth-
ods is excellent.

The direction of the vibration energy flow which origi-
nates from the center of the plate is restricted to the horizon-
tal direction as shown in Figs. 6�b� and 6�f�. The peak of the
IP corresponds to the center of the plate at which shaker is
attached in Figs. 6�c� and 6�g�, and local peaks at the periph-
ery of the plate are matched with AIs �cf. Figs. 6�d� and
6�h��; therefore, we can easily detect the vibration source and
understand the mechanism of the energy flow between the
structure and surrounding medium. These results confirm the
effectiveness of the proposed method.

IV. CONCLUSIONS

In this paper, a new regularization method for measure-
ment of SI using BEM-based NAH is presented. To measure
SI, measurement of spatial derivatives of structure surface is
necessary. The derivative operations amplify the high-wave-
number component of measurement noise and contaminate
the measurement result. To overcome this difficulty, regular-
ization method for measurement of SI using FFT-based NAH
has been introduced previously. In this work, this regulariza-
tion method is modified for the BEM-based method to mea-
sure the SI. The Tikhonov regularization filter for each order
of derivatives is introduced. The regularization parameter for
each order of derivatives is determined by MDP method us-
ing the measured pressure.

The effectiveness of the proposed method is demon-
strated by experiments. The experimental model is a thin
plate which is submerged in water. For comparison, normal
displacement, SI, injected power, and AI are reconstructed by
the proposed BEM-based method and the conventional FFT-
based method. The experimental results are as follows;

�1� The agreement of reconstructed results by both methods
is good.

�2� The hologram size for the BEM-based method is less
than a quarter of that for the FFT-based method. This
means that the measurement time of the pressure holo-
gram for the proposed method is smaller than that for the
conventional FFT-based method.

�3� The interrelationship between SI and AI is clearly
shown.

�4� The peak of injected power corresponds to the driving
point and local peaks at the periphery of the plate are
matched by the AI.

As a result, the effectiveness of the proposed method is
exhibited. And the formulation of SI �cf. Eq. �31�� is decom-
posed into individual contributions from bending moments,
twisting moments, and shear forces, thus we can examine
contributions of these components individually. Therefore,
this method may thus be recommended to apply the measure-
ment of SI.
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Quieting Weinberg 5C: A case study in hospital noise control
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Weinberg 5C of Johns Hopkins Hospital is a very noisy hematological cancer unit in a relatively
new building of a large medical campus. Because of the requirements for dealing with
immuno-suppressed patients, options for introducing sound absorbing materials are limited. In this
article, a case study of noise control in a hospital, the sound environment in the unit before treatment
is described, the chosen noise control approach of adding custom-made sound absorbing panels is
presented, and the impact of the noise control installation is discussed. The treatment of Weinberg
5C involved creating sound absorbing panels of 2-in.-thick fiberglass wrapped in an anti-bacterial
fabric. Wallpaper paste was used to hold the fabric to the backing of the fiberglass. Installation of
these panels on the ceiling and high on corridor walls had a dramatic effect. The noise on the unit
�as measured by the equivalent sound pressure level� was immediately reduced by 5 dB�A� and the
reverberation time dropped by a factor of over 2. Further, this drop in background noise and
reverberation time understates the dramatic impact of the change. Surveys of staff and patients
before and after the treatment indicated a change from viewing the unit as very noisy to a view of
the unit as relatively quiet.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2723655�

PACS number�s�: 43.50.Jh, 43.55.Gx �BSF� Pages: 3501–3508

I. INTRODUCTION

While hospital noise is among the top complaints of
patients and staff,1,2 there is little in the literature that docu-
ments effective noise control strategies for hospitals. The
challenges presented for noise control in a hospital are sub-
stantial. Sound sources abound, and many are mobile �e.g.,
people, carts, medical equipment�. Air flow is mandated to
be very high in order to enhance removal of pathogens, and
fire and smoke standards are among the most stringent for
buildings. Couple this with an enormous density of people
and the pandemonium to which Grumet referred3 is com-
plete. This is particularly true in units with immuno-
compromised or critically ill patients, where the density of
people is enormous and the ability to use standard sound
absorbing materials is low. The result as documented by
Busch-Vishniac et al.4 is that hospitals around the world are
noisy and getting noisier at an alarming rate. Current hospital
noise levels are already sufficiently high to cause concern for
patient ability to sleep and for enabling clear speech commu-
nication at normal voice levels.

Only a few hospital noise control studies are reported in
the literature5–7 and these focus on administrative controls—
i.e., on changing the behavior of people rather than on
changing the noise environment in more permanent and
people-independent ways. A recent study by Akhtar et al.8

presented an example of objective noise control. In this study
noise cancelling headphones were given to medical staff and
the parents of children in a pediatric intensive care unit. Al-
though subjects generally perceived the headphones to offer

an improvement in the environment, they overwhelmingly
said they would prefer not wearing them in spite of this
improvement.

Noise in hospitals is important for a number of reasons.
Noise is annoying to patients largely for its impact on
sleep.6,9–12 Further, noise might have a negative impact on
healing,13–16 although most of the work in this area either
uses animal models or opportunistic surveys of hospital pa-
tients exposed to construction noise. Studies also suggest that
noise contributes to stress in medical staff,17–19 a matter for
serious concern given the potentially life-threatening impli-
cations of errors and the current nursing shortage throughout
the country. Most importantly, noise can negatively impact
clear speech communication. This is a particularly important
issue in hospitals because the vast majority of information is
transmitted orally �via doctors rounding with staff, or medi-
cal staff talking with patients and their families�. It has been
suggested that it is the conversational challenge presented by
noise in hospitals that is the underlying cause of the link
between noise and stress in nursing staff that has been re-
ported. Joseph and Ulrich20 present a very nice review of the
literature on noise impacts in hospitals and focus particularly
on the conflicting needs for speech intelligibility and speech
privacy.

In this article, we present a noise control case study in a
particular unit of a large, urban hospital with an aim of dem-
onstrating one method of introducing effective, long term
noise reductions into hospitals while meeting the various
building standards and containing costs. In the next section,
we will present an objective description of the unit prior to
noise control. Following that we will describe and justify our
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chosen sound control method. Finally, we will document the
impact of the noise control strategy and discuss its applica-
bility outside of the particular unit under study.

II. WEINBERG 5C PRIOR TO NOISE CONTROL
IMPLEMENTATION

Weinberg 5C is a hematological oncology unit of Johns
Hopkins Hospital in Baltimore, MD. Johns Hopkins Hospital
is a large, urban medical campus that has been ranked as the
top hospital in the US for 16 consecutive years by US News
and World Report. The Weinberg Building was opened in
1999. The fifth floor is its top floor. This floor has a reflec-
tive, solid ceiling because of concern that the typical small
holes in acoustical ceiling tiles might harbor bacteria and
negatively impact the immuno-suppressed patients.

Figure 1 shows the architectural layout of Weinberg 5C.
The center of the unit houses the nursing station and service
rooms. Patient rooms are located on the outside of the unit
and each houses a single patient. There are two interesting
features of Weinberg 5C that directly impact its soundscape.
First, as shown in Fig. 1, three of the four corners are outfit-
ted with corner cabinets at 45 deg angles. These hard cabi-
nets unfortunately create a waveguide with sound traveling
down one hall specularly reflected into the orthogonal hall at
the corner. Second, the unit has two circular architectural
features serving a purely visual aesthetic purpose. These fea-
tures extend down from the ceiling roughly one foot. The
sound beneath the circular features exhibits significant ech-
oes. Further, combined with the waveguide effect in the hall-
ways, these features serve to channel sound into the hallways
and thus throughout the unit. Nursing staff on the unit men-
tioned that any conversation at a nurses’s station is audible
throughout the entire unit.

Walls and floors in the unit are typical for hospitals.
They are hard surfaces designed for durability and cleanli-
ness. There is no obvious sound absorbing material any-
where in the unit.

The sound pressure levels on Weinberg 5C in various
rooms and as a function of time of day and frequency were

presented in Busch-Vishniac et al.4 and will not be repeated
here in detail but will be summarized. Averaging over many
measurement locations in Weinberg 5C, the A-weighted
equivalent sound pressure level �Leq� is 55 dB�A�. The spec-
trum is relatively flat over the 63.5 to 2000 Hz octave bands,
with substantially more energy at lower frequencies and a
gradual roll off at higher frequencies. Further, the noise is
relatively constant, with an occasional quiet period corre-
sponding to a drop of about 5 dB�A� in the Leq between
about 2 and 5 a.m.

We measured the reverberation time in the unit using a
Bruel and Kjaer Pulse system to generate broadband noise
that was amplified and played through a single speaker. Two
microphones were used to monitor the sound decay from
rapid turn off of the source. The reverberation time was
found from the first 30 dB decay of the sound. Three trials
were run of this system, each with two microphones to pro-
duce six separate results. The reliable results were averaged
to produce reverberation times in third octave bands from
400 Hz to 20 kHz. The data from one microphone in one
configuration were eliminated because they showed a signifi-
cantly nonuniform decay rate and poor correlation with the
other data sets. The reverberation time results are shown in
Fig. 2 where error bars show ±two standard deviations. Gen-
erally the reverberation times range between a low of 0.24 s
at 20 kHz and about 1.2 s at the low frequency end. The
exception is a measured reverberation time of 1.81 s in the
800 Hz third octave band. This particular band also showed
great variability in the measurements. We did a cursory
search for a resonance that might explain the high reverbera-
tion time and variability but were unable to find one.

III. NOISE CONTROL STRATEGY

Given the reality of roving sound sources and a con-
stantly changing population, we quickly decided that the best
approach to noise control on Weinberg 5C would be the in-
stallation of sound absorbing materials in corridors. As this
was a pilot study, we opted for sound absorbing materials in
the hallways only. In a full-fledged intervention, one would
likely treat patient rooms with sound absorbing materials as
well. Such sound absorbing materials need to meet hospital
standards for flammability, smoke generation, and cleanli-
ness. Further, we were told to limit our options to those
which would not require drilling any holes on the unit. There
were three reasons for this limitation. First, there was con-
cern that drilling in walls or ceilings would create significant
particulate matter that could adversely affect patients. Sec-
ond, because we were at the top floor of the building, the
probability of striking a utility line was unacceptably high.
Third, the nursing staff were concerned about further disrup-
tions to the busy unit.

Because our search for appropriate sound absorbing ma-
terial for a hospital unit turned up only a single vendor, we
chose to make our own sound panels. We did this by wrap-
ping fiberglass with an antibacterial fabric. The fiberglass
was 2 in. thick �noncompressed� and purchased in 2 ft by
4 ft panels backed with aluminum foil. The antibacterial fab-
ric used was Xorel purchased from Carnegie Fabrics of

FIG. 1. The architectural floorplan for Weinberg 5C. The nursing station
occupies the center of the unit and patient rooms ring the outside.
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Rockville Centre, NY. Xorel is available in many patterns
and colors and with no backing, paper backing, or a vinyl
backing. We opted for the unbacked Xorel to minimize its
degradation of the sound absorption by the fiberglass and
asked the nursing staff to choose the pattern.

We designed the installation to cover no more than half
of the ceiling and the space high on the corridor walls �top
foot of height�. We also concentrated on sound absorption for
the corners where cabinets tended to reflect sound from one
corridor to another, and for the circular architectural features
at the nurses’s station. These areas required that we trim the
fiberglass to designed shapes and sizes. Figure 3 shows the

placement of sound absorbing panels on the ceiling. The pan-
els on the vertical walls were aligned with the ceiling panels
except when they would block doors or signaling devices.
The pattern was established in partnership with the hospital
architects.

The Xorel was held to the back of each fiberglass part
using wallpaper paste. The assembled panels were installed
using industrial strength velcro. This met the need to install
sound absorption without drilling a single hole in the unit
and permits removal of the panels to paint the unit. While
this worked well overall, the velcro we purchased was sup-
plied with an adhesive that did not bond well with the fabric.
Thus, the panels needed to be removed and reinstalled with
velcro that was glued to the fabric.

We tested the sound absorbing performance of our pan-
els in a reverberant test chamber. This test chamber is 18.7
�13.5�9.5 ft3. The walls and ceilings are made of sheet
rock on wood framing. The floor is linoleum tile on concrete
slab. Using the Bruel and Kjaer Pulse system we found the
reverberation times �TR� in the chamber empty, with four 2
�4 ft2 fiberglass panels in the room, and with four similar
panels with Xorel wrapping in the room. We then used the
reverberation time results to determine the absorption coef-
ficients from the modified Sabine reverberation time for-
mula:

TR =
1.61V�1 − ��

S�
, �1�

where � is the average energy absorption coefficient of the
room, V is the room volume in m3, and S is its surface area
in m2. It is common to use this particular reverberation time

FIG. 2. Reverberation time in third octave bands. Error bars show plus and minus two standard deviations.

FIG. 3. The architectural floorplan for Weinberg 5C showing where sound
absorbing panels were added. Large panels in the halls are 2�4 feet in size.
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formula when assessing sound decay in a room with nonuni-
formly distributed absorption, as is the case here. Knowing
the average absorption for the empty room, one can then
calculate the absorption of the covered and uncovered fiber-
glass by simply assuming an area weighting:

S�

1 − �
=

�Sroom − Spanels��room

1 − �room
+

Spanels�panels

1 − �panels
, �2�

where Sroom and Spanels are the surface areas of the empty
room and tested absorbing panels, respectively, and �room

and �panels are the absorption coefficients of the empty room
and absorbing panels.

Figure 4 shows the resulting absorption coefficients for
the panels as a function of frequency. Shown in this figure
are the results for bare fiberglass, the covered fiberglass used
in our custom made panels, and the measured results for two
commercially available products which meet hospital stan-
dards: Ecophon Hygiene Advance A and Ecophon Hygiene
Protec A, made by Saint-Gobain Ecophon AB in Hyllinge,
Sweden. Generally, all the materials are quite absorbent with
the Ecophon products being more absorbent at high frequen-
cies and our custom-made panels more absorbent at low fre-
quencies. Figure 4 indicates that the Xorel wrapping has a
significant negative impact on the absorption of the fiberglass
at the high frequency end of the spectrum. All but one of the
materials exhibit absorption coefficients exceeding 1.0,
which is not unusual for this method of measurement when
the edges of the panels are neglected in the area calculation.
We should also note that our results differ from those ob-
tained by Ecophon for their products under much more rig-
orous testing conditions. Thus, Fig. 4 permits relative com-

parisons but should not be viewed as a precise measurement.

IV. INSTALLATION IMPACT

The impact of the noise intervention was monitored by
way of two sets of measures: objective measures of the ex-
isting sound pressure level and reverberation time on the
unit, and subjective assessment of the perception of the unit
by staff and patients. Both showed marked improvements
and will be described below.

On the day of installation �scheduled for a Saturday
morning�, we started by making measurements of the sound
pressure levels on the unit at a variety of locations and of the
reverberation times �reported above�. We then installed the
panels over a period of a couple of hours. Figure 5 shows the
installation in progress and also yields an indication of the
extent of panel coverage of the ceilings and nail walls. Fig-
ure 6 shows a treatment at one of the 45 deg corners, and

FIG. 4. Energy absorption coefficients of sound absorbing materials suitable for hospital use as a function of frequency.

FIG. 5. Sound absorbing panels installed on the hallway ceiling and walls.
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Fig. 7 shows the panels in one of the architectural features.
Immediately after installation we once again tested the unit
reverberation times and monitored the sound pressure levels.

Overall, the drop in the sound pressure levels on the unit
was 5 dB�A� from before installation to after. While we note
that one might suspect that the level of activity simply de-
creased to account for some of this drop, we started our work
rather early in the morning and finished when far more visi-
tors were present. On average, we observed a drop of about
6.5 dB per octave band, although we saw a much greater
drop above the 250 Hz band than at the lower frequencies.
Based on anecdotal evidence, we believe that the immediate
impact of the sound absorbing panels was to permit patients,
staff, and visitors to lower the level of their speech while still
being well understood and that it is this which accounts for
most of the large sound level drop. Staff also commented on
how loud the telephone ringer and overhead paging system
were after installation of the panels and steps have been
taken to lower the volume of these sounds. The drop in
sound level also was felt to promote a safer environment
with greater confidence in understanding speech.

Figure 8 shows the measured reverberation times after
panel installation and can be compared directly to that shown
in Fig. 2. Note that the reverberation time has dropped by a
factor of more than 2. Further, the reverberation times after
panel installation no longer show an anomaly in the 800 Hz
third octave band.

An important measure of the effectiveness of noise con-
trol in a hospital setting is the judgment of patients and staff
regarding the noisiness of the unit. To determine staff and

patient perceptions, short surveys were given to staff mem-
bers and patients before and after noise intervention. The
same 12 nurses were surveyed before and after. Fourteen
patients were surveyed before intervention and 11 patients
were surveyed afterward, with an overlap of eight patients in
both the before and after groups. Each were asked to evalu-
ate a set of five statements about noise levels on a scale of
one to four, one being a strong agreement and four being a
strong disagreement with the statement. In general, ratings of
one or two imply dissatisfaction with noise levels, while rat-
ings of three or four imply satisfaction. Participants were
also given the opportunity to write comments on their sur-
veys.

The statements nurses were asked to evaluate were as
follows: the noise level on this unit makes it difficult for me
to safely sign off chemotherapy with another nurse, the noise
level on this unit makes it difficult for me to communicate
with other health care providers about a patient’s condition
and plan, the noise level on this unit makes it difficult for me
to hear clinical conversation during morning rounds, the
noise level on this unit makes it difficult for me to concen-
trate on the work at hand �calculating medical dose, docu-
menting, talking to a patient or family�, and the noise level
on this unit is stressful for me. Figure 9 shows nurse re-
sponses to the survey before and after installation of the pan-
els.

In general, nurses were dissatisfied with the effect noise
had on communication and concentration before panel instal-
lation. As shown in Fig. 9, 83.3% and 91.7% of nurses were
dissatisfied with the effect noise had on their ability to com-
municate with health care providers and their ability to hear
clinical conversation during morning rounds, respectively. A
slight majority of nurses felt noise made it difficult to con-
centrate on work. Staff were roughly balanced on the ques-
tion of whether noise caused stress, and a slight majority of
nurses said that noise did not make it difficult to sign off
chemotherapy.

After panel installation, the majority of nurses were sat-
isfied with the noise in every category. From Fig. 9, 91.7% of
nurses stated that noise did not make it difficult to sign off
chemotherapy, communicate with health care providers, or
hear clinical conversation. Also, 91.7% of the nurses said
that the noise levels were not stressful. Of those surveyed
83.3% felt that the noise did not interfere with their ability to
concentrate.

The statements patients were asked to evaluate were as
follows: the noise level around my room makes it difficult
for me to rest during the day, the noise level around my room
makes it difficult for me to sleep at night, the noise level
around my room makes it difficult to concentrate on reading,
watching TV, talking on the phone and other activities, the
noise level around my room makes it difficult to understand
people who are speaking to me, and the noise level around
my room is upsetting to me. Figure 10 shows patient re-
sponses to the survey before and after installation of the pan-
els.

Prior to installation, the majority of patients were satis-
fied with noise levels in every category, with 71.4% of pa-
tients saying that noise levels did not make rest during the

FIG. 6. Sound absorbing panels installed around a corner cabinet.

FIG. 7. Sound absorbing panel treatment of a large circular architectural
feature at the nurses’s station. Note a person shown at the bottom center for
scale.
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day difficult, and 92.9% of patients saying that noise levels
did not make it difficult to sleep at night, concentrate on
daily activities, or understand people who are speaking, and
that the noise was not upsetting to them. We note that these
results are significantly different from those often reported in

the literature on hospital patient satisfaction with noise, but
they are not surprising. Because of the nature of the unit
patient doors are always kept closed, thus affording more
sound insulation than is commonly found on hospital units.
After installation of the panels, all patients �100%� were sat-

FIG. 8. Reverberation in third octave bands after installation of sound absorbing materials. Error bars show plus and minus two standard deviations.

FIG. 9. Survey results for nurses on the unit before and after sound absorbing panel installation.
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isfied with the noise levels in every category except for one,
with 9.1% saying that the noise levels made it difficult for
them to concentrate on daily activities.

After the noise treatment was implemented, more than
90% of nurses and patients were satisfied with noise levels in
nearly every category. This is a significant improvement for
nurses, particularly in the area of communication. However,
the most apparent observation is the difference between
nurse and patient responses. In general the majority of pa-
tients were satisfied with noise levels before the treatment.
The most common complaint among patients was the inter-
com, followed by machine noise. One patient commented
that noise was only a problem when his door was open, and
even then it only affected his daytime rest. The most notable
improvement in patients was daytime rest, with nearly 30%
dissatisfaction prior to installation compared with 0% after-
ward. These observations, combined with the fact that no
treatments were applied to patient rooms and doors were
generally closed, suggests that the doors and walls of the
patient rooms provide adequate barriers from primary noise
sources.

A possible limitation of the survey is that the patient
population changed while the nurse population remained the
same. Also, some survey comments did not appear to match
the corresponding survey questions, suggesting that some
participants may have misinterpreted the numbering system.
These discrepancies, however, were not interpreted. All sur-
vey data are presented as received from participants.

V. DISCUSSION

Noise in hospitals is clearly a significant problem and
little has been done to address it effectively. This study pre-

sents an approach that should provide improvement to the
environment long term and regardless of the population.
There is every reason to expect that the results produced on
Weinberg 5C could be matched at other units in the same
hospital and in other hospitals.

The approach chosen in this case study was to add sound
absorbing materials in the halls and to concentrate on prob-
lem features in corners and above the nurses’s stations. We
were able to produce dramatic reductions in the sound levels
and reverberation times, but the true measure of the success
of this intervention was the transformation from a unit in
which many of the staff regarded it as noisy and the vast
majority felt the noise interfered with their ability to commu-
nicate to one in which over 90% of staff and patients viewed
it as quiet.

It is important that we were able to produce significant
improvements in the context of a remodelling rather than
new construction. Hospital construction is at its highest level
ever in the US21 and our results suggest that new hospital
buildings, particularly those with in-patient units, would do
well to incorporate sound absorbing materials where possible
in their designs. In such cases one might be able to get even
greater noise reductions than achieved in this study by using
suspended ceilings with air spaces above the absorbing tiles.
However, if space is at a premium so that a suspended ceil-
ing is not feasible, or if the situation calls for remodelling
while a unit remains in use for patients, then this study
shows that mounting sound absorbing materials directly onto
surfaces still produces very significant noise reductions.

We also note that it is possible to make significant im-
provements in noise at relatively low costs. The noise inter-

FIG. 10. Survey results for patients on the unit before and after sound absorbing panel installation.
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vention reported here cost approximately $15 000, which
was used to support student labor and purchased materials �a
roughly 50:50 split�. While costs could be minimized by in-
corporating sound absorbing products into initial construc-
tion, it would increase building costs, which are already high
for hospitals on a per square foot basis. However, the ben-
efits of this approach almost certainly outweigh the costs
associated with remodeling at a later date or living with the
noise. In particular, if the studies suggesting a link between
noise and medical errors are correct,22–25 then the added cost
of sound absorbing materials in a hospital likely can be jus-
tified by prevention of a single successful law suit over a
medical error.

Finally, we note that there are always considerations
other than noise when introducing new materials in a space.
In hospitals, safety issues require that the materials meet
stringent smoke, flammability, and cleanliness standards. In
addition, we found that the staff cared profoundly about the
aesthetic appearance of the materials. Figures 5–7 give some
indication of how the unit looks after panel installation. The
choice of fabric for fiberglass covering meant that the panels
blended into the ceiling and exterior walls. However, the
interior walls are painted terracotta, and the cream-colored
fabric panels on these walls were quite noticeable. These
panels represented a small fraction of those installed, and it
was ultimately decided to remove them. The effect on the
soundscape from this change was negligible, but the visual
impact was significant.

Although acoustical consultants working on buildings
are well aware of the value of developing a good relationship
with their clients, research personnel are often less cognizant
of the importance of collaboration with the end users of their
work. This project, in which a strong partnership was devel-
oped between the nursing staff of Weinberg 5C and the ac-
ousticians, benefitted greatly from the medical/technical col-
laboration. We recommend it strongly as a model for others
to copy in noise reduction interventions in hospitals.
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This paper proposes an alternative displacement formulation of Biot’s linear model for poroelastic
materials. Its advantage is a simplification of the formalism without making any additional
assumptions. The main difference between the method proposed in this paper and the original one
is the choice of the generalized coordinates. In the present approach, the generalized coordinates are
chosen in order to simplify the expression of the strain energy, which is expressed as the sum of two
decoupled terms. Hence, new equations of motion are obtained whose elastic forces are decoupled.
The simplification of the formalism is extended to Biot and Willis thought experiments, and simpler
expressions of the parameters of the three Biot waves are also provided. A rigorous derivation of
equivalent and limp models is then proposed. It is finally shown that, for the particular case of
sound-absorbing materials, additional simplifications of the formalism can be obtained. © 2007
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I. INTRODUCTION

The purpose of this paper is to propose an alternative
formulation of Biot’s theory1,2 which models the deformation
of a poroelastic solid saturated by a compressible fluid. Sev-
eral types of materials can be modeled with this theory, in-
cluding geomaterials and sound-absorbing materials. Even if
Biot’s theory is not able to model every type of porous ma-
terials �porous rocks…�, it has been confirmed both theoreti-
cally by homogenization techniques3,4 or volume averaging
methods5,6 and experimentally7,8 for a wide range of materi-
als. The application of Biot’s theory to sound-absorbing ma-
terials takes its origin in the beginning of the 80’s. The mod-
eling of the viscous and thermal properties of air saturating a
porous immobile solid �equivalent fluid� has been a wide
research topic and many models have been proposed.9–13

These models consist of introducing a complex density �re-
spectively, compressibility� of air depending on frequency to
take into account viscous �respectively, thermal� effects. Bi-
ot’s theory has been the subject of many scientific papers and
books11,14–16 to which the reader can refer for more details.

In the paper published in 1956,1 Biot represented the
homogenized medium with six fields which are the three
displacements of each homogenized phase �solid and fluid�.
This paper and formulation are called original in the follow-
ing. The theory was reformulated in order to model inhomo-
geneous media.2 This second formulation is referred to as the
modified formulation. More recently, Atalla et al. proposed a
mixed formulation of Biot’s equations17 whose generalized
coordinates are the solid displacement and the interstitial
pressure of the fluid. It exhibits four generalized coordinates
instead of six for the displacement formulations. Another in-
terest of this formulation is the introduction of an in vacuo
stress tensor of the solid phase, which exhibits some advan-

tages compared to the partial stress tensor of the solid phase
used in the original formulation. Nevertheless, this formula-
tion exhibits some drawbacks �valid only for harmonic prob-
lems, energy-related interpretation…� which prevents its use
in the general case.

The Biot theory has nevertheless a main drawback
which is not in the range of physics but lies in the scope of
analytical or numerical methods to predict the response of a
porous material while submitted to a given loading. The ac-
tual formulations often induce heavy analytical formulas and
even discourage new analytical indicators. It is also well
known that numerical models based on Biot’s equations are
quite huge and need tremendous calculations even for simple
configurations. Given this context, it seems necessary to find
alternative solutions; it is then natural to focus on Biot’s
equations first as they are the starting point of all analytical
and numerical models.

In this paper, an alternative displacement formulation of
Biot’s model is proposed. Its advantage is to simplify the
equations of the model without making additional assump-
tions. This simplification is only valid for a linear behavior
of the material; in the case of nonlinearity, the present ap-
proach is not valid. Even if no new physical result is pro-
posed in this paper, its originality is the simplification of the
formalism. This simplification is available for both geomate-
rials and sound-absorbing materials. It is shown that for the
latter, additional interesting simplifications can also be ob-
tained.

Section II proposes an alternative choice of generalized
coordinates simplifying equations of motion in the case of a
nondissipative medium. Section III shows that classical Bi-
ot’s results are simplified with the new formulation. Section
IV focuses on the case of equivalent fluid and limp models.
Section V deals with the generalization of the former results
in formulations for dissipative porous material, and Sec. VI
is devoted to the case of sound-absorbing materials.a�Electronic mail: olivier.dazel@univ-lemans.fr
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II. ALTERNATIVE SET OF GENERALIZED
COORDINATES IN THE ABSENCE OF DISSIPATION

A. Strain energy and stress-strain relations

The Cartesian coordinates are denoted by �x1 ,x2 ,x3�.
The displacement of the homogenized solid �respectively,
fluid� phase is designated by the components ui

s �respectively,
ui

f� with i=1,2 ,3 or in a vector notation by us �respectively,
u f�. For all displacement fields, the derivative with respect to
space is expressed with the generic notation ui,j =�ui /�xj.
The deformation is �ij =

1
2 �ui,j +uj,i� and the dilatation of solid

and fluid phase are, respectively, e=ui,i
s and �=ui,i

f , with con-
vention for repeated indices. The deformation tensor is de-
noted by � in tensor form.

In the original paper,1 Biot proposed use of us and u f as
a set of generalized coordinates and the total stress tensor
was separated into two parts. The first and second parts are
the stress components acting on the solid and fluid phase,
respectively. The corresponding stress tensor is denoted by
�ij

s �respectively, �ij
f =��ij�, where �ij denotes the Kronecker

symbol. Hence, the fluid partial stress tensor is isotropic and
diagonal. The stress of the fluid part is represented by �; it is
linked to the porosity � and the fluid pressure pf by the
relation �=−�pf. In tensor form, the stresses are denoted by
a bold symbol �e.g., �s�.

In 1962 paper,2 Biot proposed to use us and w=��u f

−us� as generalized coordinates, where w is the flow of the
fluid relative to the solid measured in terms of volume per
unit area of the bulk medium. This new choice of generalized
coordinates induces a modification of conjugate variables
which are the total stress tensor �noted �ij� and the fluid
pressure pf.

The strain energy of a porous elastic solid saturated by a
fluid can be defined as the isothermal free energy of the
fluid-solid system. In �us ,u f� formulation, this energy W0

reads

W0 = A
e2

2
+ R

�2

2
+ 2N�ij

s �i,j
s + Qe� . �1�

A, R, N, and Q are the constitutive coefficients of the
homogenized porous medium.18 N is the shear modulus of
the skeleton. Q is a coupling coefficient between the dilata-
tion and stress of the two phases; R may be interpreted as the
bulk modulus of the air occupying a fraction � of a unit
volume of aggregate. The elastic coefficients A, Q, and R can
be obtained by the Biot and Willis experiments18 from Kb,
the bulk modulus of the skeleton in vacuo, from Ks, the bulk
modulus of the elastic solid from which the skeleton is made,
and from Kf, the bulk modulus of the fluid in the pores. A
and N are the Lamé coefficient of the solid partial stress
tensor. The expression18 of A shows a dependence on Kf.
Hence, this apparent solid parameter depends on the intersti-
tial fluid property.

In 1962 formulation, the strain energy is then written as

W1 = A�
e2

2
+ 2N�ij

s �i,j
s −

Q + R

�
e� +

R

�2

�2

2
, �2�

with A�=A+2Q+R and �=−� ·w. It can easily be checked
that W0 and W1 are equivalent. The stress-strain relations of

the porous media are obtained from Helmholtz relations, and
for each formulation the two corresponding stress tensors
depend on both generalized coordinates. Biot wrote the ex-
pressions of W0 and W1 by way of the virtual work of surface
forces. An alternative way to obtain W1 is to substitute in �1�
the expression of � derived from the definition of w. The
expressions of W0 and W1 are not formally different as both
are the sum of three types of terms. The first type corre-
sponds to quadratic terms associated with the solid deforma-
tion, the second with quadratic terms related to the dilatation
of the considered second generalized coordinate, and the last
with coupling terms.

B. Strain decoupled formulation

This section is central in this paper. Its purpose is to
propose a strain decoupled formulation. Let u1 and u2 be an
adapted set of generalized coordinates. Without loss of gen-
erality, the following linear relations can be written:

us = au1 + bu2, u f = cu1 + du2. �3�

The strain energy W2 is written as

W2 =
e1

2

2
�Aa2 + Rc2 + 2Qac� +

e2
2

2
�Ab2 + Rd2 + 2Qbd�

+ e1e2�Aab + Rcd + Q�ad + bc�� + 2N�a2�ij
1 �ij

1

+ b2�ij
2 �ij

2 + 2ab�ij
1 �ij

2 � .

For the sake of simplicity it seems natural to avoid �ij
1 �ij

2

and �ij
2 �ij

2 terms. This implies that b=0 is an appropriate
choice. Hence, e1e2 term is avoided if c=−�Q /R�a and

W2 = a2Â
e1

2

2
+ d2R

e2
2

2
+ 2Na2�ij

1 �ij
1 , �4�

with Â= �A− �Q2 /R��. All choices of a and d are mathemati-
cally equivalent. The adequate choice is a=1, so that u1

=us and d=�−1 in order to limit the influence of porosity on
the model. The new generalized coordinates are now totally
determined and the strain decoupled formulation is called
�us ,uW�, with

uW = ��u f +
Q

R
us� , �5�

W2 = Â
e2

2
+ Keq

�2

2
+ 2N�ij

s �ij
s , � = � · uW, Keq =

R

�2 .

�6�

Keq corresponds to the compressibility of the equivalent fluid
model; it is now introduced in order to condensate the ex-
pression of the equations directly from now. The stress-strain
relations for �us ,uW� formulation read

�̂ij
s = 2N�ij

s + Âe�ij, pf = − Keq� . �7�

Unlike the solid partial stress tensor �ij
s , which is a func-

tion of both solid and fluid phase displacements, �̂ij
s only

depends on the motion of the solid phase; this tensor �̂ij
s is

called jacketed stress tensor of the solid phase by analogy to
Biot and Willis’ second experiment. This tensor was pro-
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posed by Atalla et al.17 and called in vacuo stress tensor.
Hence, the strain energy is the sum of two terms �and not
three as for W0 and W1�. The stresses appearing in �us ,uW�
formulation are the jacketed stresses of the solid phase and
the pressure. A first remark is that each stress is associated
with its corresponding displacement then avoiding coupling
terms. A second remark is that the pressure pf can be ex-
pressed as the divergence of only uW in �7�. In the case of a
motionless solid, one has uW=�u f. Hence, uW corresponds
to the average of the microscopic fluid displacement on the
total volume of the porous medium.

It is also interesting to express the total stress tensor of
the porous medium which defines an interesting coefficient,

�ij = �̂ij − ��pf, �� = ��1 +
Q

R
� . �8�

Hence, it is important to notice that �̂ corresponds to the
effective stress tensor �� defined by Biot in a 1962 paper if
and only if ��=1. This coefficient plays a central role in the
following and in particular for the expression of kinetic en-
ergies which is now considered.

C. Kinetic energy and equations of motion

The preceding subsection was only concerned with
strain energies. In order to obtain the equations of motion, it
is necessary to also express the kinetic energies. Biot’s defi-
nitions of densities are

	1 = �1 − ��	m, 	2 = �	 f, 	12 = − �	 f�
� − 1� , �9a�

	11 = 	1 − 	12, 	22 = 	2 − 	12, 	eq =
	22

�2 . �9b�

	m is the density of the matter constituting the solid phase
and 	 f is the density of the fluid saturating the pores. 	12 is an
inertial coupling coefficient linked to the geometric tortuos-
ity 
�. 	eq corresponds to the density of the equivalent fluid
model and, analogously to Keq, is now defined in order to
simplify the expressions.

The equations of motion in �us ,uW� formulation are now
obtained. The first step consists of substituting in T the ex-
pression of u f as a linear combination of us and uW. One has

T2 =
	s

2
u̇s2

+
	eq

2
u̇W2

+ 	eq�u̇su̇W, �10�

with

� = ��	12

	22
−

Q

R
�, 	s = 	1 + 	2�Q

R
�2

− 	12
��2

�2 . �11�

The equations of motion in the �us ,uW� formulation read

� · �̂�us� = 	sü
s + 	eq�üW, �12a�

Keq�� = 	eq�üs + 	eqü
W. �12b�

These equations are equivalent to those proposed by
Biot. Unlike the original ones, there is no stress coupling
terms in them, and each stress tensor is a function of only the
corresponding displacement. The symmetry is also preserved

for inertial terms. It is shown in the following sections that
the classical results of Biot’s theory can easily be retrieved
from the present formulation with the advantage of simpler
expressions.

III. ADAPTATION OF CLASSICAL BIOT’S RESULTS

A. Biot and Willis experiments

Biot and Willis18 presented three thought experiments
which provide expressions for the elastic coefficient appear-
ing in Biot’s original model: A, N Q, and R. In the case of the
strain decoupled formulation it is shown that the thought
experiments provide the three elastic coefficients for the

model Â, N, and Keq and an expression of ��. Biot and Willis
experiments assume quasistatic deformation. In a recent con-
tribution, Lafarge16 shows that this assumption is not restric-
tive and that these experiments can be extended to harmonic
excitations.

The first thought experiment is a measure of the shear
modulus N of the material and consequently the shear modu-
lus of the frame, since the fluid does not contribute to the
shear force.

In the second thought experiment �called jacketed ex-
periment�, the material is surrounded by a flexible jacket that
is subjected to a pressure pjac. The fluid inside the jacket
remains at the ambient pressure. It follows that pf =0 and
�̂ij =−pjac. The deformation of the solid phase is denoted by
ejac. The stress-strain relation �7� implies that

− pjac = �Â +
2N

3
�ejac. �13�

This last relation must be linked to the definition of the bulk
modulus Kb of the frame at constant pressure in the air Kb

=−�pjac /ejac�, and one obtains

Â = Kb −
2N

3
. �14�

The last thought experiment is called an unjacketed ex-
periment and provides two additional equations. The material
is subjected to an increase of pressure pu in the fluid inducing
a total stress equal to �ij =−pu�ij. The divergence of the us

�respectively, u f and uW� is called eu �respectively, �u and
�u�. Concerning this experiment, Biot introduced two coeffi-
cients,

Kf = −
pu

�u
, Ks = −

pu

eu
. �15�

The stress-strain relations �7� and �8� are now expressed

− pu = Kbeu − ��pu, Keq = −
pu

�u
. �16�

The first equation of �16� enables an expression of �� as a
function of Ks and Kb,

�� = 1 −
Kb

Ks
. �17�

This last result is linked to the second equation of �16�
and the expression for Keq is provided,
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Keq =
Kf

� + �1 − ��
Kf

Ks
−

KbKf

Ks
2

. �18�

Biot and Willis results for A, N, Q, and R can rigorously

be obtained from the expressions of Â, N, ��, and Keq. Nev-
ertheless, the expressions of the latter are simpler. In particu-

lar, it is interesting to notice that Â does not depend on Kf,
unlike the constitutive coefficient A of Biot’s original formu-
lation.

A second and fundamental remark is that �� is indepen-
dent of the compressibility of the fluid through �17�, and it is
possible to express uW as

�19�

ut is called the total displacement of the porous material.
It is shown here that uW is independent of porosity. It is the
a posteriori justification of the particular choice d=�−1 con-
sidered in the preceding section.

B. Wave numbers of the Biot’s waves

This section deals with the rewriting of the wave num-
bers of the three Biot’s waves. The methodology is the same
that the one proposed in Ref. 11. The two compressional
waves are first studied. Two scalar potentials �s and �W are
defined for the compressional waves. Hence, equations of
motion of the strain decoupled formulation �12� are written
as

− 2���	 �s

�W
 = �K��2	 �s

�W
 , �20�

where ��� and �K� are, respectively,

��� = � 	s 	eq�

	eq� 	eq
�, �K� = �P̂ 0

0 Keq
� , �21�

with P̂= Â+2N. Let �1
2 and �2

2 be the eigenvalues of the prob-
lem associated with matrices ��� and �K�. An elementary
algebraic calculation gives

�i
2 =

��s2
2 + �eq

2 � ± ��s2
2 + �eq

2 �2 − 4�eq
2 �s1

2

2
, �22�

with

�eq =  	eq

Keq
, �s1 =  	

P̂
, �s2 = 	s

P̂
,

	 = 	s − �2	eq. �23�

These expressions are equivalent to the classical expressions
of these two wave numbers which can be found in Ref. 11. It
is quite evident that the proposed expressions are more con-
densed than the classical ones. The main reason is that defi-
nitions �22� are expressed only through the three intrinsic
wave numbers defined in �23�. This analytical simplification
was used particularly by Dazel and Pilon19 in order to define

new types of decoupling criteria between the two compres-
sional waves.

The following symmetric relations exist between the
wave numbers:

�1
2�2

2 = �s1
2 �eq

2 , �1
2 + �2

2 = �s2
2 + �eq

2 . �24�

�eq is the wave number of the equivalent fluid model i.e.,
when the solid phase is immobile; more details will be found
in Sec. IV. Symmetrically to the equivalent fluid model
which assumes that us=0, an equivalent solid model can be
considered, for which it is postulated that uW=0. In this
model only one compressional wave propagates whose wave
number is �s2. Even if there is a perfect mathematical sym-
metry between these two cases, the first one is physically
realistic �and has been often used in the past� while the sec-
ond is not. �s1 is the wave number of the wave propagating
in the solid if the porous medium is in vacuum �and not
saturated by air�.

The eigenvectors are determined by the ratio �i
W of the

uW component on the us one. Two possible and equivalent
expressions for this ratio are

�i
W = �

��i
2 − �s2

2 �
�s2

2 − �s1
2 = �

�eq
2

�i
2 − �eq

2 . �25�

As symmetric relations �24� were obtained for the wave
numbers, orthogonality relations can be obtained on �i

W,

P̂ + Keq�1
W�2

W = 0, �26a�

	s + 	eq���1
W + �2

W� + 	eq�1
W�2

W = 0. �26b�

It is also interesting to introduce the following ratios:

�i� =
�i

W

�i
W − � j

W =
� j

2 − �eq
2

� j
2 − �i

2 , with �i, j� � �1,2� . �27�

The shear wave is now considered by using a vector
potential,

us = � ∧ � so uW = �3
W� ∧ � . �28�

Substituting these expressions in the motion Eqs. �12�, one
obtains

�3 =  	

N
and �3

W = − � . �29�

IV. EQUIVALENT FLUID AND LIMP MODELS

The equivalent fluid model corresponds to a motionless
solid phase �us=0�. Equation �12b� becomes

Keq�
2uW = 	eqü

W. �30�

It is straightforward to find that the wave number of the
equivalent fluid model is �eq. The characteristic impedance
of the equivalent fluid in the strain decoupled formulation is
defined as

Zeq =
pf

�vW�
= 	eqKeq. �31�
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Let us now consider the limp model which also exhibits
one compressional wave. Unlike the equivalent fluid model,
the solid is not motionless and this model takes into account
the inertia of the fluid phase. It is associated with materials
whose rigidity is negligible �light mineral wools, cotton…�.
The jacketed strain energy of the solid phase is negligible
compared to those of the other mechanisms of the propaga-

tion so that Â�0�N. Hence, the compressional term � · �̂
can be neglected in �12a�, which gives a relation between üs

and üW,

	sü
s = − 	eq�üW. �32�

This relation is now inserted in �12b� and a propagation
equation on uW is obtained as

Keq�� = 	eq�1 −
	eq�

2

	s
�üW. �33�

The limp model is a one-compression wave model whose
difference with the equivalent fluid is the definition of the
density,

	limp = 	eq��s1

�s2
�2

. �34�

The wave number of the limp model can now be ex-
pressed as a function of the three intrinsic wave numbers
�23� of the porous medium,

�limp = 	limp

Keq
= �eq

�s1

�s2
. �35�

The characteristic impedance of the limp model is

Zlimp =
pf

�vW�
= 	limpKeq. �36�

Two one-compressional wave models were presented in this
section. It has been shown that the �us ,uW� formulation is
well fitted to these two types of model.

V. STRAIN DECOUPLED FORMULATION WITH
DISSIPATION

This section deals with the introduction of dissipative
effects in the formulation. It is shown that the symmetry of
Eq. �12� is preserved even if dissipation is considered. The
dissipation is taken into account for harmonic excitation by
modifying the constitutive and inertial coefficients of the
model.

Viscous dissipation was introduced by Biot in 1956,1

with the assumption that the flow of the fluid relative to the
solid through the pores is of Poiseuille type. In order to in-
tegrate this dissipation in the Lagrangian formulation, a dis-
sipation function D was defined as a homogeneous quadratic
form with the six generalized velocities. This function is first
rewritten in term of the generalized coordinates of our pro-
posed approach,

D =
��2G

2
�u̇ f − u̇s�2 =

�G

2
�u̇W − ��u̇s�2, �37�

where � is the flow resistivity of the porous sample and G is
a nondimensional correction function. This function is useful
to represent the variation of apparent viscosity versus fre-
quency. This function is first assumed to be a constant, and
its dependence versus frequency is considered at the end of
this section. The Euler Lagrange equations read

� · �̂�us� = 	sü
s + 	eq�üW + �G���2u̇s − ��u̇W� , �38a�

Keq�� = 	eq�üs + 	eqü
W + �G�u̇W − ��u̇s� . �38b�

The right-hand sides of these two equations are rewritten by
using �11�, and one obtains

� · �̂�us� = �	1 + 	2�Q

R
�2�üs +

	2�� − ���
�2 üW

−
��2

�2 V�us� +
��

�2V�uW� , �39a�

Keq�� =
	2

�2 �� − ���üs +
	2

�2 üW +
��

�2V�us� −
1

�2V�uW� ,

�39b�

with the time differential operator V defined by the func-
tional relation,

V�u� = 	12ü − �2�Gu̇ . �40�

The function G is actually frequency dependent.9–13 In
the case of harmonic excitation at circular frequency , the
complex notation is used �ejt dependence�. One obtains

V�u� = − 2	̃12u, 	̃12 = 	12 −
�2�G��

j
. �41�

It is then possible to define the complex dissipative exten-
sions of the coefficients introduced in the preceding sections,

	̃22 = 	2 − 	̃12, 	̃11 = 	1 − 	̃12, 
̃ =
	̃22

	2
, �̃ =

�


̃
− ��.

�42�

The frequency equations associated with the viscous dis-
sipating problem are

� · �̂�us� = − 2	̃su
s − 2	̃eq�̃uW, �43a�

Keq�� = − 2	̃eq�̃us − 2	̃equ
W. �43b�

Various models of viscosity of air saturating an immo-
bile porous solid �i.e., of G��� have been proposed in the
past9,10 which can be used for this formulation without re-
striction. Even if Eqs. �43a� is expressed for harmonic mo-
tions, it can be noticed that it directly corresponds to �12�
with the time-independent coefficients replaced by
frequency-dependent ones.

The structural dissipation in the skeleton is taken into
account by modifying the elastic coefficients of the jacketed
stress tensor. As a temporal dependence is assumed, complex
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frequency-dependent extensions K˜s, K˜b, and N˜ can be used in
the experiments instead of the constant and real parameters
used in Sec. III A. Hence, frequency-dependent coefficients

for Â and N can be used in order to take into account the
structural dissipation. This exhibits an advantage of the use
of this tensor instead of the partial stress tensor of the solid
phase whose parameters depends on both structural and ther-
mal dissipation.

The thermal effects are taken in account by modifying
Kf, which is now

K˜f =
Ka

���
, �44�

with Ka the adiabatic compressibility coefficient of air and
��� the thermal dynamic susceptibility. This modification
acts only on Keq. Like the viscous function G, various mod-
els have been proposed in order to explicit this function; the
reader can refer to these models11,13 which can be used for
�us ,uW� formulation without restriction.

VI. ADVANTAGE OF ˆus ,uW
‰ FORMULATION

FOR SOUND-ABSORBING MATERIALS

This section is devoted to porous materials with a very
stiff skeleton. Usual sound-absorbing materials are in this
category. This assumption induces additional simplifications
which are now detailed.

A. Introduction of the total displacement

The high stiffness of the solid matter means that

�K˜b

K˜s

�� 1, �K˜f

K˜s

�� 1. �45�

This assumption implies simplifications in both expressions
of �� �17� and uW �19�,

�� � 1, uW � ut. �46�

Hence, uW corresponds to the total displacement. This is an
interesting result: first, it gives a direct physical interpreta-
tion of uW and second, it greatly simplifies the continuity
relations. In the following part of the paper, and in order to
indicate that the approximation �45� is considered, all the W
superscripts are replaced by t superscripts denoting the total
displacement.

It is also possible to simplify R˜ and K˜eq in �18�,

R˜ = �K˜f, K˜eq =
K˜f

�
. �47�

The continuity relations are now considered. The normal
of the interface between the porous medium and the other
media is noted n and any tangential vector to the connecting
surface is noted t.

The coupling with an elastic medium �superscript e� in-
volves

ue · n = ut · n, ue · t = us · t , �48a�

�e · n = ��̂s · n − pfn�, �e · t = �̂s · t . �48b�

Concerning the interface with a fluid �superscript a� me-
dium, the continuity relations are

ua · n = ut · n , �48c�

pa = pf, �̂s · n = 0 . �48d�

The new formulation is also interesting for the interface be-
tween two porous media,

u1
s = u2

s , u1
t · n = u2

t · n .

pf ,1 = pf ,2, �̂1
s = �̂2

s . �48e�

It can be seen from �48� that the use of us and ut as general
coordinates is well adapted to describe the continuity rela-
tions between two porous media. This simplification con-
cerns both displacements and associated stresses.

B. Surface impedance of a porous material

This section is devoted to a new expression of the nor-
mal incidence surface impedance of a porous layer bonded
on a rigid impervious wall. This example is inspired by an
application presented in Ref. 11 �Sec. 6.6, p. 138�. With the
proposed formulation, the simplification of the boundary
conditions allows a simplification of the final expression of
the impedance.

At the surface of the porous material, three continuity
conditions �48� need to be written. The first �respectively,
second� one is the continuity of the pressure �respectively,
total displacement�. The last one is the nullity of the jacketed
normal stress. The proposed set of fields is naturally adapted
to these boundary conditions, while the classical �us ,u f� im-
plies mixture laws to obtain the total stress tensor of the
porous and the total normal displacement. Hence, a determi-
nant is obtained and the final expression of the impedance
reads

Z =
K˜eq

j
�

1

�2�

�2
tan��2l� +

�1�

�1
tan��1 l�

, �49�

with �i� defined in Eq. �27�. This expression is simpler and
equivalent to the classical one provided in Ref. 11. The Ap-
pendix presents alternative and simpler expressions for the
reflection and transmission coefficient. A numerical example
is provided in Fig. 1, where expression �49� of the normal
incidence surface impedance is compared with the result pro-
vided by an industrial software MAINE 3A©,20 developed by
CTTM �based on transfer matrix method methodology for
porous material.21� The application case is based on the ex-
ample of Ref. 11. The parameters of the considered porous
material are given in table 6.1 of the previous reference and
the thickness of the porous layer is 5.6 cm. Figure 1 shows
the perfect agreement between the original and the proposed
approach.

VII. CONCLUSION

A new displacement formulation of Biot’s linear equa-
tions of poroelasticity has been proposed in this paper. It
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allows for a simpler expression of the different parameters of
Biot’s model. It is based on a choice of generalized coordi-
nates which allows a decoupling of the strain energy of the
porous medium. It is then possible to avoid the stress cou-
pling terms in the equations of motion. The two correspond-
ing generalized coordinates are the solid displacement and
the apparent displacement for the pressure of the fluid phase
taking into account the motion of the solid phase. They are
associated with conjugated stresses which are the jacketed
stress tensor of the solid phase and the pressure. It has also
been shown that the classical Biot’s results are naturally
transposed to this formulation. The expressions of the con-
stitutive coefficients, wave numbers, are equivalent and sim-
pler in the case of the proposed approach. This formulation is
also well fitted to the definition of equivalent fluid and limp

model. It has been shown that the dissipation can be intro-
duced without losing the symmetry of the problem, and the
different mechanisms of dissipation can be taken into ac-
count separately. Additional simplifications were also ob-
tained for sound-absorbing materials. Classical acoustic indi-
cators as surface impedance, transmission, and reflection
coefficients �both presented in the Appendix� have then been
rewritten in a simpler form, and the expressions have been
validated by a comparison to a transfer matrix method code.

The introduction of this formulation is a first step to-
wards the simplification of numerical methods for poroelas-
tic materials. It has been seen that for analytical results, the
use of such a formulation presents great advantages com-
pared to the classical ones. A detailed study of the discreti-
zation of these formulation is a natural perspective of this
work. Another perspective of this work is the extension of
the formalism to the case of inhomogeneous porous materi-
als.
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APPENDIX: REFLECTION AND TRANSMISSION
COEFFICIENTS

In this Appendix are presented two simplified expres-
sions of the reflection and transmission coefficient of a po-
rous media of thickness l. The considered porous media is
laterally infinite and is exited by a normal incidence plane
wave. The transmission �respectively, reflection� coefficient
is defined as the ratio of the transmitted �respectively, re-
flected� pressure over the incident one as presented in Ref.
22.

The expressions of these coefficients read

T =
− 2i���2��1��1 + �1��2��2�

�1�2��1��2��
2 +

�1�
2�2�

2 + �2�
2�1�

2

�1��2�
� + 2�1��2��1 − �2�1� − 2i���1��2��1�2 + �2��1��2�1�

, �A1�

R =

�1�2��1��2��
2 −

�1�
2�2�

2 + �2�
2�1�

2

�1��2�
� − 2�1��2��1 − �1�2�

�1�2��1��2��
2 +

�1�
2�2�

2 + �2�
2�1�

2

�1��2�
� + 2�1��2��1 − �2�1� − 2i���

�
1�2��1�2 + �2��1��2�1�

, �A2�

with the following notations: �=K˜eq/K0, �i�=�i /�0, and �i=cos��il�, �i=sin��il�. The proposed expressions, available on the
overall spectrum, of the reflection and transmission coefficients have been compared to the high-frequency expressions given
by Fellah et al.22 in order to point out the simplifications induced by our proposed formalism.

FIG. 1. Normalized surface impedance; comparison between the analytical
proposed approach ��� and the numerical Maine 3A solution �continuous�.
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Ceiling baffles and reflectors for controlling lecture-room sound
for speech intelligibility
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Reinforcing speech levels and controlling noise and reverberation are the ultimate acoustical goals
of lecture-room design to achieve high speech intelligibility. The effects of sound absorption on
these factors have opposite consequences for speech intelligibility. Here, novel ceiling baffles and
reflectors were evaluated as a sound-control measure, using computer and 1/8-scale models of a
lecture room with hard surfaces and excessive reverberation. Parallel ceiling baffles running front to
back were investigated. They were expected to absorb reverberation incident on the ceiling from
many angles, while leaving speech signals, reflecting from the ceiling to the back of the room,
unaffected. Various baffle spacings and absorptions, central and side speaker positions, and receiver
positions throughout the room, were considered. Reflective baffles controlled reverberation, with a
minimum decrease of sound levels. Absorptive baffles reduced reverberation, but reduced speech
levels significantly. Ceiling reflectors, in the form of obstacles of semicircular cross section,
suspended below the ceiling, were also tested. These were either 7 m long and in parallel,
front-to-back lines, or 0.8 m long and randomly distributed, with flat side up or down, and reflective
or absorptive top surfaces. The long reflectors with flat side down and no absorption were somewhat
effective; the other configurations were not. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2730623�

PACS number�s�: 43.55.Fw, 43.50.Gf, 43.55.Ka �NX� Pages: 3517–3526

I. INTRODUCTION

The importance of classroom acoustics and of speech
intelligibility is well recognized. The room-acoustical param-
eters affecting speech intelligibility are known; speech intel-
ligibility tends to increase with increased speech-to-noise
level difference �also referred to as signal-to-noise ratio� and
to decrease with increased reverberation. Reverberation for
speech intelligibility is best quantified by the clarity factor
C50, based on the early-to-late energy fraction. C50 is usually
highly correlated with early-decay time �EDT� and rever-
beration time in classrooms.1 The effect of speech-to-noise
level difference on speech intelligibility dominates that of
reverberation.2 Studies1,3,4 have confirmed that the values of
these parameters are often nonoptimal. Thus, the question
remains as to how to achieve the optimal values of the pa-
rameters in real classrooms in a practical, cost-effective way.
Many newly designed or renovated classrooms use absorp-
tive materials to reduce reverberation and late-arriving en-
ergy beneficially. However, these absorptive materials also
cause a detrimental decrease in speech levels, and may re-
duce beneficial early reflections.

The purpose of the study reported here was to find an
effective way to design lecture rooms — i.e., larger class-
rooms with an instructor at the front of the room, speaking to
a group of students in front—and control sound to achieve
optimum reverberation and adequate speech levels, espe-
cially at the back of the room, for speech intelligibility. The

effectiveness of novel systems of ceiling baffles and reflec-
tors for optimizing speech intelligibility is investigated, us-
ing a room-prediction model and physical scale modeling.

A room consists of a floor, walls, and ceiling. Among
these three room components, the ceiling is chosen to be
modified because it has a large flexibility compared to the
walls and floor, and it can help reflect a teacher’s voice to-
ward the back of the room. Various ceiling-baffle and
ceiling-reflector configurations were designed. Each design
was incorporated into computer and physical, reduced-scale
lecture-room models, and the effects of the baffles and re-
flectors on the sound field were determined, to evaluate the
designs.

II. METHODS

A. Lecture-room configurations

A typical medium-sized university lecture room was se-
lected as the basis for the tests. Figure 1 shows the floor plan.
The lecture room has 96 seats, length = 15 m, width
= 8.5 m, and height = 4 m �volume = 510 m3, total surface
area = 443 m2, volume to surface-area ratio = 1.15 m�. The
room surfaces, and the seats and their writing tablets, are
sound reflective. The midfrequency reverberation time mea-
sured in the unoccupied classroom was about 2 s. The cor-
responding reverberation radius was 1.3 m. Average octave-
band surface-absorption coefficients calculated using diffuse-
field theory varied from 125 to 2000 Hz as follows: 0.22,
0.12, 0.08, 0.08, 0.08. A speech source was positioned either
at the front-center or at the front-side of the lecture room,
and three listening positions were positioned in front �p1C—

a�Author to whom correspondence should be addressed; electronic mail:
murray.hodgson@ubc.ca
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source/receiver distance − 2.0 m�, middle �p2C − 5.5 m�,
and back �p3C − 9.0 m� seats on the centerline of the lecture
room. Six additional listening positions were used when pre-
dicting the acoustical conditions in side areas of the lecture
room �see Fig. 1�.

B. Ceiling baffle and reflector configurations

Two basic types of ceiling baffles and reflectors were
studied. The first involved parallel ceiling baffles, projecting
down from the ceiling and running front to back in the class-
room. They were expected to absorb reverberant sound inci-
dent on the ceiling from a wide range of angles, reducing
late-arriving energy, while leaving speech signals, reflecting
from the �reflective� ceiling between the baffles to the back
of the room, unaffected. Both sound-absorptive and sound-
reflective baffles were considered. Different shapes, materi-
als, spacings, and depths of the ceiling-baffle configurations
were tested in pilot studies. Six configurations were selected
for detailed study using computer prediction and scale-model
measurement. These were reflective �configuration R� and
absorptive �A� baffles, 0.6 m deep, separated by either 0.3 m
�R1/A1�, 0.6 m�R2/A2� or 1.2 m �R4/A4�.

Based on the baffle results, ceiling reflectors involving
lengths of obstacles of semicircular cross-sectional shape
�configuration C�, suspended from the ceiling with either the
flat �CF� or curved �CC� side down, were evaluated in the
scale model. These were expected to reflect and scatter
speech sounds like “fittings” in an industrial workshop �see
below�. The shapes were inspired by common suspended
light fixtures. The diameter of the semicircular reflectors was
0.3 m, the distance from the ceiling to the bottom of the
reflectors was 0.6 m. They were 7 m long, and ran front-
back in the lecture room, separated by 1.2 m, and with either
the flat side down without absorption on the upper curved
side �CF�, with the flat side down and absorption on the
upper curved side �CFA�, or with the curved side down and
no absorption �CC�. Alternatively, either 30 �configuration

FIG. 2. �Color online� Photographs of the 1/8-scale model without ceiling
baffles or reflectors: �a� showing the seats and rear partition; �b� showing the
model speech source and microphone.

FIG. 3. Measured octave band, horizontal-plane directivity factors �in dB�
of the 1:8-scale-model speech source; levels are normalized to 0 dB at 0°:
�——� 63 HzFS; �¯¯ � 125 HzFS; �−·−� 250 HzFS; �– – –� 500 HzFS;
�– ·· –� 1000 HzFS; �——-� 2000 HzFS.

FIG. 1. Lecture-room floor plan showing the speech-source �S� and receiver
�p� positions, and dimensions �in m�.
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CF30� or 60 �CF60� reflectors, 0.8 m long, were hung
randomly from the ceiling with flat side down and no
absorption.

C. Physical scale modeling

The lecture room was also studied without and with ceil-
ing baffles or reflectors using a 1:8 scale model. According to
the fundamental principle of the scale-modeling technique,5

according to which all dimensions are scaled down by the
scaling factor, the lecture room with length=15 m, width
=8.5 m, and height=4 m, was a 1.88 m �1.06 m�0.50 m
1/8 scale model. The floor of the model was polished con-
crete. The walls, ceiling, the partition at the back of the
room, and the rows of seats, were made of varnished ply-
wood. Figure 2�a� is a photograph of the model, showing the
rows of seats and the rear partition. In order to investigate
how the effects of ceiling baffles and reflectors vary with

room occupancy in the lecture room, two different occupan-
cies �unoccupied and 37% occupied/26 students� were con-
sidered in the scale model.

Air absorption is a major consideration in scale-model
measurement. Air absorption increases approximately with
the square of the frequency.6 In a scale model, wavelength-
to-dimension ratios are maintained, so wavelengths are
scaled down by the scale factor, resulting in scaled-up model
test frequencies. Since the test frequencies are high, air ab-
sorption is excessive in a scale model and cannot be ne-
glected. For prediction, air-absorption exponents were calcu-
lated at the model test frequencies for the temperature and
relative humidity measured in the scale model, as described
in Ref. 6.

Speech sources in lecture rooms are mainly human talk-

FIG. 4. �Color online� Scale-model ceiling baffle and reflector configura-
tions in the unoccupied �“u”� and occupied �‘o’� lecture room: �a� R1o; �b�
A1u; �c� CFu; �d� CF60u.

FIG. 5. �Color online� Computer models of the lecture room with: �a� no
baffles; �b� R1/A1 baffles; �c� R2/A2 baffles; �d� R4/A4 baffles. Note the
1-m-deep seat block in all configurations.

FIG. 6. Variation with frequency of �a� speech level SLN, �b� early-decay
time EDT, and �c� early-to-late energy fraction C50 at three central positions
with the center speaker in the unoccupied lecture room without ceiling
baffles or reflectors, as measured in the scale model and as predicted:
�−�−� p1C measured; �–�–� p2C measured; �–�–� p3C measured;
�¯� ¯ � p1C predicted; �¯� ¯ � p2C predicted; �¯� ¯ � p3C
predicted.
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ers. Source directivity can strongly influence speech levels in
lecture rooms. For accurate scale modeling of the lecture
room, a model speech source is required which radiates with
the directional characteristics of human speech. Such a
source was created using a 1:8-scale head made of modeling
clay, formed around the narrow end of a hollow cone, driven
at the wide end by a “tweeter” loudspeaker, which narrowed
down to a 3-mm-diameter opening as the mouth, to represent
human speech directivity in the scale model �see Fig. 2�b��.
Of course, the cone causes internal reflections which distort
the signal spectrum; however, the effect was small in the test
octave bands measured in the study. The power levels and
directivities of the model speech source were measured in an
anechoic chamber. Figure 3 shows the measured horizontal-
plane directivity.

The ceiling baffles were made of varnished plywood,
and could be covered with thin industrial carpet to make
them absorbent. The absorption of the carpet was estimated

from the change in reverberation time that occurred when a
sample of it was introduced into the empty model, and was
similar to that of 50-mm-thick glass fiber at full-scale fre-
quencies. The semicircular ceiling reflectors were made of
painted wood; the same carpet was used to make them ab-
sorbent. The carpet was also used to cover the front and top
surfaces of the rows of seats, to simulate the absorption of
upholstered or occupied seats approximately; the corre-
sponding occupancy �37%� was estimated from the reduction
in EDT and the typical absorption per occupant at 1 kHz.7

Figure 4 shows photographs of some of the scale-model ceil-
ing baffle and reflector configurations.

Acoustical measurements were made using the Maxi-
mum Length Sequence System Analyzer, which measured
the impulse response between the model speech source and
the Bruel & Kjaer 4135, “1/4 in.” microphone used to re-
ceive the sound signals. All measurements were made after
pre-calibration of the equipment. Early-decay times �EDT in

FIG. 7. Variation with position along the centerline with the center speaker of speech level SLAN, early-decay time EDTmid, and early-to-late energy fraction
C50 in the unoccupied lecture room without and with reflective and absorptive ceiling baffles, as measured in the scale model and as predicted �C50 for the
absorptive ceiling baffles is not available�: �a� SLAN, measured; �b� SLAN, predicted; �c� EDTmid, measured; �d� EDTmid, predicted; �e� C50, measured; �f� C50,
predicted. �———� no baffles, �–�–� R1, �- -�- -� R2, �–·–�–·–� R4, �–�–� A1, �- -�- -� A2, �−·−�−·−� A4.
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s� and steady-state levels �with the speech-source output lev-
els kept constant� were measured. Measurements were made
in octave bands from 1 to 16 kHz �125–2000 HzFS−
FS=full-scale equivalent value� at all three receiver posi-
tions. The octave-band steady-state levels were converted to
total, A-weighted “speech” levels SLAN corresponding to a
typical adult talking in a “Normal” voice level, using the
relative output power levels of such a talker8 and of the

model speech source. Average midfrequency EDTmid values
relevant to speech intelligibility were calculated by averag-
ing the octave-band EDTs at 500, 1000, and 2000 HzFS. In
the case of the model without ceiling baffles or reflectors,
average surface-absorption coefficients were calculated from
the measured octave-band EDTs using diffuse-field theory;
values increased with frequency from 0.06 to 0.1, close to

FIG. 8. Predicted variation with position of �a� SLAN in dB, �b� EDTmid in s, and �c� C50 in dB without and with reflective ceiling baffles, in the occupied
virtual lecture room with the center speaker.

FIG. 9. Measured variation with position of �a� SLAN in dB, �b� EDTmid in s, and �c� C50 in dB without and with reflective ceiling baffles, in the occupied
scale-model lecture room with the centre speaker.
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those in the full-scale room. Taking into account the model
scale factor, C50 was calculated by calculating C50/8=6.25 from
the model impulse responses.

D. Computer simulation

The ceiling baffles were also studied using CATT-
Acoustic v8.0 �Ref. 9� computer simulation. The lecture-

room and ceiling-baffle configurations were modeled,
octave-band EDTs and speech levels predicted, and corre-
sponding values of SLAN, EDTmid, and C50 calculated. The
lecture-room configuration was exactly the same as in the
scale-model measurements. A sound source and nine receiv-
ers were positioned as shown in Fig. 1. The output level and
directivity of the sound source were identical to the values

FIG. 10. Measured variation with position of �a� SLAN in dB, �b� EDTmid in s, and �c� C50 in dB without and with reflective ceiling baffles, in the occupied
scale-model lecture room with the side speaker.

FIG. 11. Predicted variation with position of �a� SLAN in dB, �b� EDTmid in s, and �c� C50 in dB without and with absorptive ceiling baffles, in the occupied
virtual lecture room with the center speaker.
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used in the scale-model measurements. Unoccupied seats
were modeled as one large 1 m deep seat block. Figure 5
shows computer models of the virtual lecture room without
and with ceiling baffles. Ceiling reflectors were not studied
by computer prediction as it was not clear how to model
them accurately. The absorption coefficients of the room sur-
faces used in the simulation were the average values mea-
sured in the scale model without ceiling baffles or reflectors.
Diffuse-reflection coefficients of the surfaces were set to in-
crease with frequency from 0.1 to 0.3, based on previous
research.10

III. RESULTS

Two introductory remarks must be made before discuss-
ing the results. First, it was generally found that measured
and predicted EDTs and C50’s were strongly inversely re-
lated, as has already been reported in the literature.1 Even
though, in principle, C50 is a better measure of the effect of
reverberation on speech intelligibility than EDT, both param-
eters in fact provided similar information about the effects of
the baffles and reflectors. Second, discussed below are results

for two key components of speech intelligibility—speech
level and C50. It would clearly be useful in evaluating the
ceiling baffles and reflectors to calculate values of a speech-
intelligibility metric—such as speech transmission index or
useful-to-detrimental energy fraction �U50�—from these
components. However, this would require choosing values
for the noise level at the receiver position under consider-
ation, which introduces significant difficulties, as discussed
in Ref. �11�. To assume a uniform noise level throughout the
room is not realistic. Modeling noise as emanating from lo-
calized sources is more realistic; however, the effect of such
noise sources depends on their output powers and positions
relative to the speech source and receiver position. Real
classrooms contain many noise sources �ventilation outlets,
classroom equipment, the occupants� with different output
powers and positions in the classrooms. Their characteristics
cannot easily be estimated or generalized in a useful, realistic
manner and, therefore, neither can the effect of noise. For
this reason, no attempt was made to calculate values of
speech-intelligibility metrics.

A. Comparison of measurement and prediction

In order to confirm that the scale-model and virtual lec-
ture rooms were reasonably similar, comparisons were made
between measured and predicted speech levels, early-decay
times, and early-to-late energy fractions in the unoccupied
lecture room without ceiling baffles or reflectors, for the cen-
ter source position and the three central receiver positions.
Figure 6 shows the octave-band results. Predicted SLN values
were somewhat lower than those measured by about 4 dB at
low frequency, decreasing with frequency to about 1.5 dB at
high frequency. Predicted EDTs varied negligibly with posi-
tion; measured times showed much more variation—
predicted values tended to be lower than those measured, by
up to about 25%. At pC2 and pC3, as was the case for EDT,
measured C50 values also had more variation than those pre-
dicted, and predicted values tended to be higher than those
measured. The imperfect agreement between measurement
and prediction is interesting, given that the average absorp-
tion coefficients involved in the virtual and scale models
were very similar to one another. It can partly be explained
by uncertainties in the scale-model measurements, differ-
ences in the values of important room parameters �e.g., the
diffuse-reflection coefficients�, possible limitations of the
computer simulation �for example, the seat block�, and the
fact that the scale model is more realistic in, for example,
including modal effects. In any case, it can be concluded that
the reduced-scale and virtual lecture-room models, while not
identical, are sufficiently similar that both can be used to
study the effects of ceiling baffles and reflectors. The two
techniques have their individual advantages and disadvan-
tages. The scale model has the advantage of physical realism
�for example, including modal effects�, while prediction has
the advantage that the input data defining the virtual room
are more precisely known.

FIG. 12. Measured variation with position of �a� SLAN in dB, �b� EDTmid in
s, and �c� C50 in dB in the unoccupied scale-model lecture room at central
positions without and with ceiling baffles and reflectors: �——� no reflec-
tors; �¯¯ �R4; �– � –� CF; �–� –� CC; �– � –� C60; �– � –� C30.
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B. Ceiling baffles

Figure 7 compares speech levels, early-decay times and
early-to-late energy fractions measured and predicted in the
unoccupied room with the six reflective and absorptive
ceiling-baffle configurations, with the results for no baffles
for the three receivers along the centerline and the center
speaker. SLAN is highest with no baffles, decreasing by about
2 dBA from the front to the back of the room. With the
reflective ceiling baffles, as the number of baffles increased,
predicted SLAN remained virtually unchanged at the front of
the room, but decreased by up to about 1.5 dBA at the back.
Measured levels showed more variability, but similar trends,
especially at p3C. With the absorptive ceiling baffles, and
increasingly with the number of baffles, levels decreased
more rapidly with distance relative to levels with the reflec-
tive baffles-by up to between 4 and 6 dBA at the front and
back of the room, respectively. Ceiling baffles decreased the
EDTmid in all cases. With the reflective ceiling baffles, pre-
dicted EDTmid values decreased progressively with increased
number of baffles by up to about 50%—the decreases were
similar at all three receiver positions. With absorptive baffles,
EDTmid varied little with baffle spacing and was very low.
Again, measured results were similar, but showed less clear
trends, and baffles resulted in smaller decreases in EDTmid.
C50 increased with an increasing number of baffles, and with
baffle absorption.

Figure 8 to 11 show the SLAN, EDTmid, and C50 results
at all receiver positions in the occupied room with ceiling
baffles. Figure 8 shows that adding reflective ceiling baffles
was predicted to have little effect on SLAN along the center-
line, tending to increase it slightly at the front, leave it un-
changed in the middle, and decreasing it slightly at the back.
At the side receiver positions, reflective baffles were pre-

dicted to decrease levels by up to 2.4 dB, the effects increas-
ing with the number of baffles. The addition of baffles
caused the decrease of SLAN from the front to the back of the
room to increase from 3.6 dB without baffles to as much as
6.4 dB. Adding reflective baffles was predicted to decrease
EDTmid by 10–45%. C50 increased by up to 3.5 dB. Both
effects increased with the number of baffles, and decreased
with distance from the source and, therefore, were greater at
the central receivers than to the side. The effects of adding
reflective ceiling baffles measured in the scale model �see
Fig. 9� were more variable than as predicted, and smaller in
magnitude. Figure 10 shows the SLAN, EDTmid and C50 val-
ues measured in the scale model with reflective ceiling
baffles for the nine receiver positions and the side speaker.
SLAN tended to decrease by up to 2.6 dB at receiver posi-
tions on the same side as the speaker, but increased by about
the same amount on the far side of the room. The effects
were slightly greater than with the central speaker. Increasing
the number of baffles resulted in lower levels. In side seats,
EDTmid decreased by up to 40%; C50 decreased slightly at
the position nearest the source and at the room center, but
otherwise increased by up to 1.9 dB. Figure 11 shows the
predicted effects of adding absorptive ceiling baffles with the
central speaker. They decreased SLAN by 2.0–7.5 dBA, the
effect increasing with the number of baffles, with source/
receiver distance, and to the side of the room; front-back
level differences increased to up to 8.6 dB. Adding absorbent
baffles resulted in trends that were similar to those with the
reflective baffles, but which were greater in magnitude;
EDTmid decreased by 42–71% and C50 increased
significantly—by up to 7.8 dB.

The absorptive ceiling baffles do not achieve the desired
objective since, as well as beneficially reducing early decay

FIG. 13. Measured variation with position of �a� SLAN in dB, �b� EDTmid in s, �c� C50 in dB with the center speaker without and with ceiling reflectors, in the
occupied scale-model lecture room.
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times and increasing C50, they detrimentally decrease speech
levels significantly. Reflective baffles, on the other hand,
achieve the objective better, reducing EDTmid and increasing
C50 significantly, while reducing speech levels little.

C. Ceiling reflectors

The ceiling-baffle results are somewhat reminiscent of
those that occur when reflective scattering obstacles �fittings�
are introduced into an industrial workshop.12 Reverberation
times decrease sharply; steady-state levels from a sound
source increase slightly close to the source due to back-
scattering, and decrease more so far from the source. Thus,
an alternative ceiling-reflector concept, based on fittings and
consisting of reflective scattering obstacles suspended from
the ceiling, was tested. Semicircular ceiling-reflector con-
figurations, inspired by the shapes of common light fixtures,
were evaluated. Figure 12 shows the SLAN, EDTmid, and C50

values measured in the unoccupied scale model with the four
semicircular ceiling-reflector configurations �described in
Sec. II B� at the three central positions with the center
speaker. Also shown are the results without baffles or reflec-
tors, and for the R4 ceiling-baffle configuration which had
the same baffle spacing as the CF and CC reflectors. The CF
reflectors decreased SLAN by about 1 dB at p1C, and in-
creased them insignificantly at p2C and p3C; levels were
lower than with R4 at the front, and higher otherwise.
EDTmid decreased by between about 10 and 30%, with the
largest decreases occurring at p2C; values were very close to
those for configuration R4. C50, however, remained un-
changed. The CC reflectors decreased SLAN slightly at p2C
and p3C, similar to configuration R4. They decreased
EDTmid negligibly; as with configuration CF, C50 remained
unchanged. The short, randomly distributed ceiling reflectors

�configurations CF30 and CF60� showed somewhat different
results from those for the longer reflectors. The CF30 reflec-
tors had little effect on speech levels, increasing levels
slightly at p1C. Both CF30 and CF60 had little effect on
EDTmid at p1C and p2C, but increased it at p3C. Their effect
on C50 was small, resulting in decreases of about 2 dB.

In an attempt to further improve performance, measure-
ments were made with semi-circular ceiling reflectors with
sound-absorptive materials on the upper curved surfaces
�configuration CFA�. Figures 13 and 14 show the measured
SLAN, EDTmid, and C50 results with the center and side
speaker, respectively, in the occupied scale model. When the
speaker was at the center, adding the absorption decreased
SLAN by 1.6–4.5 dB; that is, adding the CFA reflectors to the
untreated room decreased levels by up to 3.4 dB. When the
speaker was at the side, adding absorption decreased SLAN at
receivers along the same side by between 2.4 and 4.5 dB; the
decrease increased to as much as 9.8 dB at the other receiver
positions, and increased towards the back of the room. Thus,
introducing the CFA reflectors decreased SLAN by up to
5.3 dB. The added absorption decreased EDTmid and in-
creased C50. While these effects are beneficial, the strong
detrimental reduction of speech levels makes the absorbent
reflectors of little interest.

IV. CONCLUSION

Reflective ceiling baffles achieved the goal of decreasing
reverberation and increasing early energy with minimal
speech-level reduction—the effect increased with baffle den-
sity. Reflective ceiling reflectors, in the form of long reflec-
tive obstacles of semicircular cross-section, suspended below
the ceiling in parallel, front-to-back lines with flat side down,
were also somewhat effective. Making the baffles or reflec-

FIG. 14. Variation with position of �a� speech levels SLAN, �b� early-decay times EDTmid, �c� early-to-late energy fraction C50 with the side speaker without
and with ceiling reflectors, as measured in the occupied scale-model lecture room.
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tors sound absorptive further beneficially reduced reverbera-
tion and increased early energy, but also strongly reduced
speech levels, which is highly detrimental to speech intelli-
gibility. The shape of the semicircular ceiling reflectors was
inspired by typical lighting fixtures. The results suggest that
appropriately designed lighting fixtures could be effective at
controlling lecture-room sound if they were made with flat,
sound-reflecting �and, of course, optically transparent� bot-
toms, and arranged in long, parallel, front-to-back lines.
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A method is presented for calculating the far field sound radiation from a shallow spherical shell in
an acoustic medium. The shell has a concentrated ring mass boundary condition at its perimeter
representing a loudspeaker voice coil and is excited by a concentrated ring force exerted by the end
of the voice coil. A Green’s function is developed for a shallow spherical shell, which is based upon
Reissner’s solution to the shell wave equation �Q. Appl. Math. 13, 279–290 �1955��. The shell is
then coupled to the surrounding acoustic medium using an eigenfunction expansion, with unknown
coefficients, for its deflection. The resulting surface pressure distribution is solved using the King
integral together with the free space Green’s function in cylindrical coordinates. In order to
eliminate the need for numerical integration, the radiation �coupling� integrals are solved
analytically to yield fast converging expansions. Hence, a set of simultaneous equations is obtained
which is solved for the coefficients of the eigenfunction expansion. These coefficients are finally
used in formulas for the far field sound radiation. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2715464�
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I. INTRODUCTION

The shallow spherical shell is a somewhat commonly
used structure in acoustical transducers and methods for cal-
culating its eigenfrequencies in a vacuum have long been
established,1–5 but little analytical work appears to have been
done for calculating the radiated sound pressure when sur-
rounded by a fluid medium. This is perhaps slightly surpris-
ing considering the extensive usage of shells in audio trans-
ducers ranging from miniature loudspeakers in mobile
devices to hi-fi midrange units and high power tweeters used
in PA systems. Although the use of boundary or finite ele-
ment modeling is now fairly widespread in the transducer
industry, analytical solutions are particularly useful in pro-
viding benchmarks for such models so that the element size
and meshing geometry can be optimized. This enables more
complicated geometries to be modeled with confidence.

A more general aim of this paper, though, is to provide
formulas which enable very fast calculations and show the
relationships between the various parameters. For example, it
is useful to know how great the effect of the acoustic loading
actually is and whether acoustic resistance can be used to
control the modes. However, neither the ring-surround nor
any other structures in a typical loudspeaker, such as the
magnet and basket, are included in the model: The shell is
assumed to be open to free space on both sides of the baffle
which extends to infinity from the rim, although a specific
acoustic impedance is included which can be used to model
distributed impedances such as external damping �e.g., a
mesh� or mixed mass and resistance in the form of an array

of sound outlet holes. �Internal damping can be modeled us-
ing complex flexural rigidity.6� This specific impedance can
also be used in a slightly less rigorous manner to represent
lumped parameters such as the compliance of a rear cavity.

Reissner1 provides a method for calculating the in vacuo
eigenfrequencies based on the assumption that, if the shell is
shallow, the radial and tangential components of the dis-
placement can be ignored. Furthermore, it is suggested that
this is a reasonable assumption for height/radius ratios up to
around 0.25. A similar assumption is made here for the
acoustic radiation whereby the shell is treated as a flat circu-
lar radiator. From a study made by Suzuki,et al.,7 it can be
concluded that this is a reasonable assumption up to ka=5
for the same range of height/radius ratios. This is somewhat
fortuitous because it allows a small amount of curvature to
be applied in order to increase rigidity �or reduce mass� rela-
tive to a flat plate without deviating too far from the theo-
retically flat far-field on-axis response of a flat piston up to
the first break-up mode. Furthermore, the thin shallow shell
assumptions simplify the formulation.

Jones et al.4 provide an alternative approach for calcu-
lating the eigenfrequencies, which allows axial asymmetry
while Thomas et al.5 investigate nonlinear vibrations. Suzuki
et al.8 calculate the sound radiated from a fluid-loaded plate
using an elastic boundary condition at the perimeter to model
the suspension. However, in the current analysis it is as-
sumed that, above the suspension resonance, the coil mass
dominates, so this is included as a boundary condition too,
together with the electrical/mechanical damping resistance.
The Green’s function in cylindrical coordinates is used, in-
stead of the more common spherical form eikr / �4�r�, in or-a�Electronic mail: tim.mellow@nokia.com
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der to facilitate the solution of the integrals and so avoid the
need for numerical calculation of nested integrals.

A crucial factor in the solution of problems of sound
radiation from monopole sources with arbitrary velocity dis-
tributions is the choice of trial function for the velocity or
displacement at the source. In cases where the velocity is
either zero or infinity at the perimeter,9,10 a trial function
based upon Bouwkamp’s solution11 to the free space wave
equation in oblate spheroidal coordinates has been shown to
be particularly useful, especially when calculating the near
field pressure. The same applies to the trial function for the
source pressure in dipole sources.12 However, in this case,
the velocity has a finite nonzero value at the shell perimeter
so an eigenfunction �Bessel� expansion is used instead in
order to avoid potential problems with convergence.

II. SOLUTION OF THE DYNAMIC IN VACUO SHELL
WAVE EQUATIONS

A. Shell boundary conditions

The equations that follow are written in axisymmetric
cylindrical coordinates, with w as the radial ordinate and z as
the axial ordinate. An elastic spherical shell with radius a and
thickness h, as shown in Fig. 1, is set in an infinite baffle of
the same thickness with its center located on the z axis,
which forms the axis of symmetry. Within its perimeter, the
shell is homogeneous and continuous and is fabricated from
an isotropic material with a Poisson’s ratio of �=0.3.

For the purpose of this model, the shell and coil former
are formed from the same piece of material and have the
same thickness. Hence, at the rim, there is assumed to be

neither bending nor radial strain. Also, the coil force F̃C is
applied to the rim in the z direction. The tilde denotes a
harmonically time varying quantity where the factor ei�t is
suppressed. A separate suspension is assumed to be attached
either to the coil or directly to the shell perimeter. It is as-
sumed to provide pure linear stiffness KS in the z direction
with mechanical damping RM and its mass is included with
that of the voice coil, which is denoted by MC. The coil

driving force F̃C is used as the input in a wave equation for
the shell, which is defined in terms of the input voltage ẽin by

F̃C = Blẽin/RE, �1�

where RE is the electrical resistance of the coil and Bl is the
magnetic flux coil length product. The total damping resis-
tance RS is then given by

RS = RM + �Bl�2/RE. �2�

The deflection �̃�w� of the shell is then be used as a param-
eter to couple it to the surrounding loss-free acoustic me-
dium. Hence the shell and free space wave equations must be
solved simultaneously.

B. Nonhomogeneous shell wave equation

Reissner’s dynamic shell wave equations1 are obtained
by adding an axial inertia term to the static shell equations13

while ignoring radial or tangential terms. Suppose that the
spherical shell surface, as shown in Fig. 1, is defined by

z = R��1 − w2/R2 − �1 − a2/R2� �
a2 − w2

2R
, R

� 2a �for surface average error � 10 % � . �3�

The following simultaneous steady-state equations with an
applied external harmonic load distribution p̃�w� need to be

solved for the displacement �̃ and an Airy stress function F̃,

D�4�̃�w� −
1

R
�2F̃�w� − �2�Sh�̃�w� = p̃�w� , �4�

�4F̃�w� +
hY

R
�2�̃�w� = 0, �5�

where, in the case of axisymmetric polar coordinates, the
Laplace operator is given by

�2 =
�2

�w2 +
1

w

�

�w
�6�

and D is the flexural rigidity given by

D =
Yh3

12�1 − �2�
, �7�

where h is the thickness of the shell, Y is the Young’s modu-
lus of elasticity of the shell material, � is its Poisson’s ratio,
and �S is its density. The radius of curvature R is related to
the dome height H by

FIG. 1. Geometry of the shell.
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R =
a2

2H
. �8�

Let a harmonic function �̃ be defined which satisfies

�2�̃ = 0 �9�

so that

�2F̃�w� = −
hY

R
��̃�w� − �̃� , �10�

which, in turn, satisfies Eq. �5�. Substituting Eq. �10� in Eq.
�4� gives the following single steady-state homogeneous
wave equation for the deflection:

�D�4 +
hY

R2 − �2�sh��̃�w� =
hY

R
�̃ + p̃�w� . �11�

C. Homogeneous shell wave equation

Suppressing the external pressure term in Eq. �11� yields
the homogeneous wave equation, which can be written in the
Helmholtz form as follows:

��4 − kS
4��̃�w� =

hY

RD
�̃ , �12�

where kS is the wave number of the shell which is given by

kS =
2�

	S
=

�

cS
= ��Sh

D
�2 −

hY

R2D
�1/4

�13�

or, using Eqs. �7� and �8�, it can be written

kS
4 =

�Sh

D
�2 −


4

a4 , �14�

where


4 = 48�1 − �2�H2/h2. �15�

The speed of sound cS in the shell is given by

cS = �/kS. �16�

As with a plate, high frequencies travel faster in the shell
than low frequencies, which makes the shell a dispersive
medium. It can be seen that at some transition frequency f INF

the speed of sound and hence also the wavelength become
infinite. Below f INF, the wavelength is complex with a 45°
phase angle. Hence static solutions13,14 are usually written in
terms of Thomson �a.k.a. Kelvin� functions, which can be
defined as Bessel functions with ei�/4 in their arguments.15

The transition frequency is given by

f INF =
H

�a2� Y

�S
. �17�

Reissner1 shows that the solutions to Eqs. �4� and �5� are
eigenfunctions of the form

�̃n�w� = C̃1nJ0�kSw� + C̃2nY0�kSw� + C̃3nI0�kSw�

+ C̃4nK0�kSw� + C̃5n, �18�

F̃n�w� = −
2HhY

kS
2a2 �C̃1nJ0�kSw� + C̃2nY0�kSw� − C̃3nI0�kSw�

− C̃4nK0�kSw�� +
�Sha2�2

8H
C̃5nw2 + C̃6n log w

+ C̃7n, �19�

where C̃5n= �̃n and n is the eigenindex. A useful alternative
derivation to that of Reissner is provided by Gradowczyk,14

which uses the auxiliary equation method to solve the simul-
taneous differential equations. In Eqs. �18� and �19�, the ar-
guments of the Bessel functions J ,Y , I, and K can only have
specific values, or eigenvalues, which satisfy the boundary
conditions. The eigenvalues of the system are represented by
setting kSa=�n. The eigenvalues and constants are then de-
termined by applying boundary conditions, which are evalu-
ated with help from the following identities:15

d

dw
Z0�kSw� = � kSZ1�kSw� , �20�

d2

dw2Z0�kSw� = kS
2�±

Z1�kSw�
kSw

� Z0�kSw�� , �21�

d3

dw3Z0�kSw� = kS
3	�1 �

2

kS
2w2�Z1�kSw� ±

Z0�kSw�
kSw 
 ,

�22�

where Z can represent either J �upper sign� or I �lower sign�.

D. Eigenvalues of the shell in a vacuum

1. Boundary condition of continuity at the center

In this configuration, �̃n and F̃n must be continuous at
the apex �w=0�. Therefore we have

C̃2n = C̃4n = C̃6n = 0. �23�

2. Boundary condition of zero bending at the
perimeter

There is assumed to be zero bending at the perimeter.
Therefore

�

�w
�̃n�w��w=a = −

�n

a
C̃1nJ1��n� +

�n

a
C̃3nI1��n� = 0 �24�

so that

C̃3n =
J1��n�
I1��n�

C̃1n. �25�

3. Boundary condition of zero radial strain at the
perimeter

At the perimeter, there is assumed to be zero radial
strain.13 Hence
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� �2

�w2 −
�

w

�

�w
��F̃n�w��w=a

=
2hHY

a2 	C̃1n�J0��n� −
1 + �

�n
J1��n�� + C̃3n�I0��n�

−
1 + �

�n
I1��n��
 + �1 − ���n

2a2�Sh

4H
C̃5n = 0, �26�

where from Eq. �14�

�n
2 =

D��n
4 + 
4�

a4�Sh
�27�

so that

C̃5n = −
2
4

�1 − ����n
4 + 
4�	C̃1n�J0��n� −

1 + �

�n
J1��n��

+ C̃3n�I0��n� −
1 + �

�n
I1��n��
 . �28�

4. Coil impedance at the perimeter

The coil mass and suspension produce an axially sym-
metric �vertical� shear force13 resultant Qv at the perimeter.
Hence, assuming that a�R,

�Q̃vn�w��w=a = �Q̃n�w� + Ñn�w�
w

R
�

w=a

= ��n
2MC − KS − i�nRS�

�̃n�a�
2�a

, �29�

where MC is the mass of the coil and its former, KS is the
stiffness of the suspension, and RS is the total damping resis-
tance. Also, the shear force is defined by13

Q̃n�w� = − D
�

�w
�2�̃n�w��w=a� = −

�n
3

a3 D�C̃1nJ1��n�

+ C̃3nI1��n�� �30�

and the radial membrane force is defined by

Ñn�w� = −
1

w

�

�w
F�w�

= −
2HhY

a2�n

�C̃1nJ1��n� + C̃3nI1��n�� − C̃5n

�n
2a2�Sh

4H

�30a�

so that

C̃5n = − C̃1nJ0��n� − C̃3nI0��n� − ��n
4 + 
4�


4C̃1nJ1��n� − �n�C̃1nJ0��n� + C̃3nI0��n��

�n��1 +
MC

MS
���n

4 + 
4� −
a2KS

�D
− i

RS

�
��n

4 + 
4

�ShD
� .

�31�

The surface area S of a shallow shell is

S = 2�R�R − �R2 − a2� � �a2, R � 2a . �32�

The total mass MS of the shell is therefore

MS = �a2�Sh . �33�

Let �0 be a notional angular frequency, representing the sus-
pension resonance of a perfectly rigid shell �including its coil
mass�. Hence, the stiffness may be defined by

KS = �MS + MC��0
2. �34�

From Eqs. �27�, �33�, and �34�, the stiffness can be expressed
as follows:

KS =
�D

a2 �1 +
MC

MS
���0

4 + 
4� , �35�

where �0 is a notional zeroth eigenvalue. Also, let the Q of
this fundamental resonance be defined by

QS = ��MS + MC�KS/RS. �36�

E. Calculation of the eigenvalues

Equating Eq. �28� with Eq. �31� and inserting the expres-
sions for KS and RS from Eqs. �35� and �36�, respectively,

together with the identity for C̃3n from Eq. �25� produces a
characteristic equation that can be solved for the eigenvalues

�1 +
MC

MS
���n

4 − �0
4 − i

���0
4 + 
4���n

4 + 
4�
QS

�
	��1 − � ��n

4 − �1 + � �
4�W��n�

+ 4
41 + �

�n
J1��n�I1��n�


− �1 − � ���n
4 + 
4�2�W��n� −

4

�n
J1��n�I1��n�� = 0,

�37�

where

W��n� = J0��n�I1��n� + J1��n�I0��n� .

and the notional zeroth eigenvalue �0 is defined by

�0
4 =

a2MS

�D
�0

2 − 
4, �38�

which is then used as a parameter in the characteristic equa-
tion �not a solution� to define the suspension stiffness.

F. Eigenvalues with zero load at the perimeter

If there is no loading at the perimeter, then MC=0 and
�0=0. Eq. �37� reduces to

��n
4 + 
4�	W��n� − 2

�1 − ���n
4 + 2
4

�n
4 J1��n�I1��n�
 .

�39a�

For zero height, setting 
4�0, yields the following eigenval-
ues
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�1 = 0 �2 = 3.8317 �3=7.0156

�4 = 10.174 �5 = 13.324.

whereas setting 
4=� gives

�1 = ei�/4 � �2 = 5.9057 �3 = 9.1969

�4 = 12.402 �5 = 15.580.

Using the following asymptotic expressions16 for the Bessel
functions in Eq. �37�,

J��z��z→� �� 2

�z
cos�z −

�2� + 1�
4

�� , �39b�

I��z��z→� �� 1

2�z
ez, �40�

it can be shown that

�n�n→� � �n − 3/4��, H/h = 0.

�41�
�n�n→� � n�, H/h = � .

From Eq. �14�, the eigenfrequencies are obtained as follows:

fn =
h

4�a2� Y

3�S
� �n

4

�1 − �2�
+ 48

H2

h2 � . �42�

Not surprisingly, when H=0, Eq. �42� reduces to the eigen-
frequency equation for a plate. However, when H�10h, say,
the equation for the fundamental shell eigenfrequency in
asymptotic form becomes

f2 �
H

�a2� Y

�S
, H � 10h

=
1

2�R
� Y

�S
= f INF. �43�

This slightly surprising result, due to Reissner,1 indicates
that when the height of the apex is much greater than the
wall thickness, the fundamental resonant frequency �second
eigenfrequency f2� of the shell is dependent only upon its
radius of curvature and material properties regardless of the
wall thickness. �This does not apply to the first eigenfre-
quency, or piston eigenfrequency, which remains zero.� This
effect is demonstrated in Fig. 2 where the eigenfrequencies
are plotted against the height to thickness ratio. The eigen-
frequencies fn are normalized to the fundamental eigenfre-
quency fP2 of the corresponding flat circular plate where

fP2 =
�2

2h

4�a2� Y

3�1 − �2��S
, �2 = 3.8317. �44�

On the left-hand side of the plot, the eigenfrequencies con-
verge to those of the flat circular plate with the same bound-
ary conditions. On the right-hand side, the asymptotic value
is f INF/ fP2=0.4502H /h. However, f1=0 for any height be-
cause the shell is free to float through space and so this is the
“piston” eigenfrequency.

G. Eigenvalues with infinite load at the perimeter

If MC=� and �0=0, then the shell’s dynamic axial
movement is blocked, although it can still move through
space at constant velocity and hence returns a zero value for
the 1st eigenfrequency, Eq. �38� reduces to:

��n
4 + 
4�	W��n� +

4�1 + ��
4J1��n�I1��n�
�n��1 − ���n

4 − �1 + ��
4�
 = 0 �45�

which is identical to Reissner’s equation for a clamped shell,
except for the factor ��n

4+
4� which gives the piston mode.
For zero height, setting 
4=0, yields the following eigenval-
ues

�1 = 0 �2 = 3.1962 �3 = 6.3064 �4 = 9.4395

�5 = 12.577

whereas setting 
4=� gives

�1 = ei�/4 � �2 = 5.9057 �3 = 9.1969

�4 = 12.402 �5 = 15.580

Again, using the identities of Eqs. �39� and �40�, expressions
for the large eigenvalues can be obtained:

�n�n→� � �n − 1� �, H/h = 0

�46�
�n�n→� � n�, H/h = �

In Fig. 3, the eigenfrequencies fn of a simply supported
shell are normalized to the fundamental eigenfrequency fP2

of the corresponding flat circular plate where

fP2 =
�2

2h

4�a2� Y

3�1 − �2��s
, �2 = 3.1962. �47�

On the left-hand side of the plot, the eigenfrequencies con-
verge to those of a clamped flat circular plate. On the right-
hand side, the asymptotic value is f INF/ fP1=0.6470H /h.

H. Eigenvalues with finite load at the perimeter

With a low stiffness boundary condition, �1 and f1 have
values fairly close to �0 and f0, respectively, but are not

FIG. 2. Eigenfrequencies of a shallow spherical shell with zero load at the
perimeter.
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coincident due to interaction between the modes. As the stiff-
ness is increased, �1 and f1 approach asymptotic values rep-
resenting blocked axial movement no matter how large �0

and f0 are.
The perimeter damping changes the angle of all the ei-

genvalues such that the angle of the complex eigenvalues is
no longer 45° and the imaginary parts of the remainder are
no longer zero.

I. Eigenfunctions

Substituting Eqs. �23�, �25�, and �28� in Eq. �18� yields
the following eigenfunctions:

�n�w� = J0��nw/a� − BnI0��nw/a� + Cn, �48�

which are the solutions to the following wave equation:

��4 − kS
4���n�w� − Cn� = 0, �49�

where

Bn = −
C̃3��n�

C̃1��n�
= −

J1��n�
I1��n�

�50�

and

Cn =
C̃5n

C̃1n

= −
2
4�W��n� − 2�1 + ��J1��n�I1��n�/�n�

�1 − ��I1��n���n
4 + 
4�

.

�51�

III. GREEN’S FUNCTION FOR A SHALLOW
SPHERICAL SHELL WITH AXIALLY SYMMETRIC
EXCITATION

The Green’s function for the shell that represents the
particular displacement response to an axially symmetric
harmonic delta excitation of unit strength may be expressed
as an infinite series of modes as follows:

G�w�w0� = 
n=1

�

An�n�w� �52�

and similarly

C = 
n=1

�

AnCn. �53�

The unknown variable An may be solved for by substituting
this Green’s function in the following wave equation for a
“point source” excitation at w0, �0:

��4 − kS
4�G�w�w0� =

hY

RD
C +

1

w
��w − w0���� − �0� . �54�

Substituting kS=�n /a in Eq. �12� yields the following iden-
tity for the Laplace operator:

�4�n�w� =
�n

4

a4 �n +
hY

RD
Cn. �55�

Hence

�4G�w�w0� = 
n=1

�

An��n
4

a4 �n�w� +
hY

RD
Cn� . �56�

Substituting Eqs. �52�, �53�, and �56� in the wave Eq. �54�
yields


n=1

�

An��n
4

a4 − kS
4��n�w� =

1

w
��w − w0���� − �0� , �57�

which is then multiplied through by the eigenfunction:

�m
* �w� = J0��m

* w/a� − Bm
* I0��m

* w/a� + Cm
* , �58�

where an asterisk denotes the complex conjugate, and inte-
grated over the surface of the shell. Due to the orthogonality
of these functions, all terms having m�n simply disappear.
Therefore letting m=n leads to

a2

2
An��n

4

a4 − kS
4��

0

2�

d��n = �
0

2�

��� − �0�d��
0

a

��w

− w0��n
*�w�dw , �59�

where

�n =
2

a2�
0

a

�n
*�w��n�w�wdw , �60�

which is solved18 to give

�n = CnCn
* + 2

�nJ0��n
*�J1��n� − �n

*J0��n�J1��n
*�

�n
2 − �n

*2

− 2Bn

�nJ0��n
*�I1��n� + �n

*I0��n�J1��n
*�

�n
2 + �n

*2

− 2Bn
*�nI0��n

*�J1��n� + �n
*J0��n�I1��n

*�
�n

2 + �n
*2

+ 2BnBn
*�nI0��n

*�I1��n� − �n
*I0��n�I1��n

*�
�n

2 − �n
*2

+ 2Cn

J1��n
*� − Bn

*I1��n
*�

�n
* + 2Cn

*J1��n� − BnI1��n�
�n

.

�61�

If there were no damping in the system, setting RS=0 would

FIG. 3. Eigenfrequencies of a shallow spherical shell with infinite load at
the perimeter.
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lead to �n
2=�n

*2 which would make this solution indetermi-
nate. Hence it would be necessary to reevaluate Eq. �60�
without damping in order to obtain the solution in a different
form, which is not given here, since it is assumed that RS is
always nonzero. Using the property of the Dirac delta func-
tion gives the solution for An as follows:

An =
a2

�

�n
*�w0�

�n��n
4 − ks

4a4�
. �62�

Hence

G�w�w0� =
a2

�

n=1

�
�n�w��n

*�w0�
�n��n

4 − kS
4a4�

. �63�

IV. SOLUTION OF THE SHELL WAVE EQUATION
WITH FLUID LOADING

The steady state wave equation for the shell can now be
written adding external forces and internal resistance to the
inherent shell forces given in Eq. �12�,

��4 − kS�
4��̃�w� =

hY

RD
�̃ +

�

D
���w − a�

2�a
F̃C − p̃+�w�

+ p̃−�w�� , �64�

where p̃+�w� and p̃−�w�=−p̃+�w� are the front and rear pres-
sure distributions, respectively, due to the surrounding acous-
tic medium. The modified shell wave number kS� is related to
the unmodified wave number by

kS�
4 = kS

4 − i�
�

D
zs, �65�

where zs is an arbitrary specific acoustic impedance, which,
as already mentioned in Sec. I, can be used to model a mesh,
sound outlet holes/mesh or a lumped cavity impedance.
Combining the front and rear pressure terms, the solution for
the shell deflection can be written as

�̃�w� =
�

D
�

0

2� �
0

a ���w0 − a�
2�a

F̃C − 2p̃+�w0��
G�w�w0�w0dw0d�0, 0 � w � a , �66�

where � is a mass loading factor given by

� =
MS

MS + MC
. �67�

Using the modified wave number kS�, the Green’s function of
Eq. �63� can be written as follows:

G�w�w0� =
a2

�

n=1

�
�n�w��n

*�w0�
�n��n

4 − kS�
4a4�

. �68�

V. SOLUTION OF THE FREE SPACE WAVE
EQUATION

As already discussed in Sec. I the shallow shell is treated
here as a planar source. The monopole source elements and

their images together form the shell source. Since they are
coincident in the plane of the infinite baffle, they combine to
form elements of double strength. Hence the shell can be
modeled as a “breathing” shell in free space. Due to the
symmetry of the pressure fields on either side of the plane of
symmetry, there is the following Neumann boundary condi-
tion on the surface of the infinite baffle:

�

�z
p̃�w,z��z=0± = − ik�cũ�w� = 0, a � w � � . �69�

Also, on the front and rear surfaces of the shell, there is the
coupling condition

�

�z
p̃�w,z��z=0±	=− ik�cũ�w�

=k2�c2�̃�w�, 0 � w � a
�70�

where ũ�w� is the normal particle velocity in the z direction
at the surfaces and k is the wave number given by

k =
�

c
=

2�

	
, �71�

where � is the angular frequency of excitation, � is the den-
sity of air or any other surrounding medium, c is the speed of
sound in that medium, and 	 is the wavelength. Values for �
and c of 1.18 kg/m3 and 345 m/s, respectively, are assumed.
In the actual physical system �as opposed to the “breathing
shell” model� the front and rear pressure distributions are
related by

p̃�w,z� = − p̃�w,− z� . �72�

On the surface of the shell and surround, let the velocity
distribution ũ0�w0� be defined as

ũ0�w0� =
F̃C

2�cS

m=1

�

�m�m�w0� =
F̃C

2�cS

m=1

�

�m	J0��m
w0

a
�

− BmI0��m
w0

a
� + Cm
, 0 � w0 � a , �73�

where S is the area defined by S=�a2 and �m are the as yet
unknown dimensionless eigenfunction-expansion coeffi-
cients. Using the King integral19 and taking into account the
double layer source, the pressure distribution is defined by

p̃�w,z� = 2�
0

2� �
0

a

g�w,z�w0,z0�


�

�z0
p̃�w0,z0��z0=0+w0dw0d�0, �74�

where the Green’s function19 is defined in axisymmetric cy-
lindrical coordinates by

g�w,z�w0,z0� =
i

4�
�

0

�

J0��w�J0��w0�
�

�
e−i��z−z0�d� �75�

where

� = �k2 − �2. �76�

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 T. J. Mellow and L. M. Kärkkäinen: Shell in infinite baffle 3533



Inserting this Green’s function, together with the bound-
ary condition of Eq. �70�, into the boundary integral Eq. �74�
and integrating over the surface of the shell yields

p̃�w,z� = ka
F̃C

2S
�

0

�

J0��w�
a�

�
e−i�z

m=0

�

�m�m�a��d� ,

�77�

where the following identity18 has been used as follows:

�
0

a

J0��w0��m�w0�w0dw0 = a2�m�a�� �78�

and the function �m is defined as

�m�a�� =
�mJ0�a��J1��m� − a�J0��m�J1�a��

�m
2 − a2�2

− Bm
�mJ0�a��I1��m� + a�I0��m�J1�a��

�m
2 + a2�2

+ Cm
J1�a��

a�
. �79�

Setting z=0, provides surface pressure as follows:

p̃+�w0� = ka
F̃C

2S 
m=0

�

�m�
0

�

�m�a��J0�w0��
a�

�
d� . �80�

VI. FORMULATION OF THE COUPLED
PROBLEM

Substituting Eq. �80� in Eq. �66� and equating the de-
flection with that given by Eq. �73� �where �̃�w�=
−iũ0�w� /kc� leads to the following coupled equation �after
integrating over �0�:

�n
*�a� = − i�n

�0n��n
4 − kS�

4a4�D
2ka4�c2�

+ 2ka
m=0

�

�m�
0

�

�m�a���n
*�a��

a�

�
d�, n

= 1,2, . . . , �81�

which is obtained by equating the coefficients of �n�w� and
again using the identity of Eq. �78�.

VII. FINAL SET OF SIMULTANEOUS EQUATIONS FOR
THE EIGENVALUE EXPANSION COEFFICIENTS

From Eq. �81� the following set of M simultaneous
equations in �m can be written


m=1

M

m�n�kS�a,ka��m = �n, n = 1, . . . ,M , �82�

where

m�n�kS�a,ka� = − ika
�n��n

4 − kS�
4a4�

��2�ka�
�mn + I�k,m,n� , �83�

�n = J0��n
*� − Bn

*I0��n
*� + Cn

*, �84�

where

��ka� = a2��2a�

D
= ka2�2a�P0

D
, �85�

where the infinite series limit has been truncated to order M.
The dimensionless parameter � is the fluid-loading factor,
where P0 is the static pressure defined by P0=�c2 /�, and �mn

is the Kronecker delta function. The integral I�k ,m ,n� is de-
fined by

I�k,m,n� = IF�k,m,n� + iII�k,m,n� �86�

where

IF�k,m,n� = 2ka�
0

k

�m�a���n
*�a��

a�

�k2 − �2
d� �87�

and

II�k,m,n� = − 2ka�
k

�

�m�a���n
*�a��

a�

��2 − k2
d� . �88�

It can be seen that the numerator and denominator of the first
term of �m, given by Eq. �79�, are simultaneously zero when
�m=a�, so these are indeterminate points. Using Taylor’s
series, it can be shown that the function is actually continu-
ous. Hence, the integrals can be solved numerically so long
as these indeterminate points are avoided. Also, the weak
singularity at �=k in Eqs. �87� and �88� can be removed by
means of suitable substitutions, as shown in the following
sections. However, the integrands are strongly oscillating and
the integral II has an infinite limit. Therefore, it is more ef-
ficient to solve these integrals analytically to yield fast con-
verging expansions. Although the integrand contains a total
of 25 terms, when �m and �n are multiplied out there are
only 6 unique integrals, each subdivided into finite and infi-
nite parts.

VIII. SOLUTION OF THE FINITE AND INFINITE
INTEGRALS

A. Expansion of the finite integral

After substituting �=k�1− t2, Eq. �87� for the finite in-
tegral becomes

IF�k,m,n� = 2k2a2�
0

1

�m�ka�1 − t2��n
*�ka�1 − t2�dt ,

�89�

where �m is given by Eq. �79�. The Bessel functions in Eq.
�89� are then expanded using the following Lommel
expansions:17

J0�ka�1 − t2� = 
p=0

�
Jp�ka�

p!
� ka

2
�p

t2p, �90�

J1�ka�1 − t2� = �1 − t2
p=0

�
Jp+1�ka�

p!
� ka

2
�p

t2p. �91�
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B. Solution to the finite integral

The solution to the finite integral is given by

IF�k,m,n� = �1a�m,n�IF1�k,�m,�n
*�

+ Bm�1b�m,n�IF1�k,i�m,�n
*�

+ Bn
*�1c�m,n�IF1�k,�m,i�n

*�

+ BmBn
*�1d�m,n�IF1�k,i�m,i�n

*�

+ �2a�m,n�IF2�k,�m� + �2a�n,m�IF2�k,�n
*�

+ Bm�2b�m,n�IF2�k,i�m�

+ Bn
*�2b�n,m�IF2�k,i�n

*�

+ �3a�m,n�IF3�k,�m,�n
*�

+ �3a�n,m�IF3�k,�n
*,�m�

+ Bm�3b�m,n�IF3�k,i�m,�n
*�

+ Bn
*�3b�n,m�IF3�k,i�n

*,�m�

+ BmBn
*��3c�m,n�IF3�k,i�m,i�n

*�

+ �3c�n,m�IF3�k,i�n
*,i�m��

+ �4a�m,n�IF4�k,�m� + �4a�n,m�IF4�k,�n
*�

− Bm�4b�m,n�IF4�k,i�m�

− Bn
*�4b�n,m�IF4�k,i�n

*�

+ �5a�m,n�IF5�k,�m,�n
*�

+ Bm�5b�m,n�IF5�k,i�m,�n
*�

+ Bn
*�5c�m,n�IF5�k,�m,i�n

*�

+ BmBn
*�5d�m,n�IF5�k,i�m,i�n

*�

+ CmCn
*IF6�k� , �92�

where the coefficients � are given by Eqs. �A1�–�A22� and
the solutions to the individual integral terms IF are given by
Eqs. �A23�–�A30�.

C. Expansion of the infinite integral

After substituting �=k�t2+1, Eq. �88� for the infinite
integral becomes

II�k,m,n� = − 2k2a2�
0

�

�m�ka�t2 + 1��n
*�ka�t2 + 1�dt ,

�93�

where �m is given by Eq. �79�. The Bessel functions in Eq.
�93� are then be expanded using Gegenbauer’s summation
theorem15 as follows:

FIG. 4. On-axis far-field response with h=10 �m and H=0.5 mm �RM

=0.06 N s/m�.

FIG. 5. On-axis far-field response with h=10 �m and H=1.0 mm �RM

=0.06 N s/m�.

FIG. 6. On-axis far-field response with h=20 �m and H=0.5 mm �RM

=0.13 Ns/m�.

FIG. 7. �Color online� On-axis far-field response with h=20 �m and H
=1.0 mm �RM =0.13 Ns/m�.
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J0�ka�t2 + 1� = 2
p=0

�
�− 1�p

1 + �p0
J2p�ka�J2p�kat� , �94�

J1�ka�t2 + 1� =
2�t2 + 1

kat

p=0

�

�− 1�p�2p

+ 1�J2p+1�ka�J2p+1�kat� . �95�

D. Solution to the infinite integral

The solution18 to the infinite integral is given by

II�k,m,n� = �1a�m,n�II1�k,�m,�n
*�

+ Bm�1b�m,n�II1�k,i�m,�n
*�

+ Bn
*�1c�m,n�II1�k,�m,i�n

*�

+ BmBn
*�1d�m,n�II1�k,i�m,i�n

*�

+ �2a�m,n�II2�k,�m� + �2a�n,m�II2�k,�n
*�

+ Bm�2b�m,n�II2�k,i�m�

+ Bn
*�2b�n,m�II2�k,i�n

*�

+ �3a�m,n�II3�k,�m,�n
*�

+ �3a�n,m�II3�k,�n
*,�m�

+ Bm�3b�m,n�II3�k,i�m,�n
*�

+ Bn
*�3b�n,m�II3�k,i�n

*,�m�

+ BmBn
*��3c�m,n�II3�k,i�m,i�n

*�

+ �3c�n,m�II3�k,i�n
*,i�m��

+ �4a�m,n�II4�k,�m� + �4a�n,m�II4�k,�n
*�

− Bm�4b�m,n�II4�k,i�m�

− Bn
*�4b�n,m�II4�k,i�n

*�

+ �5a�m,n�II5�k,�m,�n
*�

+ Bm�5b�m,n�II5�k,i�m,�n
*�

+ Bn
*�5c�m,n�II5�k,�m,i�n

*�

+ BmBn
*�5d�m,n�II5�k,i�m,i�n

*� + CmCn
*II6�k� ,

�96�

where the coefficients � are given by Eqs. �A1�–�A22� and
the solutions to the individual integral terms IF are given by
Eqs. �A31�–�A44�.

IX. FAR-FIELD PRESSURE RESPONSE: RIGOROUS
CALCULATION

Starting from Eq. �73� for the surface velocity, the far-
field pressure is derived using the same procedure as shown

FIG. 8. On-axis far-field response with h=475 �m and H=0 mm �RM

=3 Ns/m�.

FIG. 9. On-axis far-field response with the same parameters as Fig. 4 plus
an external damping resistance zS=200 Ra.

FIG. 10. On-axis far-field response with the same parameters as Fig. 5 plus
an external damping resistance zS=200 Ra.

FIG. 11. On-axis far-field response with the same parameters as Fig. 6 plus
an external damping resistance zS=200 Ra.
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in Part I of Sec. II of a recent paper,10 together with the
identity of Eqs. �79� and �80� �while letting �=k sin ��, to
give

p̃�r,�� = − i
aF̃C

4rS
e−ikrD��� , �97�

where r is the distance from the center of the shell to the
observation point and � is the azimuthal angle. The directiv-
ity function D��� is given by

D��� = 2ka
m=1

�

�m�Cm
J1�ka sin ��

ka sin �
− Bm


�mJ0�ka sin ��I1��m� + �ka sin ��I0��m�J1�ka sin ��

�m
2 + �ka sin ��2

+
�mJ0�ka sin ��J1��m� − �ka sin ��J0��m�J1�ka sin ��

�m
2 − �ka sin ��2 � ,

�98�

which, for �=0 �i.e., on-axis�, simplifies to

D�0� = ka
m=1

�

�m�2
J1��m�

�m
− 2Bm

I1��m�
�m

+ Cm� . �99�

The on-axis pressure responses are shown in Figs. 4–14
using the parameters from Tables I and II where the SPL is
given by

SPL = 20 log10�p̃�r,0�/20  10−6� , �100�

where

FIG. 12. �Color online� On-axis far-field response with the same parameters as Fig. 7 plus an external damping resistance zS=200 Ra.

FIG. 13. �Color online� On-axis far-field response with the same parameters
as Fig. 7 plus a lumped cavity with a volume of 50 cm3.

FIG. 14. On-axis far-field response with the same parameters as Fig. 4
except that the coil mass and suspension stiffness are both zero.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 T. J. Mellow and L. M. Kärkkäinen: Shell in infinite baffle 3537



p̃�r,0� = − i
ka2F̃C

4rS
e−ikr

m=1

M

�m�2
J1��m�

�m
− 2Bm

I1��m�
�m

+ Cm� . �101�

This result can also be obtained directly by integrating the
velocity ũ0�w0� from Eq. �73� over the surface in order to

derive the total volume velocity Ũ0 and using the standard
far-field equation,12,20

p̃�r,0� = −
ik�cŨ0

2�r
e−ikr. �102�

The calculations were performed using 80 digit precision
with M =3+2ka and P=Q=2M.

X. FAR-FIELD PRESSURE RESPONSE: WITHOUT
FLUID LOADING

If the acoustic loading is ignored such that p̃+�w0�=0,
Eq. �66� for the deflection can be simplified to

�̃�w� =
�

D
�

0

a ��w0 − a�F̃C

a
G�w�w0�w0dw0

=
a2�F̃C

�D

n=1

�
�n�w��n

*�a�
�n��n

4 − kS�
4a4�

, �103�

in which case

�m =
��2�ka��J0��m

* � − Bm
* I0��m

* � + Cm
* �

ika�m��m
4 − kS�

4a4�
, �104�

which can be used in Eqs. �97�–�101� in order to calculate
the far-field pressure response without fluid loading.

XI. DISCUSSION OF THE RESULTS

An example loudspeaker is simulated using the param-
eters given in Tables I and II, and the results are plotted in
Figs. 4–15. Also, the eigenfrequencies in a vacuum are
shown in Table III. In Figs. 4–7, results are shown for two
different heights and two different thicknesses using the rig-
orous solution and the solution without acoustic loading. A
third solution is shown which is obtained by adding the fol-
lowing lumped radiation impedance to the solution without
loading:

zS = zRad = 2�c�1 −
J1�2ka�

ka
+ i

H1�2ka�
ka

� , �105�

where zRad is the radiation impedance of a rigid disk in an
infinite baffle.12,20 It can be seen that the thin shallow shell of
Fig. 4 shows significant influence from acoustic radiation
load and the lumped radiation impedance is a fairly poor
approximation to the rigorous solution, whereas the thicker
deeper shell of Fig. 7 shows less influence and all three so-
lutions are effectively converging. Figure 8 is for a flat plate
which has been made thick enough to have its first “break-

TABLE I. Shell parameters for the 25 mm aluminum loudspeaker.

Radius a=12.5 mm
Thickness h=10/2 /800 �m
Apex height H=0/0.5/1.0 mm
Young’s modulus Y =69 GN/m2

Poisson’s ratio �=0.3
Density of shell �S=2700 kg/m3

Shell mass MS=�a2�Sh=13.3/26.6/1060 mg
Density of air �=1.18 kg/m3

Speed of sound in air c=345 m/s
Damping/loading zS=0 kg/s unless otherwise specified
Observation distance r=1 m

TABLE II. Coil and suspension parameters for the 25 mm aluminum loud-
speaker.

Fundamental frequency f0=700 Hz
Coil electrical resistance RE=7.6 �

Coil wire diameter t=50 �m
Coil wire density �C=8900 kg/m3

Coil wire resistivity �C=15.9 n�m
Coil wire total length l=�t2RE / �4�C�=0.94 m
Coil wire length per turn lT=2�a=78.5 mm
Coil number of turns n= l / lT=12
Coil mass MC=2�nt�Sh+�t2l�C /4=17.7/22.8/118 mg
Magnetic flux density B=0.8 T
Flux coil length product Bl=B l=0.75 T m
Input voltage for 1 W ẽin=�REW̃�W̃=1Wrms=2.76 V

TABLE III. Eigenfrequencies for the 25 mm aluminum loudspeaker.

Frequency h=10 �m h=20 �m
No. H=0.5 mm H=1.0 mm H=0.5 mm H=1.0 mm

n=1 699.98 699.99 700.05 700.01
n=2 5149.2 10313.0 5261.9 10356.0
n=3 5177.8 10382.0 5775.7 10629.0
n=4 5314.6 10573.0 6988.3 11353.0
n=5 5676.3 10969.0 8963.5 12756.0
n=6 6376.5 11659.0 11254.0 14968.0
n=7 7477.3 12714.0 13177.0 17981.0
n=8 8952.9 14178.0 16342.0 21578.0
n=9 10467.0 16060.0 20626.0 27911.0
n=10 13658.0 18324.0 25669.0 32904.0

FIG. 15. 30° off-axis far-field response with the same parameters as Fig. 4
except that the coil mass and suspension stiffness are both zero.
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up” mode at the same frequency as the shell in Fig. 7. How-
ever, the penalty is drastically reduced sensitivity.

Figures 9–12 show the effect of applying acoustic resis-
tance. Again, the thin shallow shell of Fig. 9 shows much
greater influence, with a moderately damped response, than
the thicker deeper shell of Fig. 12.

Figure 13 holds no surprises and simply serves to show
how an approximation for a rear cavity can be included in
the model using

zS = zCav =
�c2S

i�V
, �106�

where V is the volume of the cavity and the same fully
coupled acoustic loading is used as in Fig. 5. It is a lumped
parameter approximation, which assumes that the cavity is
anechoic at high frequencies and just provides pure compli-
ance at low frequencies. As expected, it raises the fundamen-
tal resonant frequency and increases the associated QS value.

Interestingly, the on-axis response without acoustic load-
ing or coil mass, shown in Fig. 14, is perfectly flat.21 How-
ever, the off-axis response of Fig. 15 shows significant modal
behavior, so it can be concluded that the flat on-axis response
is due to the average surface velocity of the shell with a free
edge �apart from a zero bending constraint� being constant at
all frequencies. In Fig. 15 it can be seen that the acoustic
loading disrupts this trend to a certain extent, but not as
much as the coil mass in all the previous figures. Hence the
effect of the mass loading from the voice coil is highly sig-
nificant.

XII. CONCLUSIONS

A method for calculating the response of a loudspeaker
with a diaphragm in the form of a shallow spherical shell has
been derived. An example has been calculated which com-
pares the rigorous solution with an approximation using a
lumped radiation load and no load. The approximation di-
verges from the rigorous solution in the case of a very thin
and shallow shell. Also, the effect of the mass loading from
the voice coil has been explored and found to be highly
significant.
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APPENDIX: SOLUTION OF THE INDIVIDUAL FINITE
AND INFINITE INTEGRAL TERMS

The coefficients � in Eqs. �92� and �96� are given by

�1a�m,n� = �m�n
*J1��m�J1��n

*� , �A1�

�1b�m,n� = �m�n
*I1��m�J1��n

*� , �A2�

�1c�m,n� = �m�n
*J1��m�I1��n

*� , �A3�

�1d�m,n� = �m�n
*I1��m�I1��n

*� , �A4�

�2a�m,n� = − Cn
*�mJ1��m� , �A5�

�2b�m,n� = − Cn
*�mI1��m� , �A6�

�2a�n,m� = − Cm�n
*J1��n

*� , �A7�

�2b�n,m� = − Cm�n
*I1��n

*� , �A8�

�3a�m,n� = − �mJ0��n
*�J1��m� , �A9�

�3a�n,m� = − �n
*J0��m�J1��n

*� , �A10�

�3b�m,n� = �n
*I0��m�J1��n

*� − �mJ0��n
*�I1��m� , �A11�

�3b�n,m� = �mI0��n
*�J1��m� − �n

*J0��m�I1��n
*� , �A12�

�3c�m,n� = �n
*I0��m�I1��n

*� , �A13�

�3c�n,m� = �mI0��n
*�I1��m� , �A14�

�4a�m,n� = Cn
*J0��m� , �A15�

�4b�m,n� = Cn
*I0��m� , �A16�

�4a�n,m� = CmJ0��n
*� , �A17�

�4b�n,m� = CmI0��n
*� , �A18�

�5a�m,n� = J0��m�J0��n
*� , �A19�

�5b�m,n� = − I0��m�J0��n
*� , �A20�

�5c�m,n� = − J0��m�I0��n
*� , �A21�

�5d�m,n� = I0��m�I0��n
*� �A22�

and the solutions18 to the individual integral terms IF in Eq.
�92� are given by

IF1�k,�m,�n
*� = �

0

1 2k2a2J0
2�ka�1 − t2�

�k2a2�1 − t2� − �m
2 ��k2a2�1 − t2� − �n

*2�
dt

= 2k2a2
p=0

P


q=0

Q
�ka/2�p+qJp�ka�Jq�ka�

p ! q ! �2p + 2q + 1���m
2 − �n

*2�

�FF1�k,�m,p,q� − FF1�k,�n
*,p,q�� , �A23�

IF2�k,�m� = �
0

1 2kaJ0�ka�1 − t2�J1�ka�1 − t2�
�1 − t2�k2a2�1 − t2� − �m

2 �
dt

= 2ka
p=0

P


q=0

Q
�ka/2�p+qJp�ka�Jq+1�ka�

p ! q ! �2p + 2q + 1�

FF1�k,�m,p,q� , �A24�
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IF3�k,�m,�n
*� = �

0

1 2k3a3�1 − t2J0�ka�1 − t2�J1�ka�1 − t2�
�k2a2�1 − t2� − �m

2 ��k2a2�1 − t2� − �n
*2�

dt

= 2ka
p=0

P


q=0

Q
�ka/2�p+qJp�ka�Jq+1�ka�

p ! q ! �2p + 2q + 1���m
2 − �n

*2�

��m
2 FF1�k,�m,p,q� − �n

*2FF1�k,�n
*,p,q�� ,

�A25�

IF4�k,�m� = �
0

1 2k2a2J1
2�ka�1 − t2�

k2a2�1 − t2� − �m
2 dt

= 2k2a2
p=0

P


q=0

Q
�ka/2�p+qJp+1�ka�Jq+1�ka�

p ! q!

�FF1�k,�m,p,q�
2p + 2q + 1

−
FF4�k,�m,p,q�

2p + 2q + 3
� , �A26�

IF5�k,�m,�n
*� = �

0

1 2k4a4�1 − t2�J1
2�ka�1 − t2�

�k2a2�1 − t2� − �m
2 ��k2a2�1 − t2� − �n

*2�
dt

= 2
p=0

P


q=0

Q
�ka/2�p+qJp+1�ka�Jq+1�ka�

p ! q ! �2p + 2q + 1�

�1 − �m
4 FF1�k,�m,p,q�

�n
*2 − �m

2

+ �n
*4FF1�k,�n

*,p,q�
�n

* − �m
2 � , �A27�

IF6�k� = �
0

1 2J1
2�ka�1 − t2�

1 − t2 dt

= 1 −
J1�2ka�

ka
�A28�

in which the subfunctions FF are defined by the following
hypergeometric functions:

FF1�k,�m,p,q� =
2F1�1,p + q +

1

2
;p + q +

3

2
;

k2a2

k2a2 − �m
2 �

k2a2 − �m
2

�A29�

FF4�k,�m,p,q� =
2F1�1,p + q +

3

2
;p + q +

5

2
;

k2a2

k2a2 − �m
2 �

k2a2 − �m
2 .

�A30�

The solutions18 to the individual integral terms II in Eq.
�96� are given by

II1�k,�m,�n
*� = �

0

� 2k2a2J0
2�ka�t2 + 1�

�k2a2�t2 + 1� − �m
2 ��k2a2�t2 + 1� − �n

*2�
dt

= 2ka
p=0

P


q=0

Q
J2p�ka�J2q�ka�

�1 + �p0��1 + �q0���n
*2 − �m

2 �

�FI1a�k,�m,p,q� − FI1a�k,�n
*,p,q�

− FI1b�k,�m,p,q� + FI1b�k,�n
*,p,q�� , �A31�

II2�k,�m� = �
0

� 2kaJ0�ka�t2 + 1�J1�ka�t2 + 1�
�t2 + 1�k2a2�t2 + 1� − �m

2 �
dt

= 2
p=0

P


q=0

Q
�2q + 1�J2p�ka�J2q+1�ka�

�1 + �p0�
�FI2a�k,�m,p,q�

+ FI2b�k,�m,p,q�� , �A32�

II3�k,�m,�n
*�

= �
0

� 2k3a3�t2 + 1J0�ka�t2 + 1�J1�ka�t2 + 1�
�k2a2�t2 + 1� − �m

2 ��k2a2�t2 + 1� − �n
*2�

dt

= 2
p=0

P


q=0

Q
�2q + 1�J2p�ka�J2q+1�ka�

�1 + �p0���m
2 − �n

*2�
�FI3�k,�n

*,p,q�

− FI3�k,�m,p,q� + k2a2�FI2a�k,�m,p,q�

− FI2a�k,�n
*,p,q�� + �m

2 FI2b�k,�m,p,q�

− �n
*2FI2b�k,�n

*,p,q�� , �A33�

II4�k,�m� = �
0

� 2k2a2J1
2�ka�t2 + 1�

k2a2�t2 + 1� − �m
2 dt

= 2
p=0

P


q=0

Q
�2p + 1��2q + 1�J2p+1�ka�J2q+1�ka�

ka

�k2a2FI4a�k,�m,p,q� − FI4b�k,�m,p,q�

+ �m
2 FI4c�k,�m,p,q�� , �A34�

II5�k,�m,�n
*� = �

0

� 2k4a4�t2 + 1�J1
2�ka�t2 + 1�

�k2a2�t2 + 1� − �m
2 ��k2a2�t2 + 1� − �n

*2�
dt

= 2
p=0

P


q=0

Q
�2p + 1��2q + 1�J2p+1�ka�J2q+1�ka�

ka��m
2 − �n

*2�

�k4a4�FI4a�k,�m,p,q� − FI4a�k,�n,p,q��

− �k2a2 + �m
2 �FI4b�k,�m,p,q� + �k2a2

+ �n
*2�FI4b�k,�n

*,p,q� + �m
4 FI4c�k,�m,p,q�

− �n
*4FI4c�k,�n

*,p,q�� , �A35�

II6�k� = �
0

� 2J1
2�ka�t2 + 1�

t2 + 1
dt =

H1�2ka�
ka

, �A36�

in which H is the Struve function and the subfunctions FI are
defined by the following hypergeometric and hyperbolic
Bessel functions:
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FI1a�k,�m,p,q� =
3F4�1,1,

3

2
;
3

2
− p − q,

3

2
+ p − q,

3

2
− p + q,

3

2
+ p + q;k2a2 − �m

2 �
��p − q − 1/2�2�p + q − 1/2�2

, �A37�

FI1b�k,�m,p,q� =
2�I2p��k2a2 − �m

2 �I2q��k2a2 − �m
2 �

�k2a2 − �m
2

, �A38�

FI2a�k,�m,p,q� =
3F4�1,

3

2
,2;

3

2
− p − q,

3

2
+ p − q,

5

2
− p + q,

5

2
+ p + q;k2a2 − �m

2 �
��p − q − 3/2�3�p + q − 1/2�3

, �A39�

FI2b�k,�m,p,q� =
2�I2p��k2a2 − �m

2 �I2q+1��k2a2 − �m
2 �

k2a2 − �m
2 , �A40�

FI3�k,�m,p,q� = 2
3F4�1

2
,1,1;

1

2
− p − q,

1

2
+ p − q,

3

2
− p + q,

3

2
+ p + q;k2a2 − �m

2 �
��p − q − 1/2��p + q + 1/2�

, �A41�

FI4a�k,�m,p,q� = 3
3F4�1,2,

5

2
;
3

2
− p − q,

5

2
+ p − q,

5

2
− p + q,

7

2
+ p + q;k2a2 − �m

2 �
2��p − q − 3/2�4�p + q − 1/2�4

, �A42�

FI4b�k,�m,p,q� =
3F4�1,1,

3

2
;
1

2
− p − q,

3

2
+ p − q,

3

2
− p + q,

5

2
+ p + q;k2a2 − �m

2 �
��p − q − 1/2�2�p + q + 1/2�2

, �A43�

FI4c�k,�m,p,q� =
2�I2p+1��k2a2 − �m

2 �I2q+1��k2a2 − �m
2 �

�k2a2 − �m
2 �3/2 . �A44�
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Qualitative and quantitative properties of the finite part, Hf, of the Shannon entropy of a continuous
waveform f�t� in the continuum limit are derived in order to illuminate its use for waveform
characterization. Simple upper and lower bounds on Hf, based on features of f�t�, are defined.
Quantitative criteria for a priori estimation of the average-case variation of Hf and log Ef, where Ef

is the signal energy of f�t� are also derived. These provide relative sensitivity estimates that could
be used to prospectively choose optimal imaging strategies in real-time ultrasonic imaging
machines, where system bandwidth is often pushed to its limits. To demonstrate the utility of these
sensitivity relations for this application, a study designed to assess the feasibility of identification of
angiogenic neovasculature targeted with perfluorocarbon nanoparticles that specifically bind to
�v�3-integrin expression in tumors was performed. The outcome of this study agrees with the
prospective sensitivity estimates that were used for the two receivers. Moreover, these data
demonstrate the ability of entropy-based signal receivers when used in conjunction with targeted
nanoparticles to elucidate the presence of �v�3 integrins in primordial neovasculature, particularly
in acoustically unfavorable environments. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2722050�
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I. INTRODUCTION

Detection of molecular epitopes associated with neo-
vasculature in a growing tumor presents a unique challenge
for ultrasonic clinical imaging systems. The tumor vascula-
ture is often below the instrument’s resolution, which neces-
sitates the use of an enhancing contrast agent. We have dem-
onstrated that a specially modified nanoparticle contrast
agent can be successfully targeted toward the expression of
�v�3 integrins that are expressed in abundance on tumor
neovasculature.1

The successful detection of cancer in vivo depends on
various factors when using molecularly targeted contrast
agents. The number of epitopes to which the ligand can bind
must be sufficient to allow enough of the contrast agent to
accumulate for detection, and ligand specificity must be
maintained to ensure that nonspecific binding remains negli-
gible. In addition, the pharmacokinetics of the contrast agent
must be such that the agent remains in circulation long

enough to bind in sufficient quantity to the desired target.
Ideally, the background signal from unbound, circulating
contrast agent is low enough or absent so as to not interfere
with the assessment of bound, targeted agent. The imaging
technology itself also must be highly sensitive and capable of
detecting and/or quantifying the level of contrast agent
bound to the pathological tissue. In clinical ultrasonic imag-
ing, the sensitivity of detection depends on a physical differ-
ence in the way sound interacts with a surface covered by
targeted contrast agent versus one that is not. The data pre-
sented in the following show that in many cases, the sensi-
tivity of this determination can be improved by applying
novel and specific signal processing techniques based on
thermodynamic or information-theoretic analogs.

Previous work already has demonstrated for high fre-
quency ultrasound in epitope-rich pathologies, such as fibrin
in thrombus, that targeted perfluorocarbon nanoparticles act
as a suitable molecular imaging agent by modifying the
acoustic impedance on the surface to which they bind.2 How-
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ever, at lower frequencies and for sparse molecular epitopes,
clear delineation between nontargeted normal tissue and an-
giogenic vessels remains a challenge.

Site-targeted nanoparticle contrast agents, when bound
to the appropriate receptor, must be detected in the presence
of bright echoes returned from the surrounding tissue. In this
study, we attempt to solve the problem of detection of site-
specific contrast through the use of signal receivers �i.e.,
mathematical operations that reduce an entire radio fre-
quency �rf� waveform or a portion of it to a single number�
based on information-theoretic quantities, such as Shannon
entropy �H�, or its counterpart for continuous signal �Hf�.
These receivers appear to be sensitive to diffuse, low ampli-
tude features of the signal that often are obscured by noise,
or else lost in large specular echoes and, hence, not usually
perceivable by a human observer.3–7

Although entropy-based techniques have a long history
in image processing for image enhancement and postprocess-
ing of reconstructed images, the approach we take is differ-
ent in that entropy is used directly as the quantity defining
the pixel values in the image. Specifically, images are recon-
structed by computing the entropy �or a limiting form of it:
Hf� of segments of the individual rf A lines that comprise a
typical medical image by applying a “moving window,” or
“box-car,” analysis. The computation of an entropy value for
each location within an image is therefore possible, and the
results can be superimposed over the conventional grayscale
image as a parametric map.

For comparison, we also used more conventional signal
processing techniques on the same beam formed rf: specifi-
cally, the signal energy and its logarithm. This was done after
a preliminary B-mode grayscale analysis of backscattered
data acquired for this study was unable to detect changes in
backscattered rf arising from the accumulation of targeted
nanoparticles in the tumor neovasculature. This result im-
plied that acoustic characterization of sparse collections of
targeted perfluorocarbon nanoparticles presented challenges
that might require the application of novel types of signal
processing.

II. APPROACH

All rf data are obtained by sampling a continuous func-
tion y= f�t�, which has associated with it two functions: its
density function, wf�y�, and its increasing rearrangement,
f↑�t�. Either may be used to compute Hf and to provide
bounds for the relative magnitudes of changes of Hf with
respect to familiar measures such as energy, Ef, and log en-
ergy, log�Ef�.

A. The function wf„y…

The density function wf�y� may be used to compute the
entropy Hf and the signal energy Ef �and hence also log�Ef��.
It corresponds to the density functions that are the primary
mathematical object in much of statistical signal processing
and from which other mathematical quantities are subse-
quently derived �e.g., mean values, variances,
covariances�.8–10 In that setting, it constitutes the most fun-
damental unit of information that the experimentalist has

about a random variable, which is often implicitly assumed
to have a form that is too complicated to be worth analyzing
�hence the density function is analyzed instead�. Moreover,
this function is usually assumed to be very well-behaved
mathematically, that is, to be continuous, infinitely differen-
tiable, and to approach zero at infinity. On the other hand, in
our analysis f�t� is the fundamental unit of information and
wf�y� is a derived quantity obtained from it. As we shall see,
wf�y� is not particularly well-behaved mathematically. In
spite of the difficulties this adds to the mathematical analy-
sis, several experimental studies indicate that signal process-
ing using the derived wf�y� permits definition of signal re-
ceivers that are more sensitive than energy-based receivers.
We will also show that signal energy can be computed using
wf�y�, and thus all of conventional energy-based signal pro-
cessing may be placed within the mathematical framework
described in the following.

Without loss of generality, we may adopt the convention
that the domain of f�t� is �0, 1�. Then, wf�y�, the density
function of f�t�, can be defined by the basic integral relation

�
0

1

��f�t��dt = �
fmin

fmax

��y�wf�y�dy , �1�

for any continuous function ��y�. This should be compared
with the expression for the expectation value of a function �
of a random variable X with density pX�x�, which is given by

� ��x�pX�x�dx ,

which explains why wf�y� is referred to as the density func-
tion for f�t�.11 Most applications of either probability or in-
formation theory to signal processing proceed, usually very
early in the discussion, by assuming a specific density
function.12–14 In contrast, the analysis described in this study
begins with a digitized time-domain function and derives its
density function.

We will see that different functions may have the same
density function; these are referred to as “equidistributed”
functions.

If ��y�=1, Eq. �1� implies

�
fmin

fmax

wf�y�dy = 1, �2�

a relation that will be used in the following. If we set ��y�
=��y−�� then

�
0

1

��f�t� − ��dt = �
fmin

fmax

��y − ��wf�y�dy = wf��� . �3�

Thus, using the well-known expression

�
0

1

��f�t� − ��dt = �
�tk�f�tk�=�	

1

�f��tk��
, �4�

and Eqs. �3� and �4� we obtain
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wf��� = �
�tk�f�tk�=�	

1

�f��tk��
, �5�

an expression for wf that reveals some of its qualitative fea-
tures in terms of f�t�. For instance, wf�y��0 for all y; it
becomes wf�y−c� if we add a constant, c, to f�t�; w−f�−y�
=wf�y�; and perhaps most importantly wf�y� has singularities
at values of y= f�t� where f��t�=0. We will assume that all
digitizable waveforms f�t� are comprised of at least one sec-
tion, or “lap,” where it is monotonic. The lap boundaries are
just the points t where f��t�=0. On each lap, f�t� has a well-
defined inverse function. These may be used to rewrite Eq.
�5�

wf�y� = �
k=1

N

�gk��y�� , �6�

where N is the number of laps, gk�y� is the inverse of f�t� in
the kth lap and if y is not in the range of f�t� in the kth lap,
gk��y� is taken to be 0. This equation may also be rewritten in
a more explicit form as

wf�y� = �
k=1

N

�gk��y����yLi
,yUi

,y� , �7�

where yLi
, yUi

denote the values of f�t� at the lower and upper
bounds of the ith lap, respectively, and ��yLi

,yUi
,y� denotes

a Heaviside-like step-function that is one for y� �yLi
,yUi

�
and zero otherwise. These conventions are illustrated in Fig.
1. This form will prove useful in the following.

Application of Eq. �6� to the computation of the density
functions of sin�n�t�, where n is an integer, reveals that they
are all equal. Figure 2 shows two such functions and ap-
proximations to their increasing rearrangements, f↑�t�, ob-
tained by sorting sampled �at 100 points� versions of both
functions. As shown in Fig. 2, waveforms with drastically
different frequency content may be equidistributed and have
equal entropy, Hf. Thus, frequency plays little, if any, direct
role in our analysis.

For experimentally measured data, we may also assume
that all digitizable waveforms f�t� have a Taylor series ex-
pansion at all points in �0, 1�. Then near a time tk such that
f��tk�=0,

y = f�t� = f�tk� +
1

2!
f��tk��t − tk�2 + ¯ , �8�

tk is a lap boundary and on the left side of this point Eq. �8�
may be truncated to second order and inverted to obtain

gk�y� = ± 
2�y − f�tk��/f��tk� , �9�

with

�gk��y�� = 1/
2f��tk��y − f�tk�� . �10�

The contribution to wf�y� from the right side of the lap
boundary, from gk+1�y�, is the same, so that the overall con-
tribution to wf�y� coming from the time interval around tk is

�g��y�� = 
2/�f��tk��y − f�tk��� , �11�

and so wf�y� has only a square root singularity �we have
assumed that tk is interior to the interval �0, 1�, if not, then
the contributions to wf come from only the left or the right�.
If additionally, f��tk�=0 then the square root singularity in
Eq. �10� will become a cube-root singularity, and so on, so
that the density functions we consider will have only inte-
grable algebraic singularities.

Equations �6�, �7�, �10�, and �11� determine the qualita-
tive features of a typical density function, wf�y�. From Eqs.
�6� and �7� we see that the the density function may exhibit
finite jump discontinuities. Equations �10� and �11� imply
further that algebraic singularities may also be present.

Figure 3 illustrates, schematically, several possibile
types of behaviors possible in wf�y�: both discontinuities and
algebraic singularities �indicated by arrows on the plots of
wf�y��. Progressing from left to right in any given row also
illustrates how to estimate qualitative features of wf�y� from
f�t�. For instance, in the top row the maxima in f�t� corre-
spond to an algebraic singularity in wf�y�, plotted sideways
in the middle column to more clearly indicate the relation-
ship between its features and those of f�t�. The third column
shows wf�y� in a conventional layout �a rotated and flipped
version of the plot in the middle column�. These plots show
that the density functions possess significantly different at-
tributes from those usually considered in statistical signal
processing.

The mathematical characteristics of the singularities are
important in order to guarantee the existence of the following
integral on which we base our analysis of signals:

FIG. 1. An illustration of the yLi
and yUi

in Eq. �7� for a four lap function.
yL1

= f�0�, yL1
=yL2

, yU2
=yU3

, yL3
=yL4

, and yU4
= f�1�.

FIG. 2. Rearrangements of sin�2�t� and sin�8�t�. Note that the increasing
rearrangements are the same as we would expect since sin�2�t� and
sin�8�t� are equimeasurable.
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Hf = �
fmin

fmax

wf�y�log wf�y�dy . �12�

In previous studies, this quantity was referred to as HC, since
it is obtained from the Shannon entropy, H, in the limit
where a waveform, f�t�, is acquired with infinite sampling
rate and dynamic range �i.e., in a limit approaching the
continuum�.3–7 However, in the current study, which empha-
sizes the changes in entropy as the underlying waveform f�t�
changes, it seems more appropriate to use the notation Hf to
emphasize its dependence on f�t�.

Typically, ultrasonic signal analysis has been based on
analysis of backscattered energy or its logarithm.3,5,7 For in-
stance, the gray-scale images used in medical ultrasound
B-mode displays of the logarithm of the envelope �i.e., ana-
lytic signal magnitude� of the backscattered signal, which is
well known to represent the energy contained in the wave-
form over the sampling interval.15 Energy contained in
longer intervals may be estimated using the sum of the
squares of digitized values contained in a “moving window.”
The physical motivation is based on analogy with the kinetic
energy of a spring, which is proportional to amplitude of
spring extension squared. This quantity, Ef, may also be ex-
pressed using wf�y� via Eq. �1�

Ef = �
0

1

f�t�2dt = �
fmin

fmax

wf�y�y2dy . �13�

B. The function f_„t…

Like signal energy, Ef, the entropy may also be com-
puted directly from a time domain function, f↑�t� �f “increas-
ing”�. In addition, approximations of this function may be
found quickly by sorting discretely sampled data from f�t�.
This function may also be used to rapidly estimate the rela-
tive sensitivities of entropy and energy-based receivers
�which we will derive in Eqs. �56� and �57�� and is thus
useful for qualitative evaluation of entropy receiver perfor-
mance.

Precise definition of f↑�t� begins with the observation
that since wf�y��0, the function defined by the integral

Wf�y� = �
fmin

y

wf�s�ds �14�

is nondecreasing. Its inverse, a function of time denoted
f↑�t�, is equimeasurable with f�t� by Eq. �5� and the inverse
function theorem. Thus, by Eq. �5�, 1 / f↑��t�=wf�f↑�t��, so that

Hf = − �
0

1

log�f↑��t��dt . �15�

The function f↑�t� is referred to as the increasing rear-
rangement of f�t�. It may be approximated quickly, and with
reasonable accuracy, by sorting the digitized values of f�t�.

Since the function f↑�t� is equimeasurable with f�t� it
follows that f↑max= fmax and f↑min= fmin. The increasing rear-
rangement has been useful for rapid computation of Hf. The
calculation uses the Green’s function for the second-order
differential operator to simultaneously smooth and differen-
tiate twice the approximation to f↑�t� obtained by sorting the
sampled values of f�t�.7

C. Physical interpretation of wf„y… and its numerical
calculation

One challenge of this analysis is to achieve an intuitive
appreciation for the physical meaning of entropy that relates
to imaging applications and the detection of subtle patholo-
gies. There are at least two different paths to obtaining a
physical meaning for the quantity Hf appearing in Eq. �12�
�or Eq. �15��. One is based on the fact that Hf is derived from
the Shannon entropy, which has been extensively investi-
gated in communication theory. While this connects Hf to the
capacity of a communications channel, which is a quasi-
physical quantity, it also implies a relation with Kolmogorov
complexity, an uncomputable quantity that is often approxi-
mated by the Shannon entropy. The physical significance of
Kolmogorov complexity and its use in deriving Lagrangians
for both classical mechanics and special relativity has been
described in a recent article by Soklakov.16

The second approach is to understand the physical
meaning of the density function wf�y� which we now dis-
cuss. Figure 4 is a diagram of a very idealized ultrasonic
backscatter measurement using a single point-source trans-
ducer, which we assume to have infinite bandwidth so that it
emits �-function pulses. We suppose that the medium is com-
posed of particulate scatterers that backscatter like perfect
reflectors with either no phase inversion �e.g., fixed bound-

FIG. 3. Plots of three different time-domain waveforms, f�t� �left column�,
and their associated density functions wf�y� �middle column and right col-
umns�.
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ary� or 180° phase inversion �e.g., free boundary�. The result
is that the backscattered ultrasound will be comprised of a
train of sums of positive and negative delta functions. The
inset of Fig. 4 shows the output at one instant that is the sum
of two positive �A and C� and one negative �B� � function.
These are the reflections of the original transmit pulse from
the scatterers on the spherical shell of constant time centered
on the transducer face. The backscattered signal will, in the
idealized case considered here, be a train of these pulses,
with the height of each pulse representing the sign-weighted
sum of particle scatterers on each constant-time spherical
shell. The received signal from the transducer is a train of
such pulses, with the received amplitude at two instants be-
ing the same when the sign-weighted sum in the correspond-
ing shells is equal. The number of times that the output am-
plitude is the same is the density wf�y� for this idealized
�-function pulse train waveform. In reality, the transducer
has finite bandwidth, the reflectors are neither perfect nor
discrete, and the measured waveform is a convolution of
transducer and scatterer transfer functions. Nevertheless, the

idealized function approach sheds light on the physical inter-
pretation of wf�y�, as an approximate representation of the
spatial distribution of scatterers in the acoustic field.

D. Intrinsic versus extrinsic statistics

While our approach may have certain similarities to con-
ventional statistical signal processing, it also differs signifi-
cantly in several ways as will be illustrated in the next few
sections. These differences fall into two categories: math-
ematical and physical.

Unlike most statistical signal processing, where the un-
derlying density is the starting point of the analysis, our
analysis begins in the time domain, with a function like
sin�t�, sin�kt�, or a weighted sum of these functions and de-
rives their density function. Second, this is done for each
waveform and not, as is typically the case �e.g., in derivation
of the Rayleigh or Rician distributions�, for an ensemble of
waveforms. Moreover, the density functions we consider
contain algebraic singularities and hence cannot typically be
convolved. This eliminates the possibility of applying the
central limit theorem in our analysis, which contrasts sharply
with traditional statistical signal analysis, where density
functions are bounded and the central limit theorem often
plays a significant role. Third, the waveforms we consider
are not typically independent functions, for instance sin�t�
and e−t2 are not independent.17–19 Thus, we may not compute
the density of a sum of waveforms from the convolution of
their density functions. There are three reasons for adopting
the approach described in this study. First, the assumption of
statistical independence can lead to conclusions that are in
some ways at “odds” with the usual assumptions of
eigenfunction-based signal processing. Second, independent
functions are “rare” in the sense discussed in Appendix A 2.
Third, as shown in the results section and in several other
studies, this approach can lead to significant improvements
in detection of subtle changes in backscattered ultrasonic
waveforms.3–7,20–24

Most applications of statistics to signal processing fol-
low one of two paths. The simplest is to assume that a ca-
nonical noise term, e.g., Gaussian or Poisson, has been added
to the signal.8–10,25–39 The more physical analysis derives a
functional form for the statistical density of the waveform
�e.g., Rician, Rayleigh, K-distribution� based on an idealized
“thought” experiment consisting of many different random
scattering configurations.40 As the number of these virtual
experiments grows to infinity a well-defined density is ob-
tained. waveforms are then characterized externally, by ref-
erence to this density. In the approach described here, the
density of values of individual waveforms assumes central
importance. Each waveform is characterized intrinsically, us-
ing its internal statistics as captured by the density function
wf�y�. Our motivation is the observation that a shift from
extrinsic to intrinsic viewpoint has proven useful in the past:
algorithmic information theory �i.e., intrinsic viewpoint� was
developed in the 1960s, following statistical information
theory �i.e., extrinsic viewpoint�.

To pursue this approach a large number of the simplify-
ing assumptions typically applied in statistical signal pro-

FIG. 4. An idealized scattering experiment using a transducer emitting per-
fect �-function pulses. This model illuminates the physical interpretation of
the function wf�y� used to compute Hf.
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cessing must be abandoned: independence, normality, conti-
nuity of density functions. This increases the mathematical
complexity of our analysis. However, much of traditional
signal processing, in fact all of it that is based on integrals of
the digitized waveforms, may be placed in the context of this
formalism, as shown by Eq. �13�. Moreover, as we will show
in the following, significant gains in experimental sensitivity
may be gained that make the extra effort worthwhile.

E. Scaling invariance of �Hf and � log Ef

The scaling properties of a signal receiver are also im-
portant since in a typical ultrasound experiment gain settings
on imager or apparatus amplifiers are often adjusted to opti-
mize data set dynamic range. As we will see, both 	Hf and
	 log Ef are invariant under scale changes. This makes their
interpretation in experimental studies straightforward. To ob-
tain this result we will first obtain the scaling behavior of
wf�y�. From Eq. �5� we see that if we scale f�t� by a factor of

,

w
f��� = �
�tk�
f�tk�=�	

1

�
��f��tk��
=

1

�
�
wf� �



� , �16�

or

�
�w
f�
y� = wf�y� , �17�

which we may apply in

Hf = �
fmin

fmax

wf�y�log�wf�y��dy

= �
fmin

fmax

�
�w
f�y�log��
�w
f�y��dy

= �

fmin


fmax

w
f���log��
�w
f����d�

= �

fmin


fmax

w
f���log�w
f����d� + log��
�� = H
f + log��
�� ,

�18�

which tells us that if we perform a measurement where f�t�
→ f̃�t� to obtain 	Hf, and then repeat the measurement at a

different gain setting to measure 
f�t�→
 f̃�t� we will obtain
the same change in entropy, i.e.,

	H
f = 	Hf . �19�

The same is true for log�Ef� since

log E
f = �
0

1

log�
f�t��2dt = 2 log�
� + log Ef �20�

so that

	 log�E
f� = 	 log�Ef� , �21�

which states that signal energy is the second moment of
wf�y�.

F. Qualitative features of Hf

1. Inequalities bounding Hf from below

There are two inequalities useful for qualitative estima-
tion of Hf from f�t�. The first of these is based on Gibbs’
inequality,

�
0

1

wf�y�log h�y�dy � �
0

1

wf�y�log wf�y�dy = Hf , �22�

where the functions wf�y� and h�y� satisfy

�
0

1

h�y�dy = �
0

1

wf�y�dy = 1. �23�

If we let h�y�=eg�y� /0
1eg�s�ds, then

�
0

1

wf�y�g�y�dy − �
0

1

wf�y�dy�
0

1

eg�s�ds � Hf , �24�

which for the particular choice g�y�=y2 becomes

�
0

1

f2�t�dt − 0.38025 � Hf ,

�25�
E − 0.38025 � Hf ,

where E is the signal energy.
We also have

V�f� = �
0

1

�f↑��t��dt = �
0

1

f↑��t�dt � �

0

1

log�f↑��t��dt

= − Hf �26�

implying that

Hf � − V�f� , �27�

where V�f� is the variation of f�t�. Somewhat more interest-
ing is a bound based on the length of f�t� obtained by con-
sidering the lengths of all functions g�t� that are equidistrib-
uted with f�t�, which may be written as �using the notation
f�t��g�t� to indicate that f and g are equidistributed�:

min
�g�t��g�t��f�t�	

�
0

1

g�t�2 + 1dt = �

0

1

f↑��t�

2 + 1dt

� �
0

1

log f↑��t�dt � − Hf

�28�

implying that

Hf � − L�f�t�� , �29�

where L�f�t�� is the length of the graph of f�t� over the
interval �0,1�.

2. Inequality bounding Hf from above

We also have
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− Hf = �
0

1

log�f↑��t��dt � log �
0

1

f↑��t�dt = log�f↑�1��

�30�

or

Hf � log� 1

f↑�1�� . �31�

3. An inequality between �Hf and � log Ef

In this section we will derive conditions for the variation
of the entropy, 	Hf, to be greater than that of the log energy,
	 log Ef. The estimate derived in this section rests on the
assumption that Hf �0. While Hf can take on both positive
and negative values for the data considered in this study, its
value tends to be smallest for subsegments of backscattered
rf corresponding to anatomical regions where accumulation
of targeted nanoparticles is expected �as verified by histo-
logical staining, e.g., Fig. 8�. For this reason the inequality is
useful for a priori estimation of the sensitivities of the two
receivers. These can be useful in real-time imaging applica-
tions where system bandwidth is often pushed to its limits.

If the waveform, f�t�, is perturbed slightly �e.g., by the
slow accumulation of nanoparticles in the insonified region�,
then its density function wf�y� will also change to wf�y�
+h�y�, where we know that

�
fmin

fmax

wf�y�dy = �
fmin

fmax

wf�y� + h�y�dy = 1 �32�

so that

�
fmin

fmax

h�y�dy = 0. �33�

The signal energy E and the entropy Hf will therefore also
change,

Hf = �
fmin

fmax

wf�y�log wf�y�dy

becomes

Hf
˜ = �

fmin

fmax

�wf�y� + h�y��log�wf�y� + h�y��dy �34�

and

Ef = �
fmin

fmax

y2wf�y�dy

becomes

Ef
˜ = �

fmin

fmax

y2�wf�y� + h�y��dy . �35�

The derivatives of these expressions with respect to →0:

dHf

d
= �

fmin

fmax

h�y�dy + �
fmin

fmax

h�y�log�wf�y��dy

= �
fmin

fmax

h�y�log�wf�y��dy , �36�

dEf

d
= �

fmin

fmax

y2h�y�dy , �37�

may be used to estimate the change in magnitude of the
entropy and energy

�	Hf� = �dHf

d
� = ��

fmin

fmax

h�y�log�wf�y��dy� , �38�

�	Ef� = �dE

d
� = ��

fmin

fmax

y2h�y�dy� , �39�

in the limit where →0. Given the perturbation h�y�, we
wish to obtain an estimate of the relative magnitudes of the
integrals appearing in Eqs. �38� and �39� and to establish
conditions on wf�y� under which �	Hf�� �	Ef� and under
which �	Hf�� �	 log�Ef��. A priori, we know that the in-
equality cannot hold in general since for f�t�= t we have
wf�y�=1 in which case �	Hf�=0. However, we may still ob-
tain an estimate of average behavior by exploiting the geo-
metric nature of Eqs. �38� and �39� to rewrite them as

�	Hf� = �log2�wf�y��,h�y�� �40�

=�log2�wf�y���2�h�y��2�cos���� , �41�

�	Ef� = �y2,h�y�� = �y2�2�h�y��2�cos���� . �42�

where �· , · �, and � · �2 denote the inner product and L2 norm,
respectively, in the infinite dimensional vector space �i.e.,
Hilbert space� containing the vectors h�y�, log2�wf�y��, and
y2 having magnitudes �log2�wf�y���2, �h�y��2, �y2�2, and sub-
tending angles � and �. We suppose that log2�wf�y�� is fixed
and that h�y� may vary arbitrarily over the phase space and
ask what the average values of the inner product appearing in
Eqs. �41� and �42� will be. Geometrically, each average is
obtained by sweeping the “random” h�y� vector over all
angles subtending the infinite dimensional unit sphere. The
averages appearing in Eqs. �41� and �42� then become

�	Hf�avg = �log2�wf�y���2�h�y��2�cos����avg, �43�

�	Ef�avg = �y2�2�h�y��2�cos����avg. �44�

If we assume that the perturbation �h�y��2 is fixed, then since
the average values: �cos����avg, �cos����avg over the hyper-
sphere are equal, we see that the relationship between
�	Hf�avg and �	Ef�avg is governed by the relation between the
quantities,

�log2�wf�y���2 = ��
fmin

fmax

�log�wf�y���2dy�1/2

, �45�
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�46�

and

�y2�2 = ��
fmin

fmax

�y2�2dy�1/2

= � fmax
5 − fmin

5

5
�1/2

. �47�

Suppose that Hf �0 then

�Hf� � ��
wf�y��1

wf�y�log�wf�y��dy�
� ��

wf�y��1
�wf�y��2dy�1/2

� ��
wf�y��1

�log�wf�y���2dy�1/2

� ��
wf�y��1

wf�y�dy�1/2

� ��
wf�y��1

�log�wf�y���2dy�1/2

� 1��
wf�y��1

�log�wf�y���2dy�1/2

� ��
fmin

fmax

�log�wf�y���2dy�1/2

= �log�wf�y��2�2 �48�

thus, if Hf �0 and �Hf�2� �fmax
5 − fmin

5 � /5, i.e., Hf �−�fmax
5

− fmin
5 � /
5, then on average �	Hf�� �	Ef�. If moreover, Ef

�1, so that log�Ef��0, then

�	Hf� � �	Ef� � �	Ef�/Ef = �	 log Ef� . �49�

This average-case relationship is useful for estimation of
relative sensitivities of entropy and energy-based receivers as
we will show in Fig. 13.

4. Rapid estimation of relative sensitivity from f_„t…
and wf„y…

There are several ways to rapidly estimate the relative
sensitivities of Hf and log E without executing the complete
calculation of entropy. These are based on estimation of the
minimum of �	Hf� �which is relatively expensive to compute
directly�, which is then compared to the maximum of
�	 log�Ef�� �which is easy to compute and will not be dis-
cussed further� to obtain a “worst-case” comparison of re-
ceiver performances. If �	 log�Ef��� �	Hf�, these estimates
may be used to avoid the relatively expensive computation of
Hf.

a. Relative sensitivity from the minimum of wf�y�. An
obvious estimate of �	Hf� from the integral appearing in Eq.
�45� may be found by computing

�	Hf� � 
min�log2�wf�y��	 � �fmax − fmin� . �50�

Some care must be taken in application of this approxima-
tion, since the minimum may occur near a discontinuity. In
this case, the Fourier series for wf will “ring,” which can
further reduce the accuracy of Eq. �50�, causing it to either
over- or underestimate �	Hf�. This effect can be reduced in

the obvious way by increasing the length of Fourier series
used to approximate wf�y�, although at the expense of greater
computational cost. A further, cruder estimate of �	Hf� may
be based upon Eq. �50� by replacing min�log2�wf�y��	 by
min�log2�f��t��	 permitting estimation of Hf sensitivity from

�	Hf� � min�log2�f��t��	 � �fmax − fmin� . �51�

This estimate has the advantages that it is not subject to
“ringing” effects and that it may be calculated directly from
f�t�.

b. Relative sensitivity from the maximum of f↑��t�. A
more sophisticated estimate may be calculated directly from
the increasing rearrangement of f�t�, f↑�t� and its derivatives,
which we write as

g�t� =
d

dt
�f↑�t�� , �52�

and from which we obtain the following expression for the
magnitude of Hf variation appearing in Eq. �48�,

�
0

1

g�t�log2�g�t��dt = �
fmin

fmax

log2�wf�y��dy . �53�

c. Relative Sensitivity from the f�t�: K0, K1. As shown
in Appendix B, smoothing of g�t� reduces the magnitude of
the integral in Eq. �48�. We apply this fact by “smoothing”
g�t� to two different constant levels. This may be done by
using the maximum distance, K0 of g�t� below the line y= t
�or by using the maximum distance, K1 of g�t� above the line
y= t�, as defined in Fig. 5. The time at which this maximum

FIG. 5. Definitions of K0, K1 and t0, t1 used to derive the lower bounds on
�log�wf�y��2�2 appearing in Eqs. �56� and �57�.
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occurs, t0 �or t1� is used to break the interval into two pieces.
We replace g�t� by its average value over these two intervals
to obtain a “smoothed” function

g1�t� = �
1

t0
�

0

t0

g�t�dt =
�t0 − K0 − fmin�

T0
, t � t0

1

1 − t0
�

t0

1

g�t�dt =
�fmax + K0 − t0�

1 − t0
, t � t0.�

�54�

Then, by the smoothing lemma shown in Appendix B, we
have

�
0

1

g�t�log2�g�t��dt � �
0

1

g1�t�log2�g1�t��dt � I . �55�

The integral evaluates to the following lower bound for the
integral appearing in Eq. �53�:

I = �t0 − K0 − fmin�log2� t0 − K0 − fmin

t0
�

+ �fmax + K0 − t0�log2� fmax + K0 − t0

1 − t0
� . �56�

A similar argument using t1 and K1 gives the alternate lower
bound,

I = �K1 − t1 − fmin�log�K1 − t1 − fmin

t1
�

+ �fmax + t1 − K1�log� fmax + t1 − K1

1 − t1
� . �57�

In Sec. IV we discuss the relative trade-offs be-
tween accuracy and numerical stability of these metrics as
applied to backscattered waveforms acquired from molecu-
larly targeted neovasculature.

III. MATERIALS AND METHODS

A. Nanoparticles for molecular imaging

A cross section of the spherical liquid nanoparticles used
in our study is diagrammed in Fig. 6. For in vivo imaging we
formulated nanoparticles targeted to �v�3 integrins of
neovascularity in cancer by incorporating an “Arg-Gly-Asp”
mimetic binding ligand into the lipid layer. Methods devel-
oped in our laboratories were used to prepare perfluorocar-
bon �perfluorooctylbromide, PFOB, which remains in a liq-
uid state at body temperature and at the acoustic pressures
used in this study20� emulsions encapsulated by a lipid-
surfactant monolayer.41,42 The Arg-Gly-Asp mimetic was

coupled at a 1:1 molar ratio to malyimidophenyl-butyramide-
polyethylene glycol2000-phosphatidylethanolamine resus-
pended from a dry lipid film in 3 mL of N2-purged,
6 mmol/L ethylenediaminetetraacetic acid �EDTA� by
water-bath sonication for 30 min at 37–40 °C. This ligand
premix was added to the remaining surfactant components,
perfluorooctylbromide, and water for emulsification.43 Non-
targeted particles were prepared by excluding the targeting
ligand. The nominal sizes for each formulation were mea-
sured with a submicron particle analyzer �Malvern Zetasizer,
Malvern Instruments�. Particle diameter was measured at
200±30 nm.

B. Animal model

The study was performed according to an approved ani-
mal protocol and in compliance with guidelines of the Wash-
ington University institutional animal care and use commit-
tee.

The model used is the transgenic K14-HPV16 mouse
that contains human papilloma virus-16 oncoproteins driven
by a keratin promoter so that lesions develop in the skin.
Typically the ears exhibit squamous metaplasia, a precancer-
ous condition, associated with abundant neovasculature that
expresses the �v�3 integrin. Eight of these transgenic
mice44,45 were treated with 1.0 mg/kg i.v. of either
�v�3-targeted nanoparticles �n=4� or untargeted nanopar-
ticles �n=4� and imaged dynamically for 1 h using a re-
search ultrasound imager �Vevo 660 40 MHz probe� modi-
fied to store digitized rf waveforms acquired at 0, 15, 30, and
60 min time points. All rf data were processed off-line to
reconstruct images using information theoretic and conven-
tional receivers. Image segmentation was performed using
the threshold which excluded 93% of the area under the
composite histogram for all data sets �as described in the
following in connection with Fig. 9�. The mean value of
segmented pixels was computed at each time postinjection.
In both control and targeted cases, the mouse was placed on
a heated platform maintained at 37 °C, and anesthesia was
administered continuously with isoflurane gas �0.5%�.

C. Ultrasonic data acquisition

A diagram of our apparatus is shown in Fig. 7. Radio

FIG. 6. A cross-sectional diagram of the nanoparticles used in our study.

FIG. 7. �Color online� A diagram of the apparatus used to acquire rf data
backscattered from HPV mouse ears in vivo.
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frequency data were acquired with a research ultrasound sys-
tem �Vevo 660, Visualsonics, Toronto, Canada�, with an ana-
log port and a sync port to permit digitization. The tumor
was imaged with a 40 MHz single element “wobbler” probe
and the rf data corresponding to single frames were stored on
a hard disk for later off-line analysis. The frames �acquired at
a rate of 30 Hz� consisted of 384 lines of 4096 eight-bit
words acquired at a sampling rate of 500 MHz using a Gage
CS82G digitizer card �connected to the analog-out and sync
ports of the Vevo� in a controller PC. Each frame corre-
sponds spatially to a region 0.8 cm wide and 0.3 cm deep.

The wobbler transducer used in this study is highly fo-
cused �3 mm in diameter� with a focal length of 6 mm and a
theoretical spot size of 80�1100 �m �lateral beam width
�depth of field at −6 dB�, so that the imager is most sensi-
tive to changes occurring in the region swept out by the focal
zone as the transducer is “wobbled.” Accordingly, a gel
standoff was used, as shown in Fig. 7, so that this region
would contain the mouse ear.

A close-up view showing the placement of transducer,
gel standoff, and mouse ear is shown on the left side of Fig.
8. Below this is a B-mode gray scale image �i.e., logarithm of
the analytic signal magnitude�. Labels indicate the location
of skin �top of image insert�, the structural cartilage in the
middle of the ear, and a short distance below this, the echo
from the skin at the bottom of the ear. To the left of this is an
image of a histological specimen extracted from a HPV
mouse model that has been magnified 20 times to permit
better assessment of the thickness and architecture of the
sites where �v�3 targeted nanoparticle might attach �red by
�3 staining�. Skin and tumor are both visible in the image.
On either side of the cartilage �center band in image�, ex-
tending to the dermal-epidermal junction, is the stroma. It is
filled with neoangiogenic microvessels. These microvessels
are also decorated with �v�3 nanoparticles as indicated by
the fluorescent image �labeled, in the upper right of the fig-
ure� of a bisected ear from an �v�3-injected K14-HPV16
transgenic mouse �Neumann et al.�.46 It is in this region that
the �v�3-targeted nanoparticles are expected to accumulate,
as indicated by the presence of red �3 stain in the magnified
image of an immunohistological specimen also shown in the
image.

D. Ultrasonic data processing

The analysis of rf frames corresponding to data in
B-scan format proceeds as follows. Each of the 384 rf lines
in the data was first upsampled from 4096 to 8192 points,
using a cubic spline fit to the original data set in order to
improve the stability of the thermodynamic receiver algo-
rithms. Previous work has shown benefit from increased in-
put waveform length.5,7 Next, a moving window analysis
was performed on the upsampled data set using a rectangular
window that was advanced in 0.064 �s steps �64 points�,
resulting in 121 window positions within the original data
set. The entropy, Hf �log�Ef�� within each window is used to
produce the Hf �log�Ef�� image.

E. Image analysis

For this study, in which the same portion of the anatomy
was imaged at successive intervals, the objective was to
quantify changes in image features as a function of time. The
first step in this process was the creation of a composite
image from the images obtained at 0 through 60 min. Next,
an estimate of the probability density function �PDF� of this
composite image was computed by normalizing the pixel
value histogram to have unit area. We emphasize that this
function is not related to the density functions wf�y�, that we
defined in Eq. �1�. Instead, it is a calculational device used to
objectively segment Hf and log�Ef� images into “enhanced”
and “unenhanced” regions. A typical histogram is shown in
Fig. 9. Its most notable feature is the presence of two local
maxima; a feature that has been observed in several different
experiments involving different animal models and different
imaging equipment.20–23 The first, larger maxima, corre-
sponds to the relatively homogeneous gray background vis-
ible in most Hf images, the smaller peak corresponds to tis-
sue interfaces, which appear also as bright features in gray-
scale B-mode images such as that shown in the inset of Fig.
8.22

Several different methods of image segmentation based
on PDF were investigated. In all of these a specific value, or

FIG. 8. Close-up of transducer, standoff, and ear, with enlarged histological
image showing location of binding sites, and a fluorescent image from the
same anatomical region showing that �v�3-targeted nanoparticles indeed
accumulate in this portion of the mouse ear. FIG. 9. A histogram from the composite Hf images acquired at 0, 15, 30, 45,

and 60 min postinjection. The histogram has two peaks, a characteristic
observed in several studies using different equipment and animal models
�Refs. 21–23�. The threshold level used in this study is indicated by the
arrow.
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threshold, in the histogram was chosen and the images di-
vided into two regions: those having pixel values above the
threshold �considered to be unenhanced� and those having
pixel values below �referred to subsequently as enhanced
pixels�. The PDF of all composite images exhibited a two
peak structure with a large and small peak. Thresholds were
set at the second minimum, and at the halfway point between
the large and small peaks. The full width at half maximum
�FWHM� was also computed, and thresholds set at: 4.5, 3.5,
3.25, 3, 2.75, and 2.5 FWHM below the large peak. Thresh-
olds were also set at points such that 97%, 95%, 93%, 90%,
87%, and 80% of the pixel values were above the threshold.
After selection of a threshold value, regions of interest �ROI�
were selected using NIH ImageJ �http://rsb.info.nih.gov/ij/�,
and the mean value of the pixels lying below the threshold
were computed for each of the images acquired at 0, 15, 30,
45, and 60 min postinjection. The mean value at zero min-
utes was subtracted from the values obtained for all subse-
quent times, to obtain a sequence of changes in receiver out-
put as a function of time postinjection. This was done for all
four animals injected with targeted nanaoparticles and for the
four control animals. These sequences of relative changes
were then averaged over targeted and control groups to ob-
tain a sequence of time points for change in receiver output
for both groups of animals. The threshold of 93% was finally
chosen since it produced the smallest p value �0.00043� for a
t-test comparing the mean values of the ROI at 15 min as
compared to 60 min. The corresponding p value for the con-
trol group was 0.27.

IV. RESULTS

In order to present the data in a format that combines the
superior spatial resolution of conventional medical imaging
with the superior detection capability of the entropy receiver
we have employed a scheme similar to Doppler-enhanced
imaging. Namely, we color-code pixels of the conventional
gray-scale composite image using the corresponding pixel in
the entropy image, to produce a composite image like that
shown in Fig. 10. This figure was made by colorizing the
entropy image and then superposing the colorized pixels ly-
ing below the 93% threshold onto the conventional image to
indicate regions of “enhancement.”

The top panel of Fig. 11 compares the growth, with time
postinjection, of the mean value of the enhanced regions of

Hf images obtained from all eight of the animals used in our
study. Standard error bars are shown with each point. These
data were obtained by computing the mean value of pixels
lying below the 93% threshold at each time point �0, 15, 30,
45, and 60 min� for each animal �four injected with targeted
nanoparticles, four injected with nontargeted nanoparticles�
as discussed earlier. As the data show, the mean value, or
enhancements, obtained in the targeted group increase lin-
early with time. After 30 min the mean value of enhance-
ment is measurable. Moreover, the values at 15 and 60 min
are statistically different �p�0.00043�. The bottom panel of
Fig. 11 shows the corresponding result obtained from the
control group of animals that were injected with nontargeted
nanoparticles. There is no discernible trend in the group and

FIG. 10. Cropped images showing a
comparison of Hf enhanced conven-
tional images showing the effects of
targeting �top row� vs control �bottom
row�.

FIG. 11. A plot of average enhancement obtained by analysis of Hf images
from nine HPV mice injected with �v�3 targeted nanoparticles and five
control HPV mice given no injection.
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the last three time points are not statistically different from
zero. Comparison of the enhancement measured at 15 and
60 min yields a p value �0.27.

The corresponding results obtained using the log�Ef� re-
ceiver are shown in Fig. 12, whose top panel compares the
growth, with time, of the mean value of the enhanced regions
of log�Ef� images obtained from all eight of the animals used
in our study. Standard error bars are shown with each point.
These data were obtained by computing the mean value of
pixels lying below the 93% threshold at each time point �0,
15, 30, 45, and 60 min� for each animal �four injected with
targeted nanoparticles, four injected with nontargeted nano-
particles� as discussed earlier. Unlike the entropy case, the
values at 15 and 60 min are not statistically different �p
=0.10�. The bottom panel of Fig. 12 shows the correspond-
ing result obtained from the control group of animals that
were injected with nontargeted nanoparticles. There is no
discernible trend in the group and the last three time points
are not statistically different from zero.

The results summarized in Figs. 11 and 12 are consistent
with Eqs. �47�, �50�, �51�, �56�, and �57�. This is demon-
strated in Fig. 13, which uses these equations to estimate the
relative sensitivities, defined as the percentage change of re-
ceiver output. To obtain this fraction, the following images
were made using the same 15 min data sets that were used to
make Fig. 11: maximum average relative receiver sensitivity
magnitude for log Ef �Eq. �47��, minimum average relative
receiver sensitivity magnitude, �log�wf�y��2�2, for Hf �Eq.
�45�� with �y2�2, the “minimum wf�y� estimate” �Eq. �50��,
the “maximum f↑��t� estimate” �Eq. �51��, K0 �Eq. �56��, and

K1 �Eq. �57��, respectively. To these were applied the ROI
defined by the Hf images thresholded at the 93% level. Sub-
sequently, the mean pixel value within the ROI was com-
puted. Having the numerator of the sensitivity, the same ROI
was applied to the log�Ef� image, and the Hf image, respec-
tively, to compute a reference value �i.e., denominator� for
either the sensitivity of log�Ef� or Hf images. These values
are plotted as a percentage change relative to the 15 min
value in Fig. 13, so that lower values indicate lower relative
sensitivity. As Fig. 13 shows �column A� log�Ef� has the
lowest sensitivity, while the sensitivity for Hf, column B, is
high, consistent with the results of Fig. 11. Column C shows
the estimate of �	Hf� based on the “minimum wf�y� esti-
mate” �Eq. �50��. The mean value provided by this estimate
is apparently a little greater than the “exact” value although
the error bar for this estimate is also greater. These result
from use of a single point from wf�y�, which is susceptible to
Fourier “ringing,” to obtain column C versus the integration
of a function of wf�y�, to obtain column B. However, the
error bars of columns B and C overlap, so the estimates agree
to within experimental error. Column D shows the estimate
of entropy sensitivity obtained using the “maximum f↑��t�
estimate” �Eq. �51��. This estimate, which has the advantage
of being rapidly computable in the time domain but the dis-
advantage of requiring the potentially noise enhancing opera-
tion of numerically differentiating an experimental wave-
form, also agrees, to within experimental error, with columns
B and C. Estimates that do not require numerical differentia-
tion of experimental data are shown in columns E and F.
These were obtained using K0 and K1 �Eqs. �56� and �57�� to
compute the numerator of the sensitivity fraction and are not
susceptible to either Fourier ringing or noise enhancement by
numerical differentiation. They are thus more stable than the
estimates in columns C and D. All of these estimates suc-
cessfully predict the greater relative sensitivity of Hf vs
log�Ef� imaging shown in Fig. 11. The label on the plot
indicates that they appear, from left to right, approximately
in order of decreasing computational cost and increasing nu-
merical stability, with the two columns, E, F, being computed
in the time domain after the relatively inexpensive step of
sorting the data. As these bars indicate, it is possible to as-
sess, a priori, the sensitivity of entropy imaging without hav-
ing to compute it. This information could be very useful in

FIG. 12. A plot of average enhancement obtained by analysis of log�Ef�
images from nine HPV mice injected with �v�3 targeted nanoparticles and
five control HPV mice given no injection.

FIG. 13. Comparisons of receiver sensitivities, as defined in the text, for
15 min data sets shown in Fig. 10.
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imaging applications, which must balance computing re-
quirements and frame-rate constraints.

V. DISCUSSION

The fact that the results displayed in Fig. 13 could have
been used to predict the outcome of our experimental study
�as summarized in Figs. 11 and 12� indicates the utility of the
qualitative benchmarks derived in Sec. II �Approach�. This
suggests the existence of a collection of performance bench-
marks, useful as an intuitive guide for experimental applica-
tion of entropy receivers, similar to that which already exists
for more conventional signal analysis. Traditional B-mode
grayscale imaging �which is log�Ef� imaging in the limit
where the moving window or box-car is the same size as the
digitization interval47� is a specific example where intuitive
ideas about the effects of changing gain settings, attenuation
from intervening tissue, noise, or introduction of bubble-
based contrast agents are routinely applied in both the labo-
ratory and clinic.

We have described the impact of some of these factors
on the entropy-based receiver, Hf. In Sec. II E, we showed
that Hf is invariant with respect to rescaling of f�t�. In Secs.
II G 3 and II G 5, we derived an average-case relationship
between the sensitivities of Hf and energy-based receivers.
The utility of this relation is demonstrated by our experimen-
tal results.

We have provided, in Sec. II C, a preliminary, although
indirect, step toward a physical interpretation for Hf in the
case of scattering problems. In that section, we described a
simplified scattering model and indicated its relation to
wf�y�. We observed that different scattering model configu-
rations could lead to the same density for the backscattered
waves, which implies they would have the same entropies
and same energies. However, from an experimental point of
view the most important characteristic of any receiver is its
sensitivity to subtle changes in scatterer configuration. For
the study described here the entropy is more sensitive.

Ultimately, we desire a physical interpretation of Hf

similar to that for energy. In acoustics, perhaps the simplest
interpretation of energy arises from spring models employed
to describe the interaction of sound with the supporting me-
dium. Deeper insight is obtained by application of Hamil-
tonian or Lagrangian mechanics to modeling of wave propa-
gation and scattering in a supporting medium. This setting
provides immediate access to a thoroughly developed con-
cept of energy that has proven predictive power. At this time
there is no corresponding body of knowledge for Hf, and
although initial experiments3–7,20–24 have been promising and
we have taken initial steps toward understanding its physical
basis, the ultimate scope of applicability for this quantity
remains to be determined.
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APPENDIX A: TWO IMPLICATIONS OF STATISTICAL
INDEPENDENCE

Even though the concept of independence is widely
used, it can have surprising implications when considered
from the frame of mind usually adopted in deterministic sig-
nal processing. We provide two examples in the following. In
the first we show that there do not exist a complete orthonor-
mal set of functions that are statistically independent. In the
second we show that there is no measurable function �i.e.,
random variable� that is statistically independent of the
waveform f�t�= t.

1. Statistical independence versus linear
independence of functions

Here we discuss statistical independence and its relation
to eigenfunction-based signal processing. The definition of a
density function wf�y� corresponds to PX where X is a ran-
dom variable. In the physics literature the term random vari-
able is associated with functions that are unpredictable, and
thus infinitely rough �i.e., everywhere continuous but no-
where differentiable�, such as the Brownian motion. How-
ever, the mathematical definition of a “random” variable con-
sists solely of the requirement that a function be
measurable.48,49 Hence, familiar functions such as sin�t� and
et are also random variables �once a domain, e.g., �0, 1� is
chosen�, with well-defined density functions. In probabilistic
notation the density function wf�y� of f�t� would be written
as Pf. Just as two random functions X and Y have a joint
density function PX,Y so do functions like sin�t� and et. In our
notation, which is borrowed from measure theory,11 the joint
density function of two waveforms, y= f�t� and x=g�t�,
would be written wf ,g�y ,x�. The fundamental integral rela-
tionship, Eq. �1�, becomes

�
0

1

��f�t�,g�t��dt = �
0

1 �
0

1

��y,x�wf ,g�y,x�dydx . �A1�

The notion that two functions f�t�, g�t� are independent is
expressed in the measure-theoretic notation by the equation
wf�y�wg�x�=wf ,g�y ,x�. To see that this is a very strong prop-
erty, possessed by few of the functions of ordinary calculus,
let ��y ,x�=yx in Eq. �A1�, then

�
0

1

��f�t�,g�t��dt = �
0

1 �
0

1

��y,x�wf ,g�y,x�dydx

= �
0

1 �
0

1

yxwf�y�wg�x�dydx

= �
0

1

ywf�y�dy�
0

1

xwg�x�dx

= �
0

1

f�t�dt�
0

1

g�t�dt ,

that is,

3554 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Hughes et al.: Entropy-based signal receiver



�
0

1

f�t�g�t�dt = �
0

1

f�t�dt�
0

1

g�t�dt , �A2�

which is certainly not true in general. To see how remarkable
the notion of independence really is, assume that f�t� has
zero mean, then for all g�t� independent of f�t�,

�
0

1

f�t�g�t�dt = 0. �A3�

Moreover, since Eq. �A2� generalizes immediately to

�
0

1

f�t���g�t��dt = �
0

1

f�t�dt�
0

1

��g�t��dt , �A4�

we see that f�t� and any continuous function, �, of g�t� are
orthogonal.

Among other things, this implies that there are no com-
plete orthonormal sets of statistically independent functions.

To see this, suppose, on the contrary, that there exist a
complete set of orthonormal functions, ��k�t� �k=1, . . . 	,
which are pairwise statistically independent. For mathemati-
cal simplicity we will also assume that these functions are
real, bounded, and that any three of the �k�t� are idependent.

Since the set is complete we must be able to represent a
constant using this basis so that for some k,

�
0

1

�k�t�dt � 0. �A5�

Without loss of generality, we may reorder the indexing of
the �k�t� so that this happens for k=1.

If j�1, then by orthogonality and independence,

0 = �
0

1

�1�t�� j�t�dt = �
0

1

�1�t�dt�
0

1

� j�t�dt . �A6�

So that

�
0

1

� j�t�dt = 0, �A7�

for all k�1.
Since the �k�t� are bounded, any power of �k�t� is inte-

grable. Thus, we observe that for every k� j, 1,

�
0

1

� j�t�2�k�t�dt = �
0

1

� j�t�2dt�
0

1

�k�t�dt = 0. �A8�

For j=1, this implies that all coefficients except the first are
zero, and so �1

2�t�=��1�t� for some constant �, i.e., �1�t�
=�. Moreover, ���=1, since the �k�t� have norm 1.

For j�1, Eq. �A8� tells us that all coefficients except the
1st and jth are zero Thus, the expansion for � j

2�t� is

� j
2�t� = aj + bj� j�t� , �A9�

i.e., every value of � j�t� satisfies the same quadratic equa-
tion. Hence, � j�t� can have only two distinct values, which
we will denote by aj and aj�.

Letting IAj
�t� and IAj�

denote the characteristic functions
of the sets Aj and Aj�, where � j�t� takes on the values aj and
aj�, respectively, we write

� j�t� = ajIAj
�t� + aj�IAj�

�t� . �A10�

Specifically, for j=2, we have

�2�t� = a2IA2
�t� + a2�IA2�

�t� . �A11�

We will now construct a nonzero function that cannot be
represented in terms of the � j�t�, contradicting the assump-
tion of their completeness. Consider

f�t� = �3�t�IA2
�t� . �A12�

We observe that any bounded measurable function ��t� sat-
isfying ��a2�=1 and ��a2��=0 also satisfies

IAj
�t� = ���2�t�� . �A13�

So, by pairwise independence,

�
0

1

f�t��1�t�dt = �
0

1

�3�t�IA2
�t�dt = �

0

1

�3�t����2�t��dt

= �
0

1

�3�t�dt�
0

1

���2�t��dt = 0, �A14�

and

�
0

1

f�t��2�t�dt = �
0

1

�3�t�IA2
�t��2�t�dt

= �
0

1

�3�t����2�t��dt�2�t�

= �
0

1

�3�t�dt�
0

1

���2�t���2�t�dt = 0,

�A15�

since 0
1�3�t�dt=0. For k�3, we have, using, triple-wise in-

dependence,

�
0

1

f�t��2�t�dt = �
0

1

�3�t�IA2
�t��k�t�dt

= �
0

1

�3�t����2�t��dt�k�t�

= �
0

1

�3�t�dt�
0

1

���2�t���
0

1

�k�t�dt = 0.

�A16�

Thus

f�t� = ��3�t� , �A17�

or

�3�t�IA2
�t� = ��3�t� . �A18�

This implies that �3�t�=0 for any t in �0, 1� that is not in
A2, i.e., it takes on 0 as one of its �two possible� values
contradicting 0

1�3�t�dt=0. Thus, it is not possible to expand
f�t� in terms of the �k�t�, which contradicts the assumption
that they comprise a complete set of functions. Specific ex-
amples of independent functions may be found in the articles
by Agnew and Kac, Karlin, and Kuipers.17–19

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Hughes et al.: Entropy-based signal receiver 3555



2. Statistical independence and the function f„t…= t

Here we prove the somewhat surprising result that there
does not exist a nonconstant function that is statistically in-
dependent of the function y= f�t�= t. This result may gener-
alized to other monotonic functions, as discussed at the end
of this section. The linear case is presented since it is the
simplest case and illustrates the basic ideas in the most
straightforward way.

We begin with the definition of the essential range, Rf,
of a function f�t�, which is the set of all real numbers, z such
that �x : �f�x�−z���	 has positive measure for all ��0. Ex-
pressed in terms of probability, this can be thought of as the
set of all points, z, such that for any neighborhood of z, f�t�
takes on values in that neighborhood with nonzero probabil-
ity, or if z� I, where I is an open interval then, f−1�I� has
positive measure, i.e., �f−1�I���0 where we have used the
symbol �S� to denote the measure of a set S as we will do for
the remainder of this section. In terms of digital waveforms,
which may have sharp transients, Rf can be thought of as the
range of f�t� without the transients as shown in Fig. 14.

A function whose essential range is only one point is
said to be essentially constant. We claim that there does not
exist a measurable function g�t� defined on �0, 1� that is
statistically independent of f�t�, unless g�t� is essentially
constant.

To prove this assume that g�t� is not essentially constant,
i.e., that the essential range of g�t� has at least two points.
Let �, �, ���, be in the essential range of g�t�. Let �
� I�, �� I�, I�, I� open intervals with I�� I�=� �p. 98 of
Munkres50�.

Now, since f�t� and g�t� are independent, for any mea-
surable sets, A, B,

�f−1�A� � g−1�B�� = �f−1�A�� � �g−1�B�� �A19�

i.e., using probabilistic notation

P�f � A and g � B� = P�f � A� � P�g � B� . �A20�

Let A=g−1�I��, B= I�. Then the assumption of independence
leads to

�f−1�g−1�I��� � g−1�I��� = �f−1�g−1�I���� � �g−1�I��� .

�A21�

Now f−1�g−1�I���=g−1�I��, since f�t�= t, so

�f−1�g−1�I��� � g−1�I��� = �g−1�I�� � g−1�I���

= �g−1�I� � I��� = 0 �A22�

On the other hand

�f−1�g−1�I��� � g−1�I��� = �f−1�g−1�I���� � �g−1�I���

= �g−1�I��� � �g−1�I��� � 0 �A23�

since �g−1�I����0 and �g−1�I����0 by the definition of the
essential range. If we let A= f�g−1�I���, B= I� where f�t� is
any monotonic function, then the above-presented discussion
is essentially unchanged and we see that result may be gen-
eralized to the case of monotonic functions.

APPENDIX B: SMOOTHING DECREASES ENTROPY

The following lemma states that smoothing a density
function decreases its entropy. Let

g�t� =
d

dt
�f↑�t�� . �B1�

If g�0 on any interval I� �0,1� and we define

g1�t� = �g�t� , t � I

1

�I��0

1

g�t�dt , t � I , � �B2�

where �I� denotes the measure of the set I, then

�
0

1

g1�t�log2�g1�t��dt � �
0

1

g�t�log2�g�t��dt �B3�

unless g1�g�t�.
Proof: If g is not constant on I, choose two sets E1,

E2� I such that �E1�= �E2��0, and

�g�E1
�

1

�I��0

1

g�t�dt − 2 , �B4�

�g�E2
�

1

�I��0

1

g�t�dt + 2 �B5�

for some �0. Let g2=g+�E1
−�E2

, where �Ei
is the char-

acteristic function of the set Ei. Then

�
0

1

g2�t�log2�g2�t��dt − �
0

1

g�t�log2�g�t��dt

= �
E1

�log2�g2�t�� + 2 log�g�t���dt

− �
E2

�log2�g2�t�� + 2 log�g�t���dt + O�2� . �B6�

As g�t� on E1 is everywhere less than g�t� on E2, this is
negative to first order. So we can reduce the entropy integral
by smoothing g�t�.
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This paper presents a statistical data-driven method for learning intrinsic structures of impact
sounds. The method applies principal and independent component analysis to learn low-dimensional
representations that model the distribution of both the time-varying spectral and amplitude structure.
As a result, the method is able to decompose sounds into a small number of underlying features that
characterize acoustic properties such as ringing, resonance, sustain, decay, and onsets. The method
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I. INTRODUCTION

When an object is struck, the sound that it produces is
determined by the physical properties of the object, such as
its size, geometry, and material, and also by the characteris-
tics of the event, like the force and location of impact. It is
possible to derive physical models of impact sounds given
the relationship between the physical and dynamic properties
of the object, and the acoustics of the resulting sound. Mod-
els of sounds have proven useful in many fields, such as
sound recognition, identification of events or properties �like
material or length� of the objects involved, sound synthesis,
virtual reality, and computer graphics. However, physical
models are limited because of the a priori knowledge they
require and because they do not successfully model all the
complexities of real sounds.

One model of impact sounds is the resonance model
proposed by Gaver �1994, 1988�. This model consists of a
sum of amplitude-decaying sine waves:

y�t� = �
n=1

N

�ne−�nt sin��nt� , �1�

where �n is the frequency of partial n, �n is the initial am-
plitude of this partial, and e−�nt is decay function of the same
partial. The values of parameters �, �, and � can be set from
mathematical expressions derived from physics for a limited
set of very simple geometries for which the functions of
frequency, amplitude, and decay are known. It is also pos-
sible to deal with more complex geometries by fitting the
parameters to recorded sounds �Pai et al. 2001�. A limitation
of this simplified, knowledge-based model is that it fails to
account for the rich structure and variability of real impact

sounds. For instance, it fails to model the complex structure
of the attack and the variability of sounds resulting from
roughness in the surfaces. A solution to overcome this prob-
lem was proposed by van den Doel et al. �2001�; however,
some knowledge about the surfaces of the objects and their
contact dynamics is still required. Other physical models
have been proposed �e.g., Avanzini and Rocchesso, 2001a, b;
Lambourg et al., 2001�, but as with the above-noted models,
they require knowledge of the acoustics, as well as the phys-
ics, dynamics of contact, and the surface texture of the ob-
jects.

In order to obtain a detailed description of the modes of
vibration and parameters of objects with complex geom-
etries, some knowledge-based techniques use rigid body
simulators developed for computer graphics �James et al.,
2006; O’Brien et al., 2001, 2002�. These approaches permit
the synthesis of very realistic sounds; however, they are
computationally intensive and they require a detailed de-
scription of the objects.

A more fundamental limitation of all these approaches,
however, is that it is difficult to derive from natural impact
sounds intrinsic acoustic properties beyond those that are
explicitly modeled by the equations. For instance, how can a
ringing property or a nonexponential decay be modeled by
Eq. �1�?

This leads to another motivation for this work, which is
the extraction of intrinsic features from sounds. Algorithms
have been developed to extract basic features of impact
sounds, such as the decay rates or the average spectra, but
these approaches fail to capture the acoustic richness and
variability that is characteristic of natural impact sounds.

In this paper, we propose a statistical data-driven
method for learning the intrinsic features that govern the
acoustic structure of impact sounds. The method aims to
characterize the structures that are common to sounds of the
same type �for instance, if the impacts on the same rod have

a�Electronic mail: scavaco@cs.cmu.edu
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a ringing property, the method should be able to learn a
characterization of this intrinsic structure�, as well as their
variability �using the same example, the method should also
capture the subtle variability of the ringing property in dif-
ferent impacts�. At the same time, it aims for low dimen-
sional representations of the sounds. This method requires no
a priori knowledge and is used to create models of impact
sounds that represent a rich variety of structure and variabil-
ity in the sounds. The method is not restricted to learn an
explicit set of properties of the sounds, and it has shown to
be able to learn properties such as ringing, resonance, sus-
tain, decay, and sharp onsets. To the best of our knowledge,
this is the first statistical approach for modeling impact
sounds.

II. MODELING INTRINSIC STRUCTURES

Our goal is to learn the intrinsic structure of sounds: We
aim to decompose sounds in terms of the set of component
signals that best describes them. For convenience, we as-
sume the sounds are initially represented by a spectrogram,
S. �Here we will refer to the rows of S, which are the power
of frequencies over time, as frequency bins or bins, and we
will refer to the columns of S, each of which is the power
spectrum at a given time, as frames�. Even though our
method can be applied to a broader variety of sounds, here
we will focus on impact sounds. To illustrate the data, Fig. 1
shows the spectrograms of two impact sounds on an alumi-
num rod �more details on how these sounds were produced
and digitized are given in Sec. III�.

Natural sounds of the same type have a rich variability
in their acoustic structure. For example, different impacts on
the same rod can generate very different acoustic waveforms.

In natural environments there is variability due to reverbera-
tion and background noise, but even when the sounds are
recorded in anechoic conditions, there is variability that is
due to factors such as the slight variations in the impact force
and location �see Sec. III for details on the recording condi-
tions�. Figures 1–3 show that, even though different impacts
on the same rod have very similar spectra, the relative power

FIG. 1. Two spectrograms S �in decibels� of sounds �Al1 on the left and Al3
on the right� from impacts on an aluminum rod at approximately the same
location and with approximately the same force �these spectrograms have
been normalized�. The relative power and temporal behavior of the partials
varies from one instance to the other. For instance, in the left spectrogram,
partial b1 starts with a lower amplitude than partial a1, while in the right
spectrogram partial b2 starts with a higher amplitude than a2. The same
happens with partials c and d: c1 is weaker than d1, while c2 is stronger than
d2. Another example is the partial above 15 kHz. In the left spectrogram,
this partial, f1, is stronger than partial c1, while in the right spectrogram c2

is the strongest of the two. In fact, in the second spectrogram the partial
above 15 kHz does not even appear.

FIG. 2. Power spectra of four different impacts on aluminum �Al1, Al3,
Al10, and Al19 from top to bottom� at approximately the same location and
with approximately the same force. The relative power of the partials varies
from one impact to another. �The partials are marked with the same labels as
in Fig. 1.� Again, it can be seen that the relative powers of partials a, b, c,
and d vary in the four power spectra. Also note that partial f appears in the
first, third, and fourth lines �f1, f3, and f4� but it is absent from the second
line. Another interesting feature that can be observed is how the shape of the
power spectrum changes from one sound to the next. For instance, note how
partial a1 is better defined than a4.

FIG. 3. The decay shape of the partial at 3.95 kHz in decibels �which is
partial e in Figs. 1 and 2� for four different impacts on an aluminum rod
�Al1, Al3, Al10, and Al19 from top to bottom� at approximately the same
location and with approximately the same force. The temporal behavior of
the partials varies from one impact to another; there is variability in the
decay rate and beat pattern of this frequency bin. Note, for instance, the
irregularities marked with an a in the first line, and notches b and c in the
second and third lines. Also of interest is the consistency of the beating,
which suggests that this rod has two close modes of vibration.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 S. Cavaco and M. S. Lewicki: Modeling intrinsic structures of impact sounds 3559



and temporal behavior of the partials varies from one in-
stance to the other. These differences cannot be explained by
a simple variation in amplitude of the whole spectrogram.

In spite of these variations, when these sounds are heard
they are often perceptually very similar, that is, impacts from
similar objects or materials have some common intrinsic
structures that listeners can identify. Our goal is not to de-
velop a perceptual model but rather to construct a model that
learns the common intrinsic structures of similar sounds as
well as their variability.

The model discussed here represents the sounds in terms
of a set of component signals, in other words, it represents
them in a new coordinate system. The form of the basis
functions in the new coordinate system depends on the initial
representation of the data, which here is the spectrogram.
The frames are initially represented in an F-dimensional
space with one dimension for each frequency bin f; let us
call this space the frequency space. The bins are initially
represented in a T-dimensional space, which we will call
time space, with one dimension for each time frame t. A
spectral basis function consists of a vector in the frequency
space �that is, a spectra�, while a temporal basis function
consists of a vector in the time space �which can be thought
of as a spectra’s amplitude envelope�. Using spectrograms as
the initial representation allows us to model the sounds in
spaces defined by spectral and temporal basis functions.
�Section IV contains graphical examples of these basis func-
tions.�

Given that the spectrogram S, of size �F�T�, is defined
over a discrete set of frequencies, f � �f1 , . . . , fF�, and a dis-
crete set of time instants, t� �t1 , . . . , tT�, we can define S as
an ordered set of bins or as a sequence of frames. �Here we
use only the power spectrum, and we ignore the phase com-
ponent.� The model, which we call the bin model, or Mb,
expresses the spectrogram S as an ordered set of bins. These
are modeled as linear combinations of temporal basis func-
tions �i:

b f = �
i=1

I

�ici,f , �2�

where b f is the transpose of the fth bin of S. �i is scaled at
this bin by coefficient ci,f.

1 The value of I depends on the
technique used to lear the basis functions �i. Here I�T �see
Sec. III and Appendix C in the supplementary material for
further details�. The basis functions �i describe the temporal
regularities in the bins in the data set, that is, in S. These
basis functions can describe a single sound, or the temporal
regularities of a set of related sounds simply by including the
appropriate spectrogram bins in the data set. �Section IV A
shows how to learn �i.� The vectors of coefficients are com-
monly called source signals. Since the vector that consists of
the coefficients that are associated with basis function �i,
that is ci= �ci,f1

, . . . ,ci,fF
�T, ranges over the frequency space,

here we call it a spectral source signal. �For graphical ex-
amples of spectral source signals see Sec. IV A.� Spectral
source signal ci scales basis function �i across frequencies.

In order to represent the spectrograms of different
sounds with a fixed basis � �where � represents the set of

temporal basis functions �i�, the model requires different
spectral source signals to scale each basis function �i, i.e.,
there will be one set of spectral source signals for each
sound. We distinguish these variables with an upper index k,
that is, the set of spectral source signals associated with
sound k, which is the set containing c1

k , . . . ,cI
k, is represented

by Ck.2 We can thus rename some of the above-used vari-
ables to take into account the sound they refer to. Equation
�2� can thus be rewritten as

b f
k = �

i=1

I

�ici,f
k , �3�

where b f
k is the transpose of the fth bin of Sk, i.e., the spec-

trogram of sound k, and the scalar ci,f
k is the fth element of

ci
k.

If we consider all F bins in Sk, Eq. �3� can be rewritten
as

�Sk�T = � Ck, �4�

where the ith column of matrix � contains �i, and the ith
row of Ck contains �ci

k�T. �See Appendix A in the supplemen-
tary material for figures of the matrices.�

Thus far, Mb describes the temporal structure, but not
the spectral structure inherent in the spectral source signals
ci

k. We can extend Mb to consider the regularities in the spec-
tral source signals for an ensemble of related sounds. Instead
of describing the temporal shape of a given bin, this part of
the model describes the spectral source signals ci

k. These sig-
nals are modeled as a linear combination of spectral basis
functions � j

i:

ci
k = �

j=1

J

� j
i vi,j

k , �5�

where the scalar vi,j
k is a scaling coefficient. The spectral

basis functions � j
i describe the spectral regularities in the

spectral signals. Again, the value of J depends on the tech-
nique used to learn the basis functions � j

i. Here, J�F �see
Appendix C in the supplementary material for further de-
tails�. �Section IV B shows how to learn � j

i.�
We can now consider the previous equation at a given

frequency bin f and express ci,f
k as follows:

ci,f
k = �

j=1

J

� j,f
i vi,j

k , �6�

where ci,f
k , and � j,f

i are the values of ci
k, and � j

i at frequency
bin f , respectively. �In other words, they are the fth values of
vectors ci

k and � j
i, respectively.�

Finally, combining Eqs. �3� and �6� it follows that the
bins of Sk can be expressed as

b f
k = �

i=1

I

�
j=1

J

�i� j,f
i vi,j

k . �7�

This shows that Sk can be modeled by temporal bases �,
spectral bases � �where � contains all spectral basis func-
tions � j

i�, and a set of coefficients Vk �where Vk contains
coefficients vi,j

k �, that is, Sk=Mb�� ,� ,Vk�. �For more details

3560 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 S. Cavaco and M. S. Lewicki: Modeling intrinsic structures of impact sounds



and figures of the matrices used in this model, see Appendix
A in the supplementary material.�

The model is thus defined by two sets of basis functions,
and the objective is to find the sets of basis functions with
which the data can be better described: ideally only a few
basis functions would be needed to accurately describe the
data with less redundancy. In Sec. IV, we show that the basis
functions can be learned effectively by redundancy reduction
techniques.

As mentioned before, we can define Sk as an ordered set
of bins or as a sequence of frames. Model Mb describes the
data as an ordered set of bins, and it is possible to build an
alternative model that describes the data as a sequence of
frames. Yet depending on the techniques used to learn the
basis functions, model Mb is more appropriate than the alter-
native model, in the sense that it may give a better descrip-
tion of the statistics of the data used in this study �see Sec. III
for a description of the data and Appendix B in the supple-
mentary material for further details�. Therefore, here we fo-
cus only on model Mb, and we do not describe the alternative
model.

III. METHODS AND TECHNIQUES

We used a set of impact sounds that were produced us-
ing four rods with the same length and diameter, but made of
different materials. A wooden rod, with a much shorter
length but the same diameter, was used as a mallet. Several
impacts on each rod were recorded in an anechoic chamber.
The location of the impacts and the impact force varied
slightly from one instance to the next, since the rods were hit
by hand. The sounds were digitized using a sampling fre-
quency of 44 100 Hz.

The spectrograms of the sounds were computed using a
11.6 ms sliding Hanning window. Successive frames over-
lapped by 5.8 ms. Like with any other system that uses spec-
trograms, there is a trade off between spectral and temporal
resolution. Even though the type of structures obtained for
different resolutions is the same, the choice of spectral versus
temporal resolution affects the representation: the shapes of
the structures obtained differ slightly; for instance a structure
that includes a sharp onset can look more or less sharp de-
pending on the resolution. Here, we only report the results
obtained using an intermediate resolution of 512–point fast
Fourier transform.

We use principal component analysis �PCA� and inde-
pendent component analysis �ICA� to learn the sets of basis
functions from Sec. II. PCA and ICA are redundancy reduc-
tion techniques that look for the axes that best describe the
distribution of the data. These techniques are used to repre-
sent high dimensional data in a �usually lower dimensional�
space with less redundancy. The data are expressed as a lin-
ear transformation of the basis functions �i.e., the axes that
define the new space�. Given a set of M source signals of
size N �represented by an �M �N� matrix Y with one signal
per row� mixed into a set of M signal mixtures �represented
by an �M �N� matrix X with one signal mixture per row�
PCA and ICA learn a �M �M� matrix W that allows extract-
ing the source signals from matrix X:

Y = WX . �8�

If A=W−1 this equation can be rewritten as

X = AY . �9�

The two techniques differ importantly in the way they
model the distribution of the data, and in their constraints.
PCA is a second-order statistical method that assumes a
Gaussian distribution and is restricted to orthogonal basis
functions �that are the eigenvectors of the data covariance
matrix�. This technique decomposes a set of signal mixtures
into a set of decorrelated signals and can be used to reduce
the dimensionality of the data by considering I basis func-
tions, where I�M �in which case only I source signals are
obtained�. ICA is a generative model that decomposes a set
of signal mixtures into a set of maximally independent
source signals. This higher-order statistical method models
multivariate data with non-Gaussian distributions and is not
restricted to orthogonal basis functions. ICA contains PCA as
a special case when the marginal distributions of signals are
assumed to be Gaussian and the bases are restricted to be
orthogonal. �For more details on ICA and PCA, see
Hyvärinen et al. �2001� or Stone �2004�.�

For instance, in the case of the first part of Mb and when
we consider K impact sounds, matrix X consists of the hori-
zontal concatenation of transposed spectrograms
��S1�T , �S2�T , . . . , �SK�T�, A is the spectral basis �, and Y is
the horizontal concatenation of the matrices of spectral
source signals �C1 ,C2 , . . . ,CK�. A signal mixture is the con-
catenation of one transposed frame from each of the K spec-
trograms, and there are T signal mixtures. Therefore, I�T in
Eqs. �2�–�7�.

We used a built-in function from MATLAB to do PCA and
the Fast ICA software package by Hyvärinen et al. �2001� to
do ICA �for more details see Appendix C in the supplemen-
tary material�. Because both PCA and ICA model the varia-
tion around the data mean, we used both the data matrix and
its negative, i.e., we used the extended matrix �−ST ,ST�, so
that the mean would be zero. This was done so that the
model described the signal rising and falling from zero,
rather than the spectrogram mean.

IV. RESULTS

In this section, we show how to learn representations of
the intrinsic structures of impact sounds. We show that the
method developed in Sec. II can be used to characterize the
structures of a single sound or the structures of sets of related
sounds. In the latter case, the method learns representations
of the structures that are common to the set of sounds and
models their natural variability.

Section IV A explores the first part of the model, which
is characterized by the temporal basis functions �, while
Sec. IV B explores the second part of the model, which is
characterized by the spectral basis functions �. Finally, Sec.
IV C illustrates how the natural variability of related sounds
is represented by the model.
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A. Temporal basis functions �

There are two ways of applying ICA and PCA to spec-
trograms: these techniques can be used to do a spectral
analysis of Sk, in which the signal mixtures and source sig-
nals are considered to be spectra, or a temporal analysis of
Sk, in which the signal mixtures and source signals are con-
sidered to be temporal signals. Spectral analysis considers
the frames �or power spectra� of Sk as a linear combination
of independent or uncorrelated spectral source signals �for
ICA and PCA, respectively�. Here the goal is to decompose
Sk into this set of spectral source signals. �For more details
see Appendix B in the supplementary material.�

In order to learn the set of temporal basis functions �
and decompose the spectrograms into sets of spectral source
signals, we apply spectral PCA and ICA to the spectrogram
of a single impact or to the spectrograms of different impacts
on the same rod. For instance, in order to learn the temporal
basis functions � and find the sets of spectral source signals
C1 ,C2 , . . . ,CK for K sounds, model Mb does a spectral
analysis on matrix ��S1�T , �S2�T , . . . , �SK�T�, where �S1�T to
�SK�T are time aligned, so that the matrix has one row �or
transposed frame� that corresponds to the start of all K im-
pacts. The temporal basis functions � are time varying func-
tions that represent temporal properties of different subspec-
tra of the sounds. Each spectral source signal �ci

k� is
associated with a particular temporal basis function ��i� that
represents a component of the signal’s temporal behavior.

1. One impact sound

We start with the spectrogram S of a single sound. Fig-
ures 4�a� and 4�b� show six out of the ten most dominant
basis functions �i.e., �1–�10� learned by ICA.3 As can be
seen, ICA is able to isolate temporal properties of the sound:
see for instance �b in Fig. 4�a�, which represents a ringing
property of the sound, �d in the same figure, which represent
a decay property of the sound, �a in Fig. 4�a� and �e in Fig.
4�b�, which represent sustain properties, and the sharp basis
functions like �a and �d in Fig. 4�b�, and �c in Fig. 4�a�
which are related to impact �i.e., attack� properties of the
sounds.

While ICA can model the data using nonorthogonal ba-
sis functions, PCA models the data with orthogonal bases.
Consequently, the temporal basis functions learned by PCA
can differ from those learned by ICA. Figure 5 illustrates the
results obtained by PCA of the spectrogram of the sound of
an impact on an aluminum rod. This figure shows that the
dominant basis function, �1, has a much smoother shape
than the other basis functions. This basis function shapes the
overall decay of all partials. In fact, the results show that
PCA extracts a dominant basis function �1 that represents
most of the temporal structure of the sound �Fig. 6�. On
average, this basis function accounts for more than 68% of
the temporal variation in S. This property of the dominant
basis function is due to the lack of variation in the spectral
structure of the sound over time. �As an example of this
regularity, Fig. 1 shows that there is not much variation in
which partials are active over time.� �1 has the ability to
account for the temporal behavior of this spectral structure.

To illustrate this point, Fig. 7 shows the average power spec-
trum of a sound from an impact on an aluminum rod and
spectral source signal c1

Al2 obtained by PCA of the spectro-
gram of this sound. �1 describes the temporal behavior of
spectra c1

Al2, which, as can be seen in Fig. 7, is very similar
to the sound’s power spectrum, which represents the spectral
structure of the sound over time.

FIG. 4. Temporal basis functions � learned by ICA of the spectrogram of:
�a� a sound �Al2� from an impact on an aluminum rod; �b� a sound �Zn2�
from an impact on a zinc plated steel rod. In each case, six out of the ten
most dominant basis functions are shown in decreasing order of dominance
from top to bottom. The corresponding spectral source signals for Al2 �c�
and Zn2 �d� are shown also from top to bottom.
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Other less significant basis functions account for tempo-
ral behaviors that differ from the overall decay shape de-
scribed by �1. For example, the temporal shapes of �2 and
�3 account for variations in the temporal behavior of sub-
spectra c2

Al2 and c3
Al2 �Fig. 5�. �Note also that these subspectra

contain common partials with the spectral structure of the
sound, but, as can be easily seen in this figure, they account
for much less of the spectral structure of S than c1

Al2 does.
The same is true for other sounds. The less variance a basis
function accounts for, the fewer partials its spectral source
signal shares with S.� In contrast to what was seen with ICA,
these basis functions are not as directly related to temporal
properties of the sounds. �Note that since the same sound,
Al2, was used in both Figs. 4�a� and 5, these are directly
comparable.�

As seen earlier, ICA obtains a greater variety of basis

function shapes: some are similar to the most significant
PCA basis functions, but ICA is also able to learn basis func-
tions that capture structures besides decay. In fact, there
seems to be a more direct relation between the shape of the
basis functions learned by ICA and temporal properties like
ringing, resonance, decay, impact �or attack�, etc. As a con-
sequence, ICA needs more basis functions to explain the
variance of S �Fig. 6�. On average, the most significant basis
function ��1� accounts only for about 27% of the temporal
variation in S compared to 68% for PCA.

Up to this point, we have considered the basis functions;
now we will consider the spectral source signals. Because
here we consider the spectrogram S of a single sound, there
is only one spectral source signal ci

k associated with each
basis function �i. This source signal consists of the partials
that have the time varying shape described by �i. In other
words, the source signals consist of partials that have similar
time varying shape. Unlike the source signal of the dominant
basis function obtained by PCA, with ICA there is no source
signal that accounts for most of the spectral structure in S.
ICA separates partials with different time varying shapes into
different spectral source signals, which is better suited to
represent the variability in the sounds. This point is illus-
trated by Figs. 4�c� and 4�d�, which show the spectral source
signals for six out of the ten most dominant basis functions
obtained by spectral ICA. As can be seen, when ICA is used,
the partials in one spectral source signal are typically not
present in the remaining source signals. From another per-
spective, ICA learns basis functions that more directly relate
to the underlying acoustic properties. This desirable effect
allows ICA to extract more interesting temporal structures of
the sounds than those seen with PCA.

2. Ensemble of impact sounds

We will now consider the more general case of an en-
semble of impacts on the same rod. In this case, the data
matrix is defined over a set of K sounds aligned at time zero.
The result of applying spectral ICA or PCA to this data is a
set of temporal basis functions � and K sets of spectral
source signals Ck. The temporal basis functions � model the
common temporal properties of the sounds, and each set of
spectral source signals Ck represents the spectra of sound k

FIG. 5. Temporal basis functions � and spectral source signals �CAl2� ob-
tained by PCA of the spectrogram of a single sound �Al2� from an impact on
an aluminum rod. �a� The first three basis functions are shown from top to
bottom. �b� The first three spectral source signals are shown from top to
bottom.

FIG. 6. Percentage of variance explained by the basis functions in �. The
spectrograms from ten impact sounds from each rod �aluminum in black,
zinc plated steel in dark grey, steel in light grey, and wood in white� were
used. � was learned by spectral analysis on one spectrogram at a time. The
ten results obtained for each rod were averaged. Only the values for the first
six or ten temporal basis functions are shown. The dots on the curves show
the cumulative sums of the percentages. In �a� � was learned by PCA. In �b�
� was learned by ICA.

FIG. 7. Power spectrum of a sound �Al2� from an impact on an aluminum
rod. The bottom line shows the power spectrum. The line on the top shows
spectral source signal c1

Al2 found by PCA of the spectrogram of this sound.
Note how both lines show high energy on the same partials. �Here, the
source signal c1

Al2 looks different than in Fig. 5 because it is plotted in a
logarithmic scale.�
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that have the temporal properties described by �. The spec-
tral source signals �say ci

k1 and ci
k2� associated with the same

basis function �i are the subspectra �of sounds k1 and k2,
respectively� that share the temporal property described by
�i.

The results for multiple impacts resemble those for a
single impact due to the similarity in the underlying acoustic
structure across impacts. This is clear with the basis func-
tions learned by ICA, for instance, compare �a in Figs. 4�a�
and 8�a�, and is particularly obvious with the most dominant
basis function learned by PCA, for instance, compare the
first line from Figs. 5�a� and 9�a�. Even though the temporal
basis functions in these figures are not exactly the same, they
have very similar shapes.

Because more impacts on the same rod imply more vari-
ability, some acoustic structures that were represented by a
single basis function in Section IV A 1, are now represented
by multiple basis functions. For example, the ringing struc-
ture represented by �b in Fig. 4�a� is now represented by
both �c and �e in Fig. 8�a�. In order to illustrate how the
temporal variability is represented, we will examine these
two basis functions more carefully. By inspecting the spec-
tral source signals associated with �c and �e �see second
and third plots in the middle column of Fig. 10� we can

conclude that these two basis functions represent the tempo-
ral behavior of the partial at 3.95 kHz. In some impacts this
partial has a temporal shape that is more closely described by
�c �observe that for Al1 there is a peak in cc

Al1 but not in
ce

Al1�, while in other impacts the partial’s temporal shape is
more closely described by �e �for Al3 there is a peak in ce

Al3

but not in cc
Al3�. Still in other impacts a mixture of both �c

and �e is required to describe the partial’s temporal shape
�Al2 has a peak in both cc

Al2 and cc
Al2�.

Even though on average the basis functions account for
a smaller percentage of variance than in Sec. IV A 1 and
more basis functions are needed to explain the same percent-
age of variance, the difference is not significant. For in-
stance, the ten most dominant basis functions learned by
spectral ICA of a single sound account for at most 88% of
the variance, while when a set of ten sounds is used, the
same number of basis functions explains at most 84% of the
variance of the data.4 Spectral PCA shows similar results: six
basis functions suffice to explain around 99% of the variance
on a single sound, while for a set of ten sounds, six basis
functions can explain around 96% of the variance �Figs. 6
and 11�.

The results shown here were obtained from sounds re-
corded in an anechoic chamber; however, we also tested the
model with sounds recorded in a normal room �with back-
ground noise and reverberation�. In this case, S represented
not only the structure of the sound, but also the structure of
the background noise. Consequently, apart from the temporal
basis functions that accounted for the temporal structure of
the sound, spectral PCA and ICA also learned some basis
functions that described the temporal structure of the back-
ground noise �data not shown�.

The results are dependent on the sounds analyzed. Fig-
ure 8 shows that impacts on different rods are characterized
by different basis functions. For instance, some of the basis
functions that characterize impacts on aluminum have a
longer duration than the basis functions that characterize im-
pacts on wood. If sounds with different characteristics are
used, the basis functions will reflect those characteristics.

B. Spectral basis functions �

The sets of spectral source signals C1 , . . . ,CK represent
the subspectra associated with the temporal basis functions
in �. Even though each Ck is specific to an individual sound

FIG. 8. Temporal basis functions � learned by ICA of the set of: �a� ten
sounds from impacts on an aluminum rod; �b� ten sounds from impacts on a
zinc plated steel rod; and �c� ten sounds from impacts on a wooden rod. In
each figure, six out of the ten most dominant basis functions are shown in
decreasing order of dominance from top to bottom.

FIG. 9. Temporal basis functions � and spectral source signals Ck obtained
by PCA of the set of ten impacts on an aluminum rod. �a� The first three
basis functions are shown from top to bottom. �b� The first spectral source
signal for sounds Al1, Al2, and Al3.
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k, the sets of source signals do share common structures.
This can be seen in Fig. 10. The middle column shows the
spectral source signals obtained by spectral ICA of the set of
ten sounds from an aluminum rod. Although the source sig-
nals show considerable variability, there is still much com-
mon structure. The same observations can be made on the
results from spectral PCA �see Figs. 9�b� and 12�b��.

As explained in Sec. II, we can extend the approach to
model the regularities in the spectral source signals. In the
extended model, these regularities are represented by the set
of spectral basis functions �, which is learned by applying
PCA or ICA to matrices of spectral source signals, such that
�i consists of the spectral basis functions that represent the
regularities of the source signals associated with the tempo-

FIG. 10. Left column: Temporal basis functions �a, �c, �e, and � f from Fig. 8�a�. These are learned by ICA of the set of ten sounds from impacts on an
aluminum rod. Middle column: The corresponding spectral source signals for sounds Al1, Al2, and Al3. Right column: Spectral basis functions � obtained
by analysis of the spectral source signals. The first and third figures in this column show the first three spectral basis functions from �a and �c learned by
PCA. The second and fourth figures in this column show the first three spectral basis functions from �a and �c learned by ICA.

FIG. 11. Percentage of variance explained by the basis functions in �
learned by spectral analysis on the set of ten impacts on an aluminum rod
�black�, the set of ten impacts on a zinc plated steel rod �dark grey�, the set
of ten impacts on a steel rod �light grey�, and the set of ten impacts on a
wooden rod �white�. Only the values for the first six or ten temporal basis
functions are shown. The dots on the curves show the cumulative sums of
the percentages. In �a� � was learned by PCA. In �b� � was learned by ICA.
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ral basis function �i, that is, the regularities of source signals
ci

1 , . . . ,ci
K. ��i contains basis functions � 1

i , . . . ,� J
i , and �

contains sets �1 , . . . ,�I.�
Figure 12 shows the results obtained by PCA of the

spectral source signals from PCA of the set of ten impacts on
a steel rod.5 Since PCA models the data with orthogonal
bases, all basis functions within each set �i are orthogonal.
Comparing �1

1 with c1
St1, it can be seen that the energy found

in spectrum c1
St1 is being represented by this spectral basis

function. For instance, note the three peaks between 2 and
4 kHz in both lines. Even though c1

St2 and c1
St3 have peaks in

the same region, they show less energy in these partials. This
variability is accounted for in part by other spectral basis
functions in �1 and in part by Vk. Note how v1,1

St1 has a much
higher value than v1,1

St2 and v1,1
St3.

PCA can also be applied to the spectral source signals
that have been obtained by spectral ICA. The first and third
graphs in the right column of Fig. 10 show the results ob-
tained by PCA of the spectral source signals from ICA of the
set of ten impacts on the same aluminum rod. The set of
spectral basis functions �a represents the regularities of the
spectral source signals associated with �a. For instance, note
how � 1

a represents the peaks close to 6 and 7 kHz, which
can be seen in ca

Al1 and ca
Al2. Since these peaks are much

lower �or negative� in ca
Al3, va,1

Al3 has a much lower value than
va,1

Al1 and va,1
Al2 �these coefficients are not shown here�.

The number of basis functions considered is arbitrary
and depends on the application. It depends on how much of
the structure of the sounds one needs to model. To com-
pletely represent the structure of the sounds, we need to be
able to model all variability in all spectral source signals ci

k,

and, therefore, we must consider all basis functions in �.
However, the results show that when PCA is used there is a
dominant component in each set �i that represents most of
the structure in the spectral source signals ci

k. Thus, often a
very good approximation of source signals ci

k can be ob-
tained by using a small subset of �i.

Finally, we show some results from ICA of the spectral
source signals that have been obtained by spectral ICA.
Since the spectral basis functions learned by ICA are not
restricted to be orthogonal, and not many sounds �and con-
sequently not many spectral source signals�were used in this
study, the basis functions � learned by ICA are more tuned
to specific spectral source signals, that is, they resemble
more closely the shape of specific spectral source signals. As
a consequence, the representations obtained by ICA are less
compact than the representations obtained by PCA. The sec-
ond and fourth graphs in the right column of Fig. 10 show
the results obtained by ICA of the spectral source signals
from spectral ICA of the set of ten impacts on an aluminum
rod. It is interesting to note the similarities between indi-
vidual spectral basis functions and spectral source signals.
For instance, compare � 1

a to ca
Al1, and � 2

a to ca
Al2. See also

how similar � 1
c, � 2

c, and � 3
c are.

C. Variability

Natural sounds have significant variability as was illus-
trated in Figs. 1–3. Because model Mb is adapted to represent
the distribution of the ensemble of impact sounds, it also
captures this variability. The variability is represented by dif-
ferent basis functions �like �c and �e in Fig. 10� and by the
distribution of the coefficients vi,j

k . To illustrate this, Fig. 13
shows that by giving different values to the coefficients vi,j

k ,
one can use different combinations of the temporal and spec-
tral structures represented by the basis functions in � and �
to simulate the variability present in the sounds. By ran-
domly sampling the coefficients vi,j

k , we can generate differ-

FIG. 12. Top row: Temporal basis functions � and spectral source signals
Ck obtained by spectral PCA of the set of ten impacts on a steel rod. �a� First
�most dominant� basis function. �b� First spectral source signal for sounds
St1, St2, and St3. Bottom row: Spectral basis functions � and coefficients
Vk �for k� �St1 ,St2 , . . . ,St7�� obtained by PCA of the source signals. �c�
First three spectral basis functions from �1. �d� Coefficients for spectral
basis functions �1

1 to �3
1. The jth line, kth column shows v1,j

k , that is, the
coefficient for sound k and basis function � j

1.

FIG. 13. The decay shape of the partial at 3.95 kHz �which is partial e in
Figs. 1 and 2� from different spectrograms of impacts on an aluminum rod.
�a� The original partials show considerable variability. The partials �from top
to bottom� were extracted from the spectrograms of sounds Al2, Al4, Al9,
and Al10. �The partial from Al10 looks different in Fig. 3 because there it
was plotted in a logarithmic scale.� �b� The synthesized partials have a
similar range of variability. The partials were extracted from four synthe-
sized spectrograms. See the text for details.
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ent instances from the model distribution. Figure 13�a�
shows the variation in the partial at 3.95 kHz, and Fig. 13�b�
shows four different synthesis instances of the same partial
�3.95 kHz�, each extracted from a different synthesized spec-
trogram. To synthesize the spectrograms, we used the tem-
poral basis functions ��� learned by spectral ICA of the
spectrograms of ten aluminum rod impacts, the spectral basis
functions ��� learned by PCA of the corresponding spectral
source signals, and the coefficients obtained for one of the
sounds �VAl4�. To simulate the variability caused by �c and
�e �from Fig. 10� we varied the weightings of these two
basis functions. That was done by varying the values of vc

Al4

and ve
Al4 for each synthesized spectrogram. The values were

randomly sampled from the coefficient’s distribution. �Note
that in this way we are also varying the weightings of �c

and �e.� Figure 13 confirms that model Mb is suited to rep-
resent the natural variability of the sounds. The variations
obtained by the model are similar to those in the ensemble of
impact sounds �compare the variations in Fig. 13�a� to those
in Fig. 13�b��.

V. DISCUSSION AND CONCLUSIONS

Our main goal here was to develop a data-driven method
for learning a representation of the intrinsic structures of im-
pact sounds. We showed that, by using PCA and ICA, it is
possible to build a model that uses temporal and spectral
basis functions that represent the intrinsic temporal and spec-
tral structures of the sounds. The method can be used to
characterize the structures of a single sound or the structures
common to a set of impact sounds, in which case it also
captures the natural variability in the structures. Obviously, if
the method receives different inputs, it produces different
outputs, but if the sounds are of the same type, the structures
that the method learns are comparable. For instance, the re-
sults of analyzing one sound versus several sounds of the
same type are very similar. The model does not require any a
priori knowledge of the physics, acoustics, or dynamics of
the objects and events and is able to represent the underlying
acoustical structures in the sounds, which could offer advan-
tages over previous knowledge-based models.

The temporal structures of the sounds are represented by
the temporal basis functions �, which are learned by spectral
analysis of the spectrograms. The spectral structures of the
sounds are represented by the spectral basis functions �,
which are obtained in a second step by PCA or ICA of the
spectral source signals associated with the temporal basis
functions �.

Spectral ICA is able to decompose spectrograms into a
small number of underlying features �represented in the tem-
poral basis functions �� that characterize acoustic properties
such as ringing, resonance, sustain, decay, and onsets. Since
the method is not restricted to learn explicit features �or
structures� of the sounds, the representations obtained in-
clude new information that was not represented by previous
�physical� models. For instance, features that are more ab-
stract than simple decay rate or average spectra, like features
that characterize ringing, or decay shapes that are not expo-
nential, can now be modeled and easily extracted from the

sounds. Spectral PCA gives compact representations of the
temporal structures in the spectrograms. For instance, six ba-
sis functions can explain 96% or more of the variance of the
data �see Sec. IV A 2�. Such low dimensional characteriza-
tions of the data can present advantages over previous physi-
cal models. For example, since impact sounds can have hun-
dreds of partials �van den Doel et al., 2002�, modeling them
with Eq. �1� would mean using a very big N. When the
objective is to model only the perceptually relevant portions
of the sound, many less partials can be used �that is, N can be
substantially smaller�, yet determining which partials should
be used is also a difficult question �van den Doel et al.,
2002�.

Brown and Smaragdis �2004� have used ICA to separate
different notes from two-note musical trills. In another study
the same authors have used non-negative matrix factorization
�NMF�, which is another redundancy reduction technique, to
analyze polyphonic musical passages �Smaragdis and
Brown, 2003�. Although these approaches are related to
those presented here, their goal was to separate notes from
musical segments with more than two notes. Even though the
analyses used in both these studies resemble our analysis
method, there are some fundamental differences. The main
difference is that we are partitioning individual sounds ac-
cording to the temporal behavior of the partials, whereas in
their studies the sounds are being segmented according to
events; we are interested in representing the structure of
sounds of the same type efficiently, whereas they are inter-
ested in segmenting sound events. Also, while their analyses
are appropriate for highly harmonic sounds, transient sounds
with high structure variability are better described by our
method, given that here individual sounds are represented by
more than one temporal and spectral basis functions.

Most work with redundancy reduction techniques �like
ICA, PCA, NMF, singular value decomposition, and sparse
coding� and spectrograms or other time-frequency structures
�like constant Q-transforms and wavelets�, focus on the
source separation problem, and, as with the above-mentioned
two studies, it segments sounds according to events �e.g.,
Barros et al., 2002; Casey and Westner, 2000; Smaragdis,
2004; Virtanen, 2004�. Some MPEG-7 audio features are ob-
tained using similar techniques, and there has been work on
sound classification, recognition, and event detection using
these features �e.g., Kim et al., 2004; Xiong et al., 2003�. All
these studies use techniques similar to those used in the
method presented here, but their goals are very different and,
to the best of our knowledge, the method presented is the
first to partition individual sounds according to the temporal
behavior of the partials. Even though this paper does not
discuss sound classification and recognition, the basis func-
tions learned by the method presented here, may be particu-
larly useful to such applications.

Although here we have only considered impact sounds,
namely impacts on rods, we predict that this model can be
used to represent other types of transient acoustic events. The
work presented considers only the spectral content of the
signals. Nonetheless, there is also complex structure in the
phase of the signals, which is important for synthesizing
sound waveforms from the model.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 S. Cavaco and M. S. Lewicki: Modeling intrinsic structures of impact sounds 3567



ACKNOWLEDGMENTS

This work was supported in part by fellowships from
Fundação Calouste Gulbenkian �Portugal� and Fundação
para a Ciência e a Tecnologia �Portugal� to S.C. and a grant
from the National Science Foundation to M.S.L.

APPENDIX

See EPAPS Document No. E-JASMAN-121–046706 for
Appendices A, B, and C. This document can be reached via
a direct link in the online article’s HTML reference section
or via the EPAPS homepage �http://www.aip.org/pubservs/
epaps.html�.

1Here matrices are represented in bold upper case, vectors, which are col-
umn vectors unless the transpose is used, are represented in bold lower
case, and scalars are represented in lower case. The horizontal concatena-
tion of matrices A and B is �A ,B�.

2We use upper indexes to distinguish different variables of the same type, so
for instance X1 and X2 are two different matrices of the same type. Lower
indices are used to index values within a matrix or vector.

3In order to make the graphs more readable, some of the basis functions �i

and corresponding spectral source signals ci
k have been multiplied by −1.

4Since the basis functions given by PCA are orthogonal, the sum of the
variances that they explain gives the total variance explained. However, the
same is not true for the basis functions given by ICA, which are not re-
stricted to being orthogonal. In this case, the sum of the variances may
correspond to a quantity that is bigger than the actual variance explained by
the basis functions.

5In order to make the graphs more readable, some of the basis functions � j
i

and corresponding coefficients vi,j
k have been multiplied by −1.
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For several decades there has been a great deal of interest in acoustic sensors that can make multiple
measurements at a single point in the ocean. The order of such sensors has been defined by linking
it to the order of the Taylor series approximation of the pressure field at that point. Following this
definition, the pressure, vector, and dyadic sensor is of order zero, one, and two, respectively. For
this theoretical study, a multichannel three-dimensional spatial filter is derived for a directional
acoustic sensor of arbitrary order. Explicit formulas are found for the filter coefficients that
maximize the array gain �directivity index� of the filter as well as an explicit expression for the
maximum array gain �directivity index�. This process is repeated for the case of a first-order null
placed in the direction opposite to the look direction of the multichannel filter. Finally, an example
is presented which tracks the array gain and beamwidth of a third-order acoustic sensor as the order
of the null is assigned values 0, 1, 2, and 3. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2724239�

PACS number�s�: 43.60.Fg, 43.30.Wi �EJS� Pages: 3569–3578

I. INTRODUCTION

D’Spain �1994� was the first to point out a qualitative
relationship between the Taylor series expansion of a pres-
sure field and a vector sensor. Cray and Nuttall �1997� uti-
lized the four physical quantities measured by a vector sen-
sor as inputs to a multichannel filter and demonstrated that a
single vector sensor can perform spatial filtering or beam-
forming. A detailed vector-sensor beam pattern analysis was
presented by Wong and Chi �2002�. Hawkes and Nehorai
�1998� investigated and quantified the factors that lead to the
improved direction-of-arrival estimation performance of a
vector-sensor array as compared to a pressure-sensor array. A
collection of direction-finding algorithms were developed by
Wong and Zoltowski �1997�, �1999�, �2000� and Tichavsky,
Wong, and Zoltowski �2001�.

The Taylor series relationship and the multichannel fil-
tering concept led Silvia �2001� and Silvia, Franklin, and
Schmidlin �2001� to introduce and investigate the acoustic
dyadic sensor. This sensor arises from the second-order ap-
proximation of the Taylor series expansion of the pressure
field. It was shown that a dyadic sensor can produce a beam-
width and a maximum array gain �against isotropic noise� of
65° and 9.5 dB as compared to 105° and 6 dB for a vector
sensor.

Cray �2002� and Cray et al. �2003� presented theory for
acoustic receivers of order greater than two. It was pointed
out that, although further improvement in directionality is
achieved by high-order directional sensors, these sensors can
be significantly more sensitive to nonacoustic noise sources.
In spite of practical limitations, Hines et al. �2000� demon-
strated that a superdirective array can provide substantial im-
provement over a conventional array in particular instances.

This paper extends the multichannel filtering approach
of Silvia �2001� to directional acoustic sensors of arbitrary
order. The resulting beam pattern function is a polynomial in
a single variable. This variable represents the inner product
of two unit vectors, a steering vector and a unit vector de-
noting the direction of a plane-wave source. The coefficients
of the polynomial are not functions of any steering param-
eters, making it easier to maximize the directivity index �ar-
ray gain� subject to linear constraints. Section II derives the
multichannel filter structure and the beam pattern function.
In Sec. III, explicit formulas are given for the maximum
array gain �directivity index� and for the associated filter co-
efficients. Finally, Sec. IV considers the problem of maxi-
mizing the directivity index �array gain� subject to linear
constraints imposed by the placement of nulls in the beam
pattern.

II. GENERALIZED ACOUSTIC SENSORS

A. Acoustic sensor of order v

It is natural to define an idyllic acoustic sensor located at
a point �x0 ,y0 ,z0� in three-dimensional space as one that can
determine the pressure field at any other point �x ,y ,z� solely
from measurements at �x0 ,y0 ,z0�. What measurements are
required is clearly brought out by the Taylor series expansion
of the pressure field about the point �x0 ,y0 ,z0�. Assuming
that the sensor is located at the origin �0,0 ,0�, the infinite
series expansion may be written as

p�t,x,y,z� = �
�=0

�

�
m=0

�

�
n=0

�

p�,m,n�t�
x�ymzn

� ! m ! n!
, �1�

wherea�Electronic mail: dschmidlin@umassd.edu
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p�,m,n�t� = � ��+m+np�t,x,y,z�
�x� � ym � zn �

x=0,y=0,z=0
�2�

are the various spatial partial derivatives of the pressure
evaluated at the point �0,0 ,0�. The above equations show
that the idyllic sensor must measure at the origin the pressure
and all of its spatial partial derivatives. Clearly, this is not
possible in practice. More practical sensors can be defined by
truncating the three-dimensional Taylor series. In order to do
this, it is useful to express the sum �1� in the equivalent form

p�t,x,y,z� = �
d=0

�
pd�t,x,y,z�

d!
, �3�

where

pd�t,x,y,z� = �
�+m+n=d

p�,m,n�t�� d

� ,m,n
�x�ymzn �4�

is a homogeneous polynomial of degree d in the variables

x ,y ,z and � d

� ,m ,n �= d!
�!m!n! is the multinomial coefficient. The

triple sum in Eq. �4� is taken over all non-negative integers
� ,m ,n for which �+m+n=d. A generalized acoustic sensor
of order v is defined as one that extrapolates the pressure
field by means of the formula

p̂�t,x,y,z� = �
d=0

v
pd�t,x,y,z�

d!
. �5�

The approximation to the pressure field given by Eq. �5� is a
multivariable polynomial in x ,y ,z of degree v. Hence, the
generalized acoustic sensor of order v measures the pressure
p�t ,0 ,0 ,0� and the spatial partial derivatives p�,m,n�t� for all
� ,m ,n such that �+m+n=1,2 , . . . ,v. When v=0, Eq. �5�
defines a generalized acoustic sensor of order 0, which is the
ordinary acoustic pressure sensor. When v=1, Eq. �5� defines
a generalized acoustic sensor of order one. This sensor is the
pressure gradient or vector sensor. The vector sensor mea-
sures the pressure and the gradient of the pressure �three
spatial first-order partial derivatives�. When v=2, Eq. �5� de-
fines a generalized acoustic sensor of order two. This sensor
is the acoustic dyadic sensor. The dyadic sensor measures the
pressure, the pressure gradient, and the Hessian of the pres-
sure �six spatial second-order partial derivatives�. For a given
v, Eq. �5� allows for the extrapolation of the acoustic pres-
sure in a spherical volume about the measurement point. As
v increases, the accuracy of the extrapolation increases as
well as the volume. For a particular set of v values, a mean-
square analysis can be carried out that determines the percent
error in Taylor series approximation of the pressure field as a
function of the sensor radius of coverage �as a percentage of
wavelength�. Such an analysis was performed by Silvia
�2001� for v=0,1 ,2.

B. Multichannel filtering

Of primary interest in this paper is the directionality
achievable by generalized acoustic sensors. To this end, it is
instructive to look at Eq. �5� in the temporal frequency do-
main for the case of an acoustic plane wave. Figure 1 illus-

trates a plane wave propagating towards the origin of a rect-
angular coordinate system. Located at the origin is an
acoustic sensor of order v. The pressure of the planar wave
front can be written in the form

p�t,x,y,x� = p�t +
n · r

c
� = p�t +

nxx + nyy + nzz

c
� , �6�

where

nx = sin � cos � ny = sin � sin � nz = cos � . �7�

The form of Eq. �2� becomes

p�,m,n�t� =
nx

�ny
mnz

n

c�+m+n

��+m+np�t�
�t�+m+n . �8�

The temporal Fourier transform of Eq. �8� is given by

P�,m,n��� =
nx

�ny
mnz

n

c�+m+n �j���+m+nP��� . �9�

Taking the temporal Fourier transform of Eq. �4� results in

Pd��,x,y,z� = �
�+m+n=d

P�,m,n���� d

� ,m,n
�x�ymzn. �10�

The substitution of Eq. �9� into Eq. �10� yields

Pd��,x,y,z� = � j�

c
�d

P��� �
�+m+n=d

� d

� ,m,n
�

��nxx���nyy�m�nzz�n. �11�

Applying the multinomial formula to the summation in Eq.
�11� leads to

Pd��,x,y,z� = � j�

c
�d

�nxx + nyy + nzz�dP��� . �12�

Equation �12� can be expressed in the alternate form

Pd��,r� = � j�

c
�d

�n · r�dP��� . �13�

The temporal Fourier transform of Eq. �5� is

FIG. 1. Plane wave propagating towards the origin of a rectangular coordi-
nate system.
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P̂��,r� = �
d=0

v
Pd��,r�

d!
, �14�

where the alternate notation introduced in Eq. �13� is uti-
lized. Equation �14� represents the pressure-field extrapola-
tion in the frequency domain made by a generalized acoustic
sensor of order v. As the value of v increases, the accuracy of
the extrapolation increases. Consider now a slightly more
general form of Eq. �14�, namely,

P̂a��,r� = �
d=0

v

Ad���Pd��,r� , �15�

where the various Ad��� are to be interpreted as weights.
Equation �15� may be interpreted as the temporal Fourier
transform of the output of a multichannel filter when the
inputs are the derivatives p�,m,n�t� defined by Eq. �2�. When
each Ad��� is equal to 1/d!, the multichannel filter is an
extrapolator. The vector r specifies the point at which the
extrapolation is made. Consider now the following values for
the weights:

Ad��� = ad� c

j�
�d

, d = 0,1,2, . . . . �16�

The substitution of Eqs. �13� and �16� into Eq. �15� gives

P̂a��,r� = P���g�n · r� , �17�

where

g�n · r� = �
d=0

v

ad�n · r�d. �18�

Equation �17� no longer represents a pressure field extrapo-
lation. Hence, the vector r can no longer be interpreted as
referring to the extrapolation point in space. Since Eq. �17�
now corresponds to a multichannel spatial filter, the vector r
will be replaced by

ns = sin �s cos �sx̂ + sin �s sin �sŷ + cos �sẑ . �19�

Equation �18� becomes

g�n · ns� = g��,�� = �
d=0

v

ad�n · ns�d, �20�

where

n · ns = sin � sin �s cos�� − �s� + cos � cos �s. �21�

The function given by Eq. �20� is the beam pattern of the
multichannel filter, or equivalently, the beam pattern of the
associated directional acoustic sensor of order v. The basic
structural equations for the multichannel filter are

P̂a��,�,�� = �
d=0

v

Ad���Pd��,�,�� , �22�

Pd��,�,�� = �
�+m+n=d

b�,m,nP�,m,n��� , �23�

b�,m,n = � d

� ,m,n
�sin�+m��s�cosn��s�cos���s�sinm��s� .

�24�

Equation �22� is the same as Eq. �15� with the exception that
the dependence on the angles � and � is made explicit. Equa-
tions �23� and �24� follow from Eqs. �10� and �19�, where
x ,y ,z in Eq. �10� is replaced by the components of Eq. �19�.
Figure 2 shows the multichannel filter that arises from a gen-
eralized acoustic sensor of order v. There are v clusters of
derivatives that are input to the multichannel filter. The jth
cluster consists of all of the pressure derivatives of order j.
The number of such derivatives is �j+2��j+1� /2. These de-
rivatives are each multiplied by a constant and added. The
sum is then input to a filter whose frequency transfer func-
tion is Aj��� resulting in an output that corresponds to the jth
cluster. Finally, these outputs are summed to obtain the out-
put of the multichannel filter. There are two sets of coeffi-
cients associated with the multichannel filter, namely, b�,m,n

and ad. The b�,m,n coefficients, which are computed from Eq.
�24�, determine the angles �s and �s at which the magnitude
of the beam pattern g�� ,�� attains its maximum value. The
coefficients 	ad
d=0

v are to be chosen so as to achieve some
optimality condition such as maximum array gain or opti-
mum null placement.

FIG. 2. Multichannel filter that arises from an acoustic
sensor of order v.
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III. DIRECTIVITY OF GENERALIZED ACOUSTIC
SENSORS

A. Beam power pattern

The directionality of the acoustic sensor of order v is
achieved by the signal processing diagrammed in Fig. 2. The
multichannel filter of Fig. 2 has �v+1��v+2��v+3� /6 inputs
and one output. It is difficult to see from Fig. 2 the depen-
dence of the output on the angles � and � of the input plane
wave to the acoustic sensor. Equation �17� suggests the sim-
pler diagram of Fig. 3. The input p�t� is the temporal varia-
tion of the pressure at the acoustic sensor. The dependence of
the output on � and � is explicitly determined by the beam
pattern function g�� ,��. The beam pattern for the acoustic
sensor of order v is given by Eq. �20�. It is advantageous to
express the beam pattern in the alternate forms

gu�u� = �
d=0

v

adud, �25�

g���� = �
d=0

v

ad cosd� , �26�

where

u = n · ns = cos � . �27�

Equations �25� and �26� represent the beam pattern in u
space and � space, respectively. The variable �, which is
illustrated in Fig. 4, is the angle between the unit vectors n
and ns. The directional acoustic sensor is “looking” in the
direction indicated by the steering vector ns. The unit vector
n is collinear with the wave number vector k of the planar
wave front shown in Fig. 1. The ranges of the variables u and
� are −1�u�1 and 0����. Both of these variables are
functions of the angles � and �. Generally, there are an in-
finite number of pairs �� ,�� that result in the same value of
u �or ��.The two exceptions are u=1 ��=0� and u=−1 ��

=��. In the first exception, �=�s ,�=�s whereas in the sec-
ond, �=�−�s and �=�s+� when 0��s�� and �=�s−�
when �	�s	2�. The case u= ±1 corresponds to n= ±ns.
When u=1 the directional acoustic sensor is looking at the
planar wave front, and when u=−1 it is looking in the oppo-
site direction.

The beam pattern of the directional acoustic sensor has
been expressed in the three forms defined by Eqs. �20�, �25�,
and �26�. Correspondingly, the beam power pattern, which is
the square of the beam pattern, has the three forms

B��,�� = g2��,�� = �
n=0

2v

cn�n · ns�n, �28�

Bu�u� = gu
2�u� = �

n=0

2v

cnun, �29�

B���� = g�
2��� = �

n=0

2v

cn cosn� , �30�

where

cn = �
�=0

n

an−�a�, n = 0,1, . . . ,2v . �31�

It follows from Eq. �25� that if u=1and

�
d=1

v

ad = 1 �32�

then the value of the beam power pattern at u=1 is unity, i.e.,
Bu�1�=1. In the design of the multichannel filter, which gives
the acoustic sensor its directionality, it will be assumed that
the filter coefficients ad satisfy the constraint specified by Eq.
�32�. In addition, the filter coefficients must be selected such
that the beam power pattern Bu�u� have values generally sig-
nificantly less than unity when u�1. One design criterion
that achieves this objective is the maximization of the array
gain �directivity index�.

B. Array gain and directivity index

For the purpose of detecting a plane wave signal, the
array gain of a spatial filter �directional sensor� is defined as
the ratio of the noise power out of an omnidirectional device
to the noise power out of the spatial filter �directional sen-
sor�. Burdic �1991� defines the array gain �expressed in deci-
bel notation� as

AG = 10 log� �0
2��0

�N��,��2sin �d�d�

�0
2��0

�N��,��2B��,��sin �d�d�
� . �33�

N�� ,��2 is the noise field angular intensity distribution. If
the noise field is isotropic, this distribution has a constant
value for all � and �. The array gain simplifies to

AG = − log J , �34�

where

FIG. 3. Effective processing of the multichannel filter.

FIG. 4. The angle � between the steering vector ns and the unit vector n.
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J =
1

4�
�

0

2� �
0

�

B��,��sin �d�d� . �35�

The quantity J represents the normalized noise power out of
the spatial filter of Fig. 2. The power is normalized with
respect to the noise power out of an omnidirectional sensor.

Another fundamental measure of the performance of a
directional acoustic sensor is the directivity index. Following
the definition of Nuttall and Cray �2001� for apertures and
arrays, the directivity index of a directional sensor is defined
as a decibel measure of the improvement in the signal-to-
noise ratio that a directional sensor provides in an ideal iso-
tropic noise field with a perfectly correlated signal, relative
to an omnidirectional sensor in the free field. Using this defi-
nition for the case of a normalized beam power pattern
�B��s ,�s�=1� and isotropic noise, the value of the directivity
index is the same as that of the array gain specified by Eq.
�34�. Appendix A evaluates the integral �35�. The value of
the noise power J is given by �A21�. If �A22� is substituted
into �A21�, then

J = a�Ha , �36�

where

hij = � 1

i + j + 1
for i + j even

0 for i + j odd

i, j = 0,1, . . . ,v .

�37�

a� = �a0 a1 ¯ av � . �38�

The directivity index �array gain� becomes

DI = AG = − 10 log�a�Ha� . �39�

The matrix defined by Eq. �37� is a Hankel matrix, that is, all
of the elements along each skew diagonal are equal. This
matrix is identical to the one found by Cray et al. �2003� for
the case of a limited combined receiver that measures pres-
sure derivatives, to any order, only along the z axis. The
matrix H is positive definite and the noise power specified by
Eq. �36� is a positive definite quadratic form in the filter
coefficients aj. Equation �36� suggests a criterion for deter-
mining the filter coefficient values, namely, the minimization
of the noise power J. Mathematically, the problem is the
minimization of a�Ha subject to the constraint imposed by
Eq. �32�. Applying the method of Lagrange multipliers �see
Appendix B�, the solution is

a =
H−1u

u�H−1u
. �40�

Each element of the column vector u is equal to 1. The
substitution of Eq. �40� into Eq. �39� results in

DImax = AGmax = − 10 log�u�H−1u� . �41�

Equations �40� and �41� allow for the computation of the
maximum array gain �directivity index� and the associated
values of the filter coefficients for an arbitrary sensor order v.
However, it will be shown in the next subsection that the
form of matrix H is such that it is possible to derive explicit

formulas for the maximum array gain and associated filter
coefficients.

C. Explicit formulas for maximum array gain and
associated filter coefficients

The rows and columns of the matrix H defined by Eq.
�37� can be rearranged so that the new H matrix is a block
Hankel matrix having the form

H = �H1 0

0 H2
� , �42�

where

hij
�1� =

1

2�i + j� + 1
, i, j = 0,1, . . . ,m1, �43�

hij
�2� =

1

2�i + j� + 3
, i, j = 0,1, . . . ,m2. �44�

The values of m1 and m2 depend on whether the sensor order
v is even or odd, that is,

m1 = �v/2 for v even

�v − 1�/2 for v odd,
�45�

m2 = � v/2 − 1 for v even

�v − 1�/2 for v odd.
�46�

The noise power is now a sum of two quadratic forms,
namely,

J = a1�H1a1 + a2�H2a2, �47�

where

a1� = �a0 a2 a4 ¯ � , �48�

a2� = �a1 a3 a5 ¯ � . �49�

The matrices H1 and H2 are positive definite Hankel matri-
ces. The column vector a1 and a2 contains the even-indexed
and odd-indexed filter coefficients, respectively. The optimi-
zation problem now becomes one of minimizing Eq. �47�
subject to Eq. �32�. The solution is given by Eq. �B5� in
Appendix B. For this problem, N=1, 
1=1, b1=u1, and c1

=u2. The latter two quantities are column vectors of all one’s
and having lengths �1=1+m1 and �2=1+m2. The solution
for �1 is given from �B6� as

�1 =
2

u1�H1
−1u1 + u2�H2

−1u2
. �50�

In light of Eq. �B5�, the solutions for a1 and a2 are

a1 =
H1

−1u1

u1�H1
−1u1 + u2�H2

−1u2
, �51�

a2 =
H2

−1u2

u1�H1
−1u1 + u2�H2

−1u2
. �52�

The Hankel matrices H1 and H2 are also Cauchy matrices.
Let 	�i
i=1

1+m and 	i
i=1
1+m be 2+2m numbers such that �i
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+ j�0 for all i and j. Then a matrix C for which cij
=1/ ��i+ j� is called a Cauchy matrix. An explicit formula
for the elements of the inverse of a Cauchy matrix is given in
the appendix of Gerber and Shiru �2005�. The i− j entry of
C−1 is

��
h=0

h�i

m
h + � j

h − i��� j + i���
k=0

k�j

m
�k + i

�k − � j� . �53�

Applying Eq. �53� to the matrices H1 and H2 results in

H1
−1 = D1H1D1

H2
−1 = D2H2D2

. �54�

The matrices D1 and D2 are diagonal matrices whose ele-
ments along the main diagonal are given by

di
�1� = 2�− 1�i

�i + 1
2�m1+1

i ! �m1 − i�!
i = 0,1, . . . ,m1. �55�

di
�2� = 2�− 1�i

�i + 3
2�m2+1

i ! �m2 − i�!
i = 0,1, . . . ,m2. �56�

The symbol �a�n appearing in Eqs. �55� and �56� is the Poch-
hammer symbol and is defined as

�a�0 = 1, �a�n = a�a + 1� . . . �a + n − 1� n = 1,2,3, . . . .

�57�

The direct application of Eqs. �A10� and �A12� in the appen-
dix of Gerber and Shiu �2005� leads to the relationships

H1
−1u1 = �− 1�m1d1 H2

−1u2 = �− 1�m2d2

u1�H1
−1u1 = �m1 + 1��2m1 + 1� �58�

u2�H2
−1u2 = �m2 + 1��2m2 + 3� .

The elements of the column vectors d1 and d2 are given by
Eqs. �55� and �56�, respectively. The substitution of Eq. �58�
into Eq. �50� through Eq. �52� results in �1=2/ �1+v�2 and

a1 =
�− 1�m1

�1 + v�2d1 a2 =
�− 1�m2

�1 + v�2d2. �59�

From Eq. �B8�, the minimum value of J is equal to �1 /2. The
maximum directivity index �array gain� is

DImax = AGmax = − 10 logJmin = 20 log�1 + v� . �60�

Equation �59� gives explicit formulas for the filter coeffi-
cients that maximize the directivity index �array gain� of a
directional acoustic sensor of order v. The value of this
maximum directivity index �array gain� is specified by Eq.
�60�. As an example consider a sensor of order 5. The Hankel
Matrices H1 and H2 have the values

H1 = � 1 1/3 1/5

1/3 1/5 1/7

1/5 1/7 1/9
� H2 = �1/3 1/5 1/7

1/5 1/7 1/9

1/7 1/9 1/11
� . �61�

Equations �45� and �46� indicate that m1=m2=2. By means
of Eqs. �55�, �56�, and �59� one finds that

a1 =
1

96� 5

− 70

105
� a2 =

1

96� 35

− 210

231
� . �62�

The filter coefficient vector a is

a = �5 35 − 70 − 210 105 231 �/96. �63�

If Eq. �63� is scaled so that the coefficient a0 is normalized to
1, the resulting filter coefficient vector is equal to that ob-
tained by Hines et al. �2000�. The value of the array gain is
obtained from Eq. �60� as 15.6 dB.

Illustrated in Fig. 5 is the beam pattern gu�u� for several
values of v. For a particular value of v, the beam pattern is 1
when u=1 and it passes through zero v times with the peak
values of the oscillations decreasing as v increases. One can
define the beamwidth in u space as the difference between
u=1 and the value of u for which gu�u�=�2/2. Using this
definition, the beamwidth is 0.395, 0.1567, 0.0852, and
0.0537 for values of v equal to 1, 2, 3, and 4, respectively.
Figure 6 shows a plot of the beamwidth in � space as a

FIG. 5. The beam pattern gu�u� for several values of v.

FIG. 6. The beamwidth in � space as a function of the angle �.
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function of the angle � for the same values of v. In the
generation of the plot, it has been assumed that acoustic sen-
sor’s steering angle �S has been set to �. For all values of v,
the minimum value of the beamwidth occurs at �=� /2.
Note that as the sensor order increases, the value of the mini-
mum beamwidth decreases, and the beamwidth curve be-
comes flatter making the beamwidth less sensitive to the
angle �. Figure 7 gives the variation of the minimum beam-
width with the order of the directional acoustic sensor. Note
that as the order increases, the amount of improvement in
minimum beamwidth decreases.

IV. DIRECTIONAL ACOUSTIC SENSORS WITH NULL
PLACEMENTS

A. First-order null in direction opposite to the look
direction

In the design of beam patterns, it is often desirable to
place one or more nulls in prescribed directions. This section
is concerned with the problem of maximizing the array gain
subject to a first-order null placed in the direction opposite to
the look direction ��S ,�S�. This opposite direction corre-
sponds to u=−1 in u space and �=� in � space. Setting u
= ±1 in Eq. �25� results in two equations

gu�1� = �
d=0

d=even

v

ad + �
d=0

d=odd

v

ad = 1. �64�

gu�− 1� = �
d=0

d=even

v

ad − �
d=0

d=odd

v

ad = 0. �65�

Adding and subtracting Eqs. �64� and �65� leads to the rela-
tionships

�
d=0

d=even

v

ad = �
d=0

d=odd

v

ad = 1/2. �66�

As in Sec. III of this paper, the objective is to minimize the
noise power �47� subject to linear constraints. This time there
are two linear constraints �N=2�. Referring again to Appen-
dix B, the constraints are represented by


1 = 
2 = 1
2 , b1 = u1, b2 = 0, c1 = 0, c2 = u2. �67�

Column vectors b2 and c1 contain all zero entries. The
Lagrange multipliers are determined from Eq. �B6� as

�1 =
1

u1�H1
−1u1

, �2 =
1

u2�H2
−1u2

. �68�

The solutions for a1 and a2 are found from Eq. �B5� as

a1 = 1
2

H1
−1u1

u1�H1
−1u1

, a2 = 1
2

H2
−1u2

u2�H2
−1u2

, �69�

which because of Eq. �58� can be expressed as

a1 =
1
2 �− 1�m1

�m1 + 1��2m1 + 1�
d1, a2 =

1
2 �− 1�m2

�m2 + 1��2m2 + 3�
d2.

�70�

The value of Jmin is gotten from Eq. �B8� as Jmin= 1
4 ��1

+�2�. The utilization of Eq. �68� together with Eq. �58� leads
to Jmin=1/ �v2+2v�. The maximum array gain is

AGmax = 10 log�v2 + 2v� . �71�

Equation �60� gives the maximum array gain when no null
constraint is placed at u=−1. This gain may be written in the
form

AGmax = 10 log�v2 + 2v + 1� . �72�

Equations �71� and �72� show that the reduction in array gain
caused by the null quickly becomes insignificant as the value
of v increases. For the case of a vector sensor �v=1�, the
array gain with and without the null is 4.8 and 6.0 dB, re-
spectively, a difference of 1.2 dB. But for the dyadic sensor
�v=2�, the array gain with and without the null is 9.0 and
9.5 dB, respectively, a difference of 0.5 dB. The difference
further decreases to 0.28 and 0.17 dB for v=3 and v=4,
respectively.

B. Example: Third-order directional acoustic sensor

This section considers the third-order directional acous-
tic sensor. Multichannel filters are designed which maximize
the array gain subject to first-, second- and third-order nulls
at u=−1. The array gain and beamwidth of these spatial fil-
ters are compared with each other and with the case of no
null at u=−1. For the special case of v=3, the matrices H1

and H2 have the values

H1 = � 1 1/3

1/3 1/5
�, H2 = �1/3 1/5

1/5 1/7
� . �73�

For the third-order sensor, m1=m2=1, d1�= �3/2 −15/2 �,
and d2�= �15/2 −35/2 �. The filter coefficients are deter-

FIG. 7. The variation of minimum beamwidth with the sensor order v.
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mined from Eqs. �59� and �69� for the case of maximizing
the array gain with no null and one null at u=−1, respec-
tively. The solutions are

a� = �− 3/32 − 15/32 15/32 35/32 � , �74�

a� = �− 1/8 − 3/8 5/8 7/8 � . �75�

The array gains are computed from Eqs. �71� and �72� as
11.8 and 12.0 dB. With a third-order directional acoustic
sensor, it is also possible to generate a second-order and a
third-order null at u=−1. For a third-order null, the beam
pattern function would have the form

gu�u� = �1 + u�3/8 = �1 + 3u + 3u2 + u3�/8. �76�

Computing the array gain from Eqs. �39� and �42� results in
8.5 dB. Finally, in order to design the multichannel filter so
as to generate a second-order null at u=−1, one other linear
constraint must be satisfied besides the two stated in Eq.
�66�, namely,

gu��− 1� = a1 − 2a2 + 3a3 = 0. �77�

The constraint �77� corresponds to 
3=0 ,b3= �0 −2 �� ,c3

= �1 3 ��. The matrix equation for the Lagrange multipliers
is formed from Eq. �B6� as

� 6 0 − 15

0 10 45

− 15 45 300
���1

�2

�3
� = �1

1

0
� . �78�

The solution of Eq. �78� is �1=1/12,�2=1/4 ,�3=−1/30.
The value of Jmin is 1 /12 and the array gain is 10 log�12�
=10.8 dB. The filter coefficient vectors a1 and a2 are com-
puted from Eq. �B5� as

a1 =
1

16
�− 3

11
�, a2 =

1

16
�1

7
� . �79�

Figure 8 shows the beam pattern function gu�u� for the three
cases considered in this section plus the case of maximum
array gain with no null. As expected, as the order of the null
at u=−1 increases, the beam pattern curve is more maxi-

mally flat at u=−1. For positive values of u, the no-null and
first-order null case follow each other fairly closely. Table I
gives for each case the maximum array gain and the mini-
mum beamwidth. For the case of no null and a first-order
null, the values of the maximum array gain and the minimum
beamwidth are close. As the order of the null increases, the
maximum array gain decreases and the minimum beamwidth
increases. The most pronounced difference is between the
second-order and third-order nulls �2.3 dB and 21.3°�.

APPENDIX A: DETERMINATION OF THE OUTPUT
NOISE POWER

The normalized noise power at the output of the multi-
channel filter �directional sensor� is

J =
1

4�
�

0

2� �
0

�

B��,��sin �d�d� . �A1�

Substituting Eq. �28� into Eq. �A1� gives

J = �
n=0

2v

cnIn. �A2�

In =
1

4�
�

0

2� �
0

�

�n · ns�nsin �d�d� . �A3�

The components of the unit vectors n and ns are given in
Eqs. �7� and �19�, respectively. To simplify notation, let the
components of ns be represented by � , ,�. Then

�n · ns�n = �� sin � cos � +  sin � sin � + � cos ��n.

�A4�

In order to expand Eq. �A4� consider the multinomial for-
mula

�x1 + x2 + x3�n = �
i+j+k=n

� n

i, j,k
�x1

i x2
j x3

k . �A5�

� n

i, j,k
� =

n!

i ! j ! k!
. �A6�

Applying the multinomial formula �A5� to Eq. �A4� results
in

�n · ns�n = �
i+j+k=n

� n

i, j,k
��i j�kf��,��

FIG. 8. Beam pattern gu�u� for various order nulls at u=−1.

TABLE I. Tabulates the maximum array gain and minimum beamwidth of a
third-order sensor for nulls of various orders at u=−1

Order of
null

Maximum array
gain
�dB�

Minimum
beamwidth
�degrees�

0 12.0 47.6
1 11.8 49.3
2 10.8 55.8
3 8.5 77.1
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f��,�� = sini+j� cosk� cosi� sinj� . �A7�

If Eq. �A7� is placed into Eq. �A3�, the terms in the resulting
equation can be rearranged so that

In =
1

4�
�

i+j+k=n
� n

i, j,k
��i j�kIA�k�IB�i, j� . �A8�

IA�k� = �
0

�

sinn−k+1� cosk�d� . �A9�

IB�i, j� = �
0

2�

cosi� sinj�d� . �A10�

The integrals IA�k� and IB�i , j� can be evaluated with the help
of the following integral which can be found on p. 389 of
Gradshteyn and Ryzhik �2000�:

�
0

�/2

sinp−1x cosq−1xdx =
1

2
B� p

2
,
q

2
�

�A11�
Re p � 0, Re q � 0.

The function B�·� is the beta function. Note that the inte-
grands of Eqs. �A9�–�A11� are identical in form. However,
the limits of each are different. The values of IA�k� and
IB�i , j� can be determined by expressing each integral as a
sum of integrals whose form and limits of integration are the
same as in Eq. �A11�. When this is done, the result is

IA�k� =
1 + �− 1�k

2
B�n − k + 2

2
,
k + 1

2
� . �A12�

IB�i, j� = �1 + �− 1�i+j�
1 + �− 1�i

2
B� j + 1

2
,
i + 1

2
� . �A13�

For a particular �i , j ,k�, there will be a contribution to Eq.
�A8� if and only if both Eqs. �A12� and �A13� are nonzero.
From Eq. �A12� it is clear that k must be an even integer, and
�A13� reveals that both i and j must be an even integer. Since
n= i+ j+k, n must also be an even integer. The utilization of
Eqs. �A12� and �A13� in Eq. �A8� with the above mentioned
restrictions on the various summation indices results in

In =
1

2�
�

i+j+k=n

i,j,k even

� n

i, j,k
��i j�kg�i, j,k�

�A14�

g�i, j,k� = B�n − k + 2

2
,
k + 1

2
�B� j + 1

2
,
i + 1

2
� .

It will prove useful to let i=2p , j=2q ,k=2r ,n=2�. If this is
done, Eq. �A14� becomes

I2� =
1

2�
�

p+q+r=�
� 2�

2p,2q,2r
��2p2q�2rg�p,q,r�

�A15�
g�p,q,r� = B��− r + 1,r + 1

2�B�q + 1
2 ,p + 1

2� .

Consider the following identities:

B�x,y� =
��x���y�
��x + y�

x,y � 0. �A16�

��m + 1
2� =

�2m�!
22mm!

�� m = 0,1,2, . . . . �A17�

The identities �A16� and �A17� can be found on pp. 71 and
83 of Andrews �1992�. The utilization of Eqs. �A16� and
�A17� in �A15� leads to the simplification

I2� =
1

2 � + 1 �
p+q+r=�

� �

p,q,r
���2�p�2�q��2�r. �A18�

Applying the multinomial formula to Eq. �A18� gives

I2� =
1

2 � + 1
��2 + 2 + �2��. �A19�

Since ns is a unit vector, Eq. �A19� simplifies to

I2� =
1

2 � + 1
. �A20�

The value of the noise power is

J = �
�=0

v
c2�

2 � + 1
, �A21�

where

c2� = �
k=0

2�

a2�−kak. �A22�

APPENDIX B: MINIMIZATION OF NOISE POWER
SUBJECT TO LINEAR CONSTRAINTS

The objective of this appendix is to minimize the sum of
two positive definite quadratic forms, namely,

J = a1�H1a1 + a2�H2a2 �B1�

subject to the set of N linear constraints

bi�a1 + ci�a2 = 
i i = 1,2, . . . ,N . �B2�

This constrained optimization problem can be transformed
into an unconstrained problem by the Method of Lagrange
Multipliers. The new problem involves the minimization of

J = a1�H1a1 + a2�H2a2 + �
j=1

N

� j�
 j − b j�a1 − c j�a2� . �B3�

The quantities � j are the Lagrange multipliers. Taking the
gradients of J with respect to the column vectors a1 and a2,
and setting both gradients to zero, results in
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�a1
J = 2H1a1 − �

j=1

N

� jb j = 0,

�B4�

�a2
J = 2H2a2 − �

j=1

N

� jc j = 0.

Solving �B4� for a1 and a2 gives

a1 =
1

2�
j=1

N

� jH1
−1b j ,

�B5�

a2 =
1

2�
j=1

N

� jH2
−1c j .

If the derivative of J is taken with respect to each of the
Lagrange multipliers �j and set to 0, then the result is simply
the N constraints defined by Eq. �B2�. With the aid of Eq.
�B5� these constraints may be written in the alternate form

1

2�
j=1

N

�bi�H1
−1bj + ci�H2

−1c j�� j = 
i, i = 1,2, . . . ,N . �B6�

The constraints �B6� form a set of N linear equations in N
unknowns, which can be solved for the Lagrange multipliers
� j. This determines the values of a1 and a2 via Eq. �B5�. The
substitution of Eqs. �B5� into �B3� leads to

J =
1

4�
i=1

N

�i�
j=1

N

�bi�H1
−1b j + ci�H2

−1c j�� j . �B7�

For the value of J to be the minimum value, the second sum
in Eq. �B7� must satisfy Eq. �B6�. Equation �B7� then sim-
plifies to

Jmin =
1

2�
i=1

N

�i
i. �B8�
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The two-dimensional source location problem for time
differences of arrival at minimal element monitoring
arrays
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The time difference of arrival �TDOA� source localization inverse problem is analyzed for
two-dimensional signal propagation detected by a small number of sensor elements in a monitoring
array. Nonlinear least-squares solutions are found based on the assumptions of geodesic rays
propagating at constant speed. The two-dimensional �2D� TDOA source location problem is shown
in the case of three sensors to have dual possible solutions for some combinations of arrival time
differences. In the case of four non-collinear sensors, there are unique solutions for all physically
possible combinations of time differences. Dual solutions to the three-sensor problem are associated
with a small range of arrival time differences but large regions in physical space. The locations of
the dual solutions are separated by a wide variety of distances, which in some cases prevent the use
of alternative reasoning to remove the ambiguity. Three-sensor TDOA cannot be reliably used for
2D source location unless the source is a priori known to be within either the spatial region spanned
by the sensor array or the external zones of unique solution. Determining the minimum number of
sensors necessary to unambiguously solve the source location problem assists in cost-effective
design of sensor arrays. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2734404�

PACS number�s�: 43.60.Jn, 43.60.Fg, 43.20.Dk �EJS� Pages: 3579–3594

I. INTRODUCTION

The inverse problem of source location based on mul-
tiple sensor signals remains an active area of research in
acoustics, sonar and radar �Delosme et al., 1980; Schmidt,
1986; Schau and Robinson, 1987; Smith and Abel, 1987;
Chan and Ho, 1994; Brandstein et al., 1995; Duraiswami et
al., 1999; Fink et al., 2000; DiBiase et al., 2001; Zotkin and
Duraiswami, 2004; Liu and Milios, 2005; Devaney et al.,
2005�. There are three broad classes of source localization
methods commonly utilized in passive and active radar, so-
nar, and microphone acoustics applications �DiBiase et al.,
2001; Zotkin and Duraiswami, 2004�:

• Time difference of arrival (TDOA)—any method that relies
on time delay estimates for a signal as measured across
combinations of sensors in an array.

• Steered-beamformer—maximizing the steered response
power of a beamformer, such that the signals sensed by an
array are focused on a variety of locations in search of
peak steered response power.

• High-resolution spectral estimation—analysis of the spa-
tiospectral signal correlation matrix of the signals received
at the sensors under the assumption of a statistically sta-
tionary signal. These approaches include the signal sub-
space methods such as multiple signal classification
�MUSIC�.

A detailed summary of classical techniques for source loca-
tion from the viewpoint of array beamforming and spectral

estimation can be found in Johnson and Dudgeon �1993�.
In the case of active source localization, another area of

vigorous research has been in time-reversal �TR� imaging.
This approach is historically based on the reciprocity prin-
ciple for waves in nondissipative media, with measurement
of the interelement response of a reversible array of trans-
ducers to a transmitted impulse used to calculate the transfer
or multistatic data matrix, which contains information on the
number, location, and strength of scatterers �Fink et al.,
2000; Devaney et al., 2005�. Methods in this class include
the decomposition of the time-reversal operator �DORT�
�Prada et al., 1996; Fink et al., 2000� and time reversal mul-
tiple signal classification �TR-MUSIC� �Lehman and Dev-
aney, 2003; Devaney et al., 2005�. These methods allow de-
tection and selective focusing on multiple scattering targets.
The TR-MUSIC method has also been extended to the case
of non-coincident transmitter and receiver arrays �Lehman
and Devaney, 2003�. The DORT and TR-MUSIC methods
can both be interpreted in terms of the singular value decom-
position of the transfer data matrix at a particular frequency
�Lehman and Devaney, 2003; Prada and Thomas, 2003; De-
vaney et al., 2005�. The location of the scatterers is found
from the singular vectors, which are linear combinations of
the medium Green’s functions associated with the positions
of the transmitter/receiver array�s� and scatterers �Lehman
and Devaney, 2003; Prada and Thomas, 2003; Devaney et
al., 2005�. Imaging of the physical location of scatterers re-
quires an accurate Green’s function model of the properties
of the medium, which may be dispersive or heterogeneous
�Lehman and Devaney, 2003; Prada and Thomas, 2003; De-
vaney et al., 2005�.a�Electronic mail: steven.spencer@csiro.au
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Source localization methods in many application areas
are commonly based on TDOA of correlated signals received
from a point source by a spatially distributed sensor array
�Pao, 1978; Scruby, 1985; Pollock, 1986; DiBiase et al.,
2001�. This is because they have relatively low computa-
tional complexity, depending on the time delay estimation
method can work in moderately reverberative environments,
and are conceptually simple �Klee et al., 2006�. For instance,
location of source events leading to stress waves in elastic
media has been undertaken with a variety of TDOA-based
methods, usually utilizing times of first-arrival of a particular
wave mode and assuming a geodesic wave propagation path
�Scruby, 1985; Pollock, 1986; Barat et al., 1993; Spencer et
al., 2005�. This approach has been used in a wide variety of
application areas, including location of anomalous sources of
microseismic activity in mines �Kat and Hassani, 1989�, ma-
terials characterization and structural health monitoring �Pao,
1978; Scruby, 1985; Pollock, 1986; Collins and Belchamber,
1990; Landis et al., 1991�, and location of large impact
events inside mineral processing comminution equipment
�Spencer et al., 2005�. Another application is in global posi-
tioning systems �GPS�, where receiver location is determined
by TDOA applied to time coded radio signals from multiple
satellites �Kaplan, 1996; Hofmann-Wellenhof et al., 2001�. A
related source location technique based on arrival time dif-
ferences between multiple wave types with different propa-
gation speeds �method of triangulation� has long been used
in seismology for earthquake focus location �Pao, 1978; Aki
and Richards, 1980�.

An important practical issue in the use of TDOA is the
number of arrival times associated with sensors �monitoring
array elements� necessary to guarantee a unique source loca-
tion estimate. It is often assumed that arrival time data for a
particular wave mode at three non-collinear sensors is mini-
mally sufficient to estimate the location of the source event
in a plane, for a known propagation speed and straight-line
�geodesic� ray path �Schau and Robinson, 1987; Yoon et al.,
1990; Barat et al., 1993; Spencer et al., 2005�. Correspond-
ingly, time of arrival data for a particular wave mode at four
non-coplanar sensors are often assumed to be minimally suf-
ficient to estimate the volumetric location of a source event
�or receiver for GPS�, for a known propagation speed and
straight-line �geodesic� ray path �Pao, 1978; Scruby 1985;
Schau and Robinson, 1987; Collins and Belchamber, 1990;
Landis et al., 1991; Kaplan, 1996; Hofmann-Wellenhof et
al., 2001�. A far-field assumption �source distance large in
comparison to the sensor array baseline length� can in some
instances be used to decrease the minimum number of sen-
sors necessary for source location and simplify the solution
algorithm �Schau and Robinson, 1987; Brandstein et al.,
1995; Liu and Milios, 2005�. However, it has also in some
cases been recognized that for an unknown distance between
source and sensor array in a plane �possibly outside the sen-
sor array areal bounds�, TDOA based on arrival times at
three sensors can result in two equivalent solution points,
with the resolution of the actual location requiring additional
information �Schmidt, 1972; Keen and Rogers, 1987; Yoon
et al., 1990; Spiesberger, 2001�. Similarly, Schau and Rob-
inson �1987� report that for four sensors estimating volumet-

ric location, there are two possible source locations consis-
tent with the arrival time data. In this case the two source
location estimates based on four sensor arrival times are
stated as usually wide enough apart �in acoustics and radar
applications� such that the correct solution can be determined
by other reasoning such as one option being outside the do-
main of interest.

A geometric interpretation of the TDOA equations is
useful in understanding uniqueness considerations associated
with the source location problem. The curves of constant
time difference between correlated signals detected at two
sensors are known to be a branch of a hyperbola in two
spatial dimensions �Schmidt, 1972; Schau and Robinson,
1987; Yoon et al., 1990; Chan and Ho, 1994� and one of two
sheets of a hyperboloid of revolution in three dimensions
�Schau and Robinson, 1987�. The location of a source de-
tected by three sensors is defined in the case of a two-
dimensional �2D� plate by the intersection of two hyperbolae
associated with specific values for two independent arrival
time differences �Schmidt, 1972; Delosme et al., 1980; Yoon
et al., 1990�. An alternative geometrical interpretation of the
three sensor TDOA 2D source location problem places pos-
sible source locations at the foci of a conic defined by the
sensor locations and arrival time differences, recognizing the
possibility of dual solutions in some instances �Schmidt,
1972�. For a three-dimensional �3D� problem �using event
arrival times at four sensors�, the intersection of three hyper-
boloid surfaces representative of three independent arrival
time differences defines the source location �Schau and Rob-
inson, 1987�. The nonuniqueness results associated with
source location estimation based on arrival time differences
between a small number of sensors can be intuitively under-
stood in terms of the geometric interpretation of the intersec-
tion of solutions of the TDOA equations for constant �inde-
pendent� arrival time differences associated with a single
source event—in a plane, two hyperbolae �derived from ar-
rival time differences for three non-collinear sensors� may
intersect at two points and, similarly, in a volume, three hy-
perboloid surfaces �derived from arrival time differences for
four non-coplanar sensors� may intersect at two points in
physical space. For three-sensor planar and four-sensor volu-
metric TDOA data, dual solutions for source location are
possible, of which only one is physically valid.

A variety of solution methods have been proposed for
estimation of source location from multiple sensor TDOA
equations �Schmidt, 1972; Delosme et al., 1980; Schau and
Robinson, 1987; Smith and Abel, 1987; Kat and Hassani,
1989; Collins and Belchamber, 1990; Chan and Ho, 1994;
Brandstein et al., 1995; Duraiswami et al., 1999; DiBiase et
al., 2001; Spiesberger, 2001; Huang et al., 2001; Spencer et
al., 2005; Liu and Milios, 2005�. These techniques are often
iterative, in recognition that the TDOA equations for time
delays between correlated signals detected at pairs of sensors
are nonlinear with respect to unknown source location. In
terms of the geometrical interpretation of the TDOA equa-
tions, the solutions of equations of intersection for hyperbo-
lae are usually iteratively found by a maximum likelihood/
nonlinear least-squares �NLS� estimation method �Delosme
et al., 1980; Kat and Hassani, 1989; Collins and Belchamber,
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1990; Brandstein et al., 1995; Spencer et al., 2005�. Limita-
tions on the accuracy of source location by this approach can
be understood in terms of small errors in time differences
translating into large differences in the point�s� of intersec-
tion of two or more hyperbolae/hyperboloids in physical
space �Schau and Robinson, 1987�. High sensitivity of the
source location to small changes in the observed time differ-
ences is a classic feature of an ill-posed inverse problem.

In practical applications, there are often significant mea-
surement errors associated with arrival time data and limita-
tions in the accuracy of assumptions concerning wave propa-
gation path and speed. For instance, practical considerations
in the acquisition and processing of acoustic emission �AE�
signals for TDOA source location have been addressed in a
number of studies �Scruby, 1985; Collins and Belchamber,
1990; Yoon et al., 1990; Landis et al., 1991; DiBiase et al.,
2001; Spencer et al., 2005�. The practical limitations of
TDOA source location mean that typically more than three
sensors are utilized for source location in a plane �Yoon et
al., 1990� and, correspondingly, more than four sensors for
volumetric source location �Pao, 1978; Collins and Belcham-
ber, 1990; Landis et al., 1991�. Solution of overdetermined
systems of TDOA equations for source location based on
time differences associated with a large number of sensors
promotes the use of least-squares or minimum error estima-
tors �Kat and Hassani, 1989; Collins and Belchamber, 1990;
Landis et al., 1991; Brandstein et al., 1995; Torney and
Nemzek, 2005�. Such solutions may be computationally ex-
pensive and subject to convergence problems �Huang et al.,
2001�. Recently Kalman filtering iterative techniques based
on multiple �time separated� observations of time differences
have been used to solve the microphone source location
TDOA problem �Gannot and Dvorkind, 2006; Klee et al.,
2006�.

A number of noniterative methods also exist for solution
of the TDOA source location problem. The use of a far-field
approximation leads to simplified linear problems for the in-
tersection of two lines in 2D and three cones in 3D �Schau
and Robinson, 1987; Brandstein et al., 1995; Liu and Milios,
2005� but is clearly limited in application to location of
sources relatively distant from a sensor array. The linear in-
terpolation �LI� method based on the closest intersection of
source bearing lines calculated from four-sensor-element
subarrays under a far-field approximation is an example of
this approach �Brandstein et al., 2005�. The 3D TDOA prob-
lem can also be re-formulated in spherical coordinates such
that solutions are found in terms of intersecting spheres of
distance from sensor to source �spherical intersection—SX
method�, leading to a noniterative two-step, closed-form ana-
lytical solution to the source location problem for an arbi-
trary distance to a four-sensor array �Schau and Robinson,
1987; Spiesberger, 2001�. A noniterative spherical interpola-
tion �SI� method for arrays of five or more sensors, based on
minimizing equation error associated with 3D radial source
location has also been found and is claimed to have localiza-
tion performance superior to the SX method in the presence
of noise �Smith and Abel, 1987�. Closed-form solutions for
TDOA source location on a plane with an arbitrary number
of sensors that are optimum in a least-squares sense for low

levels of noise have also been reported �Chan and Ho, 1994�.
Duraiswami et al. �1999� also report finding a family of ex-
act solutions for 2D TDOA based on arrival times at four
sensors located in a plane that can be evaluated with a small
number of arithmetic operations. Single-step source location
estimators simultaneously solving for source coordinates and
radial distance / arrival time are also known �Spiesberger,
2001� and attempts have been made to appropriately con-
strain the solutions �Huang et al. 2001; Gannot and Dvor-
kind, 2006�. The use of noniterative solution methods is mo-
tivated by a desire for solutions that are computationally
inexpensive but may be considerably more inaccurate than
the least-squares estimator, particularly in the presence of
significant errors in the arrival times or other assumptions in
the wave propagation model �Smith and Abel, 1987; Chan
and Ho, 1994�.

In this paper the TDOA 2D source location problem
based on arrival time information for the minimal number of
monitoring array elements needed to derive a solution �three
to four sensors� is analyzed in Cartesian and polar coordinate
systems and NLS solutions are derived. The source location
solutions do not rely on any assumptions concerning the dis-
tance between the source and the monitoring array. The ex-
istence of dual source location solutions based on three-
sensor TDOA for some combinations of arrival time
differences associated with 2D signal propagation is demon-
strated. Unique solutions for 2D source location based on
four-sensor TDOA are presented. For the first time it is
shown that small regions in arrival time difference space
associated with dual solutions to the three-sensor TDOA 2D
source location problem correspond to large regions in physi-
cal space. It is also shown that dual solutions to the three-
sensor TDOA 2D source location problem are separated by a
wide variety of linear distances, in some cases preventing the
use of other information such as a priori restrictions on the
physical location of the source to guarantee unique solutions.
It should be noted that this paper does not deal with data
acquisition or processing of signals for any specific type of
monitoring system. Neither does it deal with methods for
time delay estimation. Similarly, possible constraints on
source location associated with sensor received signal ampli-
tude are not considered in any detail.

The paper is structured as follows. In Sec. II the 2D
TDOA equations are formulated in a Cartesian coordinate
system and numerically solved for source locations associ-
ated with a grid of all physically possible arrival time differ-
ences. The existence of dual solutions to the three-sensor
TDOA source location problem for 2D signal propagation is
demonstrated and identified with small regions of arrival
time difference space associated with large regions of physi-
cal source location space. In Sec. III the problem is reformu-
lated in a polar coordinate system and analyzed for proper-
ties of time differences associated with large source distances
from the monitoring array and large radial distance resolu-
tion limits for arrival times containing errors. Unique solu-
tions for the four-sensor TDOA source location problem for
2D signal propagation are demonstrated. The linear distances
between dual solutions to a three-sensor TDOA test problem
are then derived and shown to vary over such a large range
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as to preclude the reliable removal of the ambiguity by alter-
native reasoning. The conclusion in Sec. IV discusses the
ramifications of possible dual solutions for the three-sensor
2D source location problem and the implications for four-
sensor 3D source location.

II. THE TDOA 2D SOURCE LOCATION PROBLEM IN A
CARTESIAN COORDINATE SYSTEM

The difference in time of arrival �tij of a signal gener-
ated by a point source S and detected at sensors i and j
�assuming geodesic ray paths, constant speed of signal
propagation, and no errors in arrival time information� can
be written as

c�tij = diS − djS, i, j = 1,N . �1�

Here c is the speed of signal propagation in the medium, diS

and djS are the geodesic distances from the source to sensors
i and j, respectively, and N is the number of sensors. The
quantity c�tij is sometimes referred to as the range differ-
ence �Smith and Abel, 1987�. The geodesic distance between
source and sensor is often expressed in Cartesian coordinates
�Pao, 1978; Schau and Robinson, 1987; Chan and Ho, 1994;
Spencer et al., 2005� such that

diS
2 = �

k=1

K

�xki − xkS�2. �2�

Here K is the number of spatial dimensions associated with
signal propagation and xki and xkS are the Cartesian direc-
tional distances from the origin of the coordinate system to
sensor i and source S, respectively �geodesic distances ri and
rS, respectively�. The source localization problem is to deter-
mine xkS given �tij, the speed of signal propagation, and
sensor locations. For N sensors in a noiseless situation �self-
consistent arrival time differences� there are N−1 indepen-
dent equations �Smith and Abel, 1987�. Figure 1 is an illus-
trative diagram for 2D source location in a Cartesian
coordinate system. In this case, the origin of the Cartesian
coordinate system is mapped to an arbitrary sensor j, without
loss of generality.

A. Numerical solution of the TDOA 2D source
location problem

For a TDOA 2D source location problem with arrival
time information from three sensors �1, 2, 3� in a plane, Eqs.
�1� and �2� can be combined and explicitly written in an
�x ,z� Cartesian coordinate system as coupled nonlinear equa-
tions for the source location coordinates �Spencer et al.,
2005�:

c�t12 = ��x1 − xS�2 + �z1 − zS�2 − ��x2 − xS�2 + �z2 − zS�2

�3�

and

c�t13 = ��x1 − xS�2 + �z1 − zS�2 − ��x3 − xS�2 + �z3 − zS�2.

�4�

The arrival time differences are here defined by

�t12 = t1 − t2; �t13 = t1 − t3. �5�

The self-consistency condition for the arrival time differ-
ences �in the absence of errors� is

�t23 = �t13 − �t12. �6�

Here t1, t2, and t3 are the previously estimated known event
arrival times at sensors 1, 2, and 3, respectively. The pairs
�x1 ,z1�, �x2 ,z2�, �x3 ,z3�, and �xS ,zS� are the Cartesian coordi-
nates of sensors 1, 2, and 3, and the source S, respectively.

Solutions of the forward problem for arrival time differ-
ences as a function of two-dimensional source location were
found for a test problem based on an equilateral triangle of
sensors. Equations �3� and �4� were solved for time differ-
ences �t12 and �t13, respectively, with a 101�101 equi-
spaced grid of source locations in the spatial domain. Figures
2 and 3 are contour plots of these solutions for �t12 and �t13,
respectively. The spatial coordinates in the plots are scaled
by the baseline distance between sensors 1 and 2, while the
difference in arrival time is scaled by the time taken for a
signal to propagate the same distance. Sensor 1 is located at

FIG. 1. Schematic diagram illustrating geometric relationships between
source location and position of array sensors i and j for 2D signal propaga-
tion. Sensor j is taken as the spatial origin of the �x ,z� Cartesian coordinate
system. Four sensors are depicted in the monitoring array.

FIG. 2. �Color online� Filled contour plot with 20 equally spaced levels
between maximum and minimum possible values of arrival time difference
�t12 between signals at sensors 1 and 2 as a function of source location
Cartesian coordinates xS and zS in dimensionless units. Spatial positions of
sensors 1, 2, and 3 are shown.

3582 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Steven John Spencer: Two-dimensional source location by time differences



the origin and arrival time differences are plotted over a 5
�5 spatial domain �dimensionless units�. These plots are
appropriate for Rayleigh surface waves propagating at a
speed of 3000 ms−1 on a steel plate, with 1 m sensor baseline
spacing corresponding to an arrival time difference of
�3.3�10−4 s. Other equivalently scaled situations include
sound propagating in air and water, longitudinal P-waves and
transverse S-waves propagating in rock, and electromagnetic
waves, with baseline spacings of �0.1, 0.5, 2.0, 1.2 and 1
�105 m, respectively.

Figures 2 and 3 demonstrate that, as expected, any con-
tour of constant �t12 or �t13 is a branch of a hyperbola in
two dimensions �Schau and Robinson, 1987; Yoon et al.,
1990; Chan and Ho, 1994�. This can also be verified by
manipulation of Eqs. �3� and �4� into a standard form for a
hyperbola. Each hyperbola branch is centred about the mid-
point of the relevant sensor locations and has its axis of
symmetry along the directed line segment between the same
locations. For instance, in Fig. 2 the hyperbola branch asso-
ciated with any line of constant �t12 is centred about the
midpoint between sensors 1 and 2 and is symmetric about an
axis defined by a line running between the same. In accor-
dance with the scaling of arrival time differences by the
time-of-flight between sensors 1 and 2, ��t12,�t13��1 over
all of physical space. The location of the source is defined in
the case of a two-dimensional plate by the intersection of the
two hyperbolae associated with specific values for �t12 and
�t13 �Delosme et al., 1980; Yoon et al., 1990�.

The inverse problem for 2D source location �as defined
by Eqs. �3� and �4�� was solved for arrival time differences
associated with a spatially uniform grid of possible source
locations. NLS solutions were found, based on an iterative
solution procedure for constrained �bounded� nonlinear opti-
mization problems, using the “lsqnonlin” routine in the
MATLAB Optimization Toolbox. A practical application of
this iterative solution scheme for TDOA location of large
impacts in mineral processing tumbling mills from Rayleigh
surface waves detected by surface vibration monitoring can
be found in Spencer et al. �2005�.

B. The possibility of dual solutions to the TDOA 2D
source location problem

Contour diagrams of estimated source location coordi-
nates �found by solution of the TDOA source location in-
verse problem for three sensors� as a function of arrival time
differences are shown in Figs. 4 and 5. The source locations
were estimated on a nonuniform grid of arrival time differ-
ences, themselves calculated by solution of the forward prob-
lem for a uniform grid on a 5�5 spatial domain in dimen-
sionless units �see Figs. 2 and 3�. The source location may be
within or external to the triangular area bounded by the ele-
ments of the sensor array but is restricted to within the physi-
cal domain boundaries associated with the forward problem.
It should be noted that the representation of specific sources
in TDOA “�t-space” has previously been used in location of
defects in structures from AE measurements �Rogers, 1994;

FIG. 3. �Color online� Filled contour plot with 20 equally spaced levels
between maximum and minimum possible values of arrival time difference
�t13 between signals at sensors 1 and 3 as a function of source location
Cartesian coordinates xS and zS in dimensionless units. Spatial positions of
sensors 1, 2, and 3 are shown.

FIG. 4. �Color online� Filled contour plot with 20 equally spaced levels
between maximum and minimum possible values of source location coordi-
nate xS as a function of possible arrival time differences �t12 and �t13 in
dimensionless units. Positions of sensors 1, 2, and 3 in arrival time differ-
ence space ��t12 ,�t13� are shown.

FIG. 5. �Color online� Filled contour plot with 20 equally spaced contours
between maximum and minimum possible values of source location coordi-
nate zS as a function of possible arrival time differences �t12 and �t13 in
dimensionless units. Positions of sensors 1, 2, and 3 in arrival time differ-
ence space ��t12 ,�t13� are shown.
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Rogers and Murphy, 1996�. Solutions to the inverse problem
for source location were iterated to within a termination tol-
erance of order 10−8 dimensionless spatial units for 2D loca-
tion. The time difference coordinates in Figs. 4 and 5 are
scaled by the time taken for a signal to propagate between
sensors 1 and 2, while the solution for each particular spatial
coordinate is scaled by the same baseline distance.

Figures 4 and 5 demonstrate features that are character-
istic of an ill-posed inverse problem in terms of existence,
stability, and uniqueness of solutions. Both figures show that
only certain combinations of �t12 and �t13 �arrival time dif-
ferences in dimensionless units� can exist, i.e., are associated
with physical spatial positions where source events can oc-
cur. The restricted arrival time difference domain is appar-
ently simply connected with a smooth outer boundary. Ex-
tending the outer boundaries of the source spatial domain
towards infinity only marginally extends the area of the ar-
rival time difference domain. The stability of solutions for
source location to small changes in arrival time differences is
also highly variable. Figures 4 and 5 show regions in
��t12,�t13� space �near the outer boundaries of arrival time
difference space between the positions of the sensors� where
the contours of location coordinates are obviously closely
spaced. In these regions the three-sensor TDOA 2D source
location inverse problem is ill-posed in that a small change
in arrival time difference may lead to a large change in esti-
mated source location. In other regions of arrival time differ-
ence space, for instance near the centroid of the triangular
sensor array such that ��t12,�t13���0,0�, the inverse prob-
lem is well-posed in that a small change in either of the time
differences only results in a small change in the estimated
source location. Another obvious feature in Figs. 4 and 5 is
that in some regions of ��t12,�t13� space �adjacent to the
locations in arrival time difference space of the sensors�,
there are intersecting contours of location coordinates. This
is not an artefact of the iterative solution method, or of the
contouring algorithm associated with the nonuniform mesh,
but, rather, an indication that there are nonunique solutions to
the three-sensor TDOA 2D source location inverse problem.
In these circumstances at least two different source locations
within the bounded spatial domain can have the same time
differences associated with arrival of correlated information
at three sensors.

A series of numerical experiments were conducted in
order to investigate the possibility of nonunique solutions to
the TDOA 2D source location problem based on three-sensor
data. It was found that for some locations in ��t12,�t13�
space there are two equally valid solutions for 2D source
location based on three-sensor time of arrival information.
Figure 6 shows the location of points in ��t12,�t13� space
associated with a 51�51 uniform grid of possible source
locations over a 5�5 spatial domain �dimensionless units�.
The obviously nonuniform spacing of the arrival time differ-
ence grid illustrates the nonlinear relationship between
source location coordinates and arrival time differences. Po-
sitions of unique solution for physical source location are
denoted by dots �the preponderance of ��t12,�t13� space�,
while crosses mark positions of dual solutions. Clearly, there
are three relatively small regions in ��t12,�t13� space that

exhibit dual solutions for source location and they are adja-
cent to the sensor locations in the same space �corresponding
to the three regions of intersecting contours of estimated
source position coordinates—see Figs. 4 and 5�. Unique and
dual solutions were distinguished from one another at any
point in ��t12,�t13� space by iteratively solving Eqs. �3� and
�4� several times, each with a different initial guess of source
location. The uniqueness results shown in Fig. 6 include pos-
sible source location solutions over all of physical space.
However, restriction of possible solutions to those inside the
5�5 spatial domain �dimensionless units� does not substan-
tially alter the results in terms of the extent of the region of
dual solutions in arrival time difference space.

Figure 7 is a map depicting spatial regions around a
sensor array that are associated with unique and dual numeri-
cal solutions to the TDOA 2D source location inverse prob-
lem based on three-sensor arrival time information �a similar

FIG. 6. �Color online� Solution mesh points in ��t12 ,�t13� space, based on
a 51�51 equi-spaced �xS ,zS� grid of possible source locations on a 5�5
physical domain �dimensionless units� associated with three-sensor TDOA
source location. All grid points are associated with unique �dots� or dual
�crosses� solutions to the TDOA source location inverse problem. Positions
of sensors 1, 2, and 3 in arrival time difference space ��t12 ,�t13� are shown.

FIG. 7. �Color online� Shaded map depicting spatial regions that are asso-
ciated with unique �dark gray� and dual �light gray� iterative numerical
solutions to the source location inverse problem in a plane for three sensors,
as a function of source location Cartesian coordinates xS and zS in dimen-
sionless units. Possible solutions allowed over all of 2D physical space.
Positions of sensors 1, 2, and 3 in physical space are shown.
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map can be found in Schmidt, �1972��. Regions of unique
solutions are shaded in dark gray while regions of dual so-
lutions are shaded in light gray. The map was derived from
solutions for source location based on ��t12,�t13� coordi-
nates associated with a 501�501 uniformly spaced grid of
possible source locations over a 5�5 spatial domain �dimen-
sionless units�. Locations of unique solutions of the TDOA
2D source location problem are numerically identified as
having dimensionless distances between two possible source
locations less than a user-defined fractional bound �here
equal to 0.1 dimensionless spatial units�. In this case, alter-
native possible source location solutions associated with a
given location in ��t12,�t13� space are permitted to be out-
side the bounded physical spatial domain. Inside the triangu-
lar region spanned by the sensor array, the source positions
are in most cases unique. There are small zones inside the
array boundaries �adjacent to the sensor positions� that are
associated with dual solutions of the three-sensor TDOA
problem. Outside of the sensor array there are three large
spatial regions of apparently unique solutions. These zones
are simply connected to each other via the region of unique
solutions within the bounds of the sensor array. However,
outside of the sensor array there are also three large spatial
regions where the TDOA coordinates ��t12,�t13� are also
valid for another physically distinct source location. The
outer boundaries of the three major dual solution regions
appear to be branches of hyperbolae, with foci at the sensor
locations, and asymptotes parallel to the extensions beyond
the sensor array of the baselines between sensors 1, 2, and 3.
The sensor locations themselves are uniquely identified by
the three-sensor time difference coordinates, with thin re-
gions of apparently unique solutions extending from each of
the sensor locations. These regions are parallel to the bound-
aries of the large regions of unique and dual solutions and
directed along the extensions of baselines between the sen-
sors of the monitoring array. In contrast to the small area of
arrival time difference space associated with dual solutions
to the TDOA three-sensor 2D source location problem �Fig.
6�, approximately half of the physical space exterior to the
sensor array is associated with dual solutions. This result
highlights a potential major problem in the use of a three-
sensor monitoring array for TDOA 2D source location.

Closer examination of the solutions to the three-sensor
TDOA 2D source location problem reveals that the thin re-
gions of apparently unique solutions show in Fig. 7 are ac-
tually lines where the dual solutions approach one another in
physical separation. The location of each pair of solutions is
always in the same major region of dual solution space. Near
the extensions of the baselines of the sensor array it would be
impossible to remove the ambiguity in source location by use
of alternative reasoning such as contrast in received signal
amplitudes or a restriction on the possible domain of source
locations.

Figure 8 is a corresponding map of locations of unique
and dual solutions to the TDOA 2D source location problem
based on three-sensor arrival time information, with possible
source location solutions now restricted to within a 5�5
spatial domain �dimensionless units�. Comparison with Fig.
7 shows that the size of the spatial region associated with

dual solutions has slightly decreased. However, the imposi-
tion of boundaries on permissible source location does not
remove the possibility of dual solutions in most regions out-
side of the area bounded by the sensor array.

An understanding of the relationship between the
uniqueness of solutions to the 2D source location problem
and three-sensor TDOA information can be gained by exam-
ining intersections of specific contours of �t12 and �t13 in the
spatial domain. Figure 9 shows two sets of specific contours
of �t12 and �t13 �in accordance with Figs. 2 and 3�, one pair
of contours associated with a unique solution �solid lines�
and the other with a dual solution �dotted lines� for source
location. In each case, the solution for source location is
located by the intersection of the two hyperbolae �contour

FIG. 8. �Color online� Shaded map depicting spatial regions that are asso-
ciated with unique �dark gray� and dual �light gray� iterative numerical
solutions to the source location inverse problem in a plane for three sensors,
as a function of source location Cartesian coordinates xS and zS in dimen-
sionless units. Possible solutions restricted to 5�5 spatial domain. Positions
of sensors 1, 2, and 3 in physical space are shown.

FIG. 9. �Color online� Graphical representation of examples of unique and
dual solutions to the 2D source location inverse problem based on three
sensor TDOA, with the points of intersection of contours �hyperbolae� in 2D
space for specific values of �t12 and �t13 denoting source location. Physical
locations of a representative unique ��� and a dual ��� solution are shown
as a function of source location Cartesian coordinates xS and zS in dimen-
sionless units. Associated intersecting specific contours of �t12 and �t13 are
shown. Contour line type is according to unique �solid� or dual �dotted�
source location solutions at the intersection points of the �t12 and �t13

contour hyperbolae.
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lines� for those specific values of �t12 and �t13. The charac-
teristics of the intersection of arrival time difference curves
associated with unique and dual source location solutions are
as follows.

• For a unique solution in a 2D domain �bounded or un-
bounded�, there is only one intersection within the spatial
boundaries of the domain of the hyperbolae representing
those respective particular values of �t12 and �t13. In this
particular case the solution for the source location is out-
side the sensor array and, as expected, within the computed
region of unique solutions �see Figs. 7 and 8�.

• For a dual solution, there are two intersections within the
spatial domain of the two hyperbolae representing those
respective particular values of �t12 and �t13. In this par-
ticular case, one of the possible solutions is very close to
sensor 3, just outside of the sensor array. The other pos-
sible solution is much more distant from the sensor array.
Both possibilities are within the same computed region of
dual solutions �see Figs. 7 and 8�.

In general, hyperbolae in physical space representing specific
values of �t12 and �t13 associated with a three-sensor moni-
toring array can intersect in only one of the following man-
ners:

�1� No intersection—no possible source location �these spe-
cific values of �t12 and �t13 do not exist in association
with a single physical source�. Such hyperbolae can eas-
ily be found by examining Figs. 2 and 3 for nonintersect-
ing contours of specific values of �t12 and �t13 arrival
time differences. In Fig. 5, nonintersecting hyperbolae
for specific values of independent time differences are
associated with the unfilled region of ��t12,�t13� space
that is not associated with a physical solution for source
location.

�2� One intersection—unique source location, inside or out-
side the sensor array.

�3� Two intersections—dual possible source locations, in
this case mostly �but not necessarily exclusively� outside
of the sensor array. At least one of the two possible
source locations is external to the area spanned by the
sensor array.

Hence the geometrical interpretation of the TDOA equations
can be used to investigate the existence and uniqueness of
solutions to the source location inverse problem. The number
of points of intersection of hyperbolae in physical space rep-
resenting constant values for two independent time differ-
ences of arrival denotes the existence of unique or dual so-
lutions to the inverse problem for source location in a plane
for three sensors. It should be noted that unique source loca-
tion solutions associated with a single point of intersection of
hyperbolae representing independent time differences can
only occur if the array elements are non-collinear.

It is interesting at this point to discuss the uniqueness
properties of the solutions of the three-sensor TDOA 2D
source location problem from the perspective of beamform-
ing and TR methods.

• In the case of 2D beamforming with a three-sensor array,

dual source locations should be manifested by two corre-
sponding energy maxima in the steered response at the
appropriate spatial positions. This is because both of the
possible source locations are associated with the same sig-
nal intersensor time delays and hence the beamformer
steered response will be maximized at both locations.

• In the case of TR for multiple scatterers, it has been shown
that, provided the number of targets is less than the number
of transmitter/receiver sensors, there should be unique lo-
cation predictions except for certain unusual scatterer con-
figurations that result in a linear dependence of Green’s
function vectors for the medium at those positions �Leh-
man and Devaney, 2003; Devaney et al., 2005�. This result
implies that, for two scatterers in a 2D medium, three
transmitter/receiver sensors should be sufficient for unique
TR estimates of both target locations. The same result
should apply to two simultaneous sources located by a
three-sensor passive array.

The solution uniqueness findings of the current study ini-
tially seem at odds with those predicted by the TR methods.
However, it should be remembered that the TR methods uti-
lize information concerning the wave field spatial profile,
contained in the a priori known Green’s function of the me-
dium, in order to image source locations. This is in contrast
to the TDOA approach, which uses arrival time difference
information only, incorporated into a source location model
under assumptions of ray propagation at a known speed.
Hence although time of arrival differences associated with
signals generated by two sources as detected by three sensors
in a 2D medium can in some instances be the same, the
relative spatial profiles of the received signals may still be
significantly different.

For some source location applications it may be possible
to incorporate the measured strength of the received signal at
each sensor as additional constraints on TDOA source loca-
tion. In this manner possible dual solutions to the TDOA
problem may be resolved where there is a substantial con-
trast in the received signal strength for the two candidate
positions, as in the case of only one solution being in a
near-field location. A quantitative implementation of such a
method would effectively require a Green’s function model
of the medium. However, this approach would still be inef-
fective for TDOA dual solutions that are physically near one
another �see Figs. 7 and 8�.

III. ANALYSIS OF THE TDOA 2D SOURCE LOCATION
PROBLEM IN A POLAR COORDINATE SYSTEM

The formulation of the three-sensor TDOA source loca-
tion problem in a plane in Cartesian coordinates �see Eqs. �3�
and �4�� leads to accurate and robust numerical solutions that
can be easily interpreted. However, this approach is not con-
ducive to analytical methods that may assist in further under-
standing the problem. A useful alternative that provides con-
siderable scope for further analysis of the problem is to
reformulate the TDOA equations for location of a source in a
polar coordinate system. For a polar coordinate system �r ,��
with origin �r=0� at sensor 1, it can readily be shown by a
complex number representation of the distances between the
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sensors and the source �or by substitution of polar represen-
tations of the Cartesian coordinates for the sensors and
source in Eqs. �3� and �4�� that the TDOA equations associ-
ated with arrival times of a signal at three sensors may be
written as follows:

c�t12 = rS − �rS
2 + r2

2 − 2rSr2 cos��S − �2� �7�

and

c�t13 = rS − �rS
2 + r3

2 − 2rSr3 cos��S − �3� . �8�

The arrival time differences are defined as in Eq. �5�, while
r2 and r3 are, respectively, the radial distance of sensors 2
and 3 from sensor 1. The coordinates �2 and �3 are, respec-
tively, the polar �bearing� angles of sensors 2 and 3, with
respect to a zero angle parallel to the x axis of the corre-
sponding Cartesian coordinate system �x=r cos � ,z=r sin ��.
The pair �rS ,�S� is the unknown polar coordinates of the
source S.

A. TDOA limits for sources at large radial distances

Taylor series expansion of Eqs. �7� and �8� for large rS

compared to r2 and r3 leads to the following limiting expres-
sions for arrival time differences at large radial distances
from sensor 1 in comparison to the dimensions of the sensor
array itself:

lim
rS→�

�t12 =
r2

c
cos��S − �2� �9�

and

lim
rS→�

�t13 =
r3

c
cos��S − �3� . �10�

Equations �9� and �10� are parametric equations that link the
limiting �large radial distance of source from sensor 1� val-
ues of �t12 and �t13 via the geometry of the sensor array and
the wave velocity, as a function of the angular location of the
source. The limiting values of the arrival time differences
increase linearly with the size of the sensor array and are
inversely proportional to the speed of signal propagation in
the medium. The extremum values of the time differences �
±r2 /c, ±r3 /c� are along the extensions of baselines between
sensors 1 and 2 and sensors 1 and 3 of the monitoring array.
Figure 10 shows a contour plot of radial source position as a
function of arrival time differences. Superimposed on the
plot �dashed line� is the locus of the limiting �large radial
distance� values of �t12 and �t13. The time difference �t13

�large radial distance of source� was actually calculated as a
function of the corresponding �t12 by manipulating and com-
bining Eqs. �9� and �10� via a trigonometrical identity in
order to eliminate the source angular location parameter. The
contours of source radial distance from sensor 1 tend towards
the theoretical limit described by Eqs. �9� and �10�, which is
actually an ellipse �see Fig. 10�. The time differences do not
reach the theoretical limiting relationship values because of
the finite size of the spatial domain. However, the accuracy
of the elliptical curve in representing the limiting values in
��t12,�t13� space at large distances from the sensor array has
been confirmed by computations with larger spatial domains.

Figures 4–6 also demonstrate the elliptical shape of contours
in ��t12,�t13� space of source location Cartesian spatial co-
ordinates at large distances from a sensor array. Regions of
intersecting contours of source radial location indicative of
dual solutions to the source location problem are readily ap-
parent in Fig. 10.

B. Outer resolution limits for TDOA source location

A crucial consideration in the design of practical sensor
arrays for TDOA source location is the far-field resolution
limit of the system. This represents the outer radial distance
of a source from the sensor array such that more distant
sources cannot be distinguished �in terms of radial distance
from the sensor array� by the TDOA method for time differ-
ences with finite resolution. For a given time difference reso-
lution limit � associated with the detection of differences in
the arrival time of signals by sensors in an array �a function
of the characteristics of the signals, sensors, and signal re-
ceiving system—including wavelength, signal to noise ratio,
band pass upper frequency limit, sampling rate, and accuracy
of algorithms for detection of signal arrival time�, the outer
radial resolution limit can be found by solving the following
nonlinear equation:

� = ��t���S� − �t�rS
*,�S�� . �11�

Here �t���S� is the limiting value for the time difference at
large radial distances �a function of source location bearing
angle in 2D�. The time difference �t�rS

* ,�S� is associated
with the limiting radial distance rS

* �outer radial resolution
limit� beyond which differences in source location radial dis-
tance cannot be resolved by TDOA for monitoring systems
with finite time difference resolution. In 2D, �t�rS

* ,�S� is also
a function of source location bearing angle. Equation �11�
states that the minimum discernible difference between a
time difference associated with infinite radial source position

FIG. 10. �Color online� Filled contour plot with 20 equally spaced contours
between maximum and minimum possible values of radial distance rS from
sensor 1 as a function of possible arrival time differences �t12 and �t13 in
dimensionless units. Superimposed locus of limiting values of �t12 and �t13

at large radial distances relative to sensor 1 �dashed line�. Positions of sen-
sors 1, 2, and 3 in arrival time difference space ��t12 ,�t13� are shown.
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and a time difference associated with finite radial source po-
sition is equal to the time difference resolution limit.

For TDOA 2D source location based on three-sensor
information, there are two separate expressions for radial dis-
tance resolution limit associated with the two independent
time differences. An estimate of radial distance resolution
limit based on �t12 was derived by introducing Eqs. �7� and
�9� into Eq. �11�, with a Taylor series expansion of the ex-
pression for �t12 truncated at first order in r1 /rS

* �a source at
a relatively large but finite radial distance from the sensor
array�. The same procedure was followed to obtain a radial
distance resolution limit based on the �t13 time difference.
The resulting estimates of rS

* are as follows:

rS
*��t12� 	

r2
2 sin2��S − �2�

2�c
�12�

and

rS
*��t13� 	

r3
2 sin2��S − �3�

2�c
. �13�

Both estimates of the radial resolution limit are inversely
proportional to the speed of signal propagation and time dif-
ference resolution limit and proportional to the square of the
relevant side length of the triangular monitoring array. For
large monitoring arrays detecting signals of low propagation
speed and small time difference resolution limit, the radial
resolution limit is very large. Conversely, if the square of the
characteristic length scale of the monitoring array is small in
comparison to the signal propagation speed times the time
difference resolution limit, the radial resolution limit is
small. Estimates of rS

*��t12� and rS
*��t13� are strongly depen-

dent on the bearing angle of the source relative to the bearing
angles of sensors 2 and 3, respectively �for a polar coordinate
system with origin coincident with sensor 1�. Depending on
the bearing angle of the source, the larger of the two esti-
mates is appropriate as the actual radial resolution limit. This
can be understood by considering a source along the ex-
tended baseline 12, outside of the monitoring array. In this
case, �t12 is a constant and the source radial distance from
sensor 1 is actually determined from �t13, with associated
radial resolution limit. The same argument applies to a
source along the extended baseline 13, outside of the moni-
toring array, except in this case the source radial distance and
resolution limit are determined by �t13.

Figures 11 and 12 contain plots of outer radial resolution
limits �based on Eqs. �12� and �13�� for two values of dimen-
sionless time difference resolution limit. Figure 11 shows the
case �=0.10, corresponding to a time difference resolution
limit of one tenth of the time difference of arrival associated
with the sensor baseline length. Each of the two estimates of
outer radial resolution limits �dashed lines� is a double-sided
lobe extending outwards for sensor 1 at the coordinate sys-
tem origin. The maximum of the two estimates for radial
resolution limit �solid line� extends over a large proportion of
the 5�5 spatial domain �dimensionless units�. However, in
some regions outside the monitoring array, the radial resolu-
tion limit comes within a characteristic length scale of the
sensor array boundaries �e.g., outside of the array between

sensors 2 and 3�. In these regions, sources at larger radial
distances from the sensor array cannot be accurately distin-
guished from one another in terms of observed time differ-
ences. This may be translated into large errors associated
with estimation of radial location of these sources from
TDOA calculations. Figure 12 shows the case �=0.02, cor-
responding to a five times decrease in the time difference
resolution limit. In this case the radial resolution limit is well
outside the 5�5 spatial domain �dimensionless units�, im-
plying that TDOA can potentially accurately locate source
locations at large distances �many baseline lengths� beyond
the sensor array boundaries. It should be noted that poten-
tially more accurate expressions for outer radial resolution
limits �than Eqs. �12� and �13�� can be found that are based
on higher order Taylor series expansions of the TDOA equa-
tions. However, calculations of radial outer seeing limits
based on Taylor series truncated at second order in r1 /rS

* �and

FIG. 11. �Color online� Radial outer resolution limits for time difference
resolution limit �=0.10 as a function of source location Cartesian coordi-
nates xS and zS in dimensionless units. Dashed dark gray line: �t12 outer
radial resolution limit. Dashed light gray line: �t13 outer radial resolution
limit. Solid dark gray line: maximum of �t12 and �t13 outer resolution
limits. Solid black line: outer boundary of the 5�5 spatial domain.

FIG. 12. �Color online� Radial outer resolution limit for time difference
resolution limit �=0.02 as a function of source location Cartesian coordi-
nates xS and zS in dimensionless units. Dashed dark gray line: �t12 outer
radial resolution limit. Dashed light gray green line: �t13 outer radial reso-
lution limit. Solid dark gray line: maximum of �t12 and �t13 outer resolution
limits. Solid black line: outer boundary of the 5�5 spatial domain.
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r2 /rS
*� are not significantly different except at very high time

difference resolution limits that are not useful for practical
monitoring systems.

The calculation of a radial resolution limit for TDOA
source location highlights the importance of ensuring the ar-
rival time difference resolution limit of the monitoring sys-
tem is appropriate to the speed of propagation of the signal.
In order to accurately locate sources at radial distances sev-
eral baseline lengths outside a monitoring array, the arrival
time difference resolution limit multiplied by the speed of
signal propagation in the medium should be a small fraction
of the square of the sensor array baseline length. Another
approach to increasing the radial resolution limit is to in-
crease the size �baseline characteristic length scale� of the
monitoring array. However, depending on the characteristics
of signal propagation in the specific medium involved and
the amount of noise in the receiving system, increasing the
spread of the sensors too much may eventually result in a
decrease in the accuracy of arrival time determination. In the
worst case this could lead to a loss of correlation between the
signals sensed at each individual sensor, due to damping,
geometric attenuation, dispersion, and boundary refraction
and reflection effects. Hence the arrival times of signals from
individual sources may not be accurately estimated or de-
tected at all by some sensors, implying TDOA source loca-
tion is inaccurate or not possible. Increasing the sensor array
baseline length may also exacerbate spurious source location
due to false coincidences between signals detected by sen-
sors from multiple spatially distributed sources. In practice, a
balance between increasing the TDOA radial resolution limit
by larger sensor spacing and keeping the spacing sufficiently
small to ensure that correlated signal arrival times are accu-
rately detected by all sensors may be used to estimate a suit-
able characteristic length scale for sensor separation.

Radial resolution limit calculations may assist in optimal
placement and orientation of sensors with respect to one an-
other and as an array. Figures 11 and 12 indicate that the
optimal location for a monitoring array on a bounded 2D
surface �in circumstances where the radial resolution limit
does not cover the entire 2D surface� is, as intuitively ex-
pected, with the array in the middle of the spatial domain.
Numerical experiments have shown that the optimal orienta-
tion of the sensors with respect to one another �in terms of
maximal spatial domain inside the radial resolution limits for
a given maximum baseline length based on sensor separa-
tion� is as an equilateral triangle. The orientation of the sen-
sor array with respect to the spatial domain is not important
unless there is a preferred direction in which maximal radial
resolution limit is desired for a given sensor separation base-
line length. In this case, a face of the triangle formed by the
sensor locations �corresponding to one of the arrival time
differences used in the TDOA calculations� should be at right
angles to the direction of desired source location.

C. The TDOA method for four sensors

Given that the TDOA method based on arrival times for
a three-sensor array in a plane sometimes results in dual
solutions for source location, it is logical to investigate the

effect on the problem of the addition of an arrival time asso-
ciated with a fourth sensor. For an arrival time difference
associated with a signal detected by sensor 1 and a fourth
sensor, 4, an additional �independent� TDOA equation may
be written in polar coordinates as follows:

c�t14 = rS − �rS
2 + r4

2 − 2rSr4 cos��S − �4� . �14�

Here

�t14 = t1 − t4. �15�

The extra self-consistency conditions for the arrival time dif-
ferences are

�t24 = �t14 − �t12 �16�

and

�t34 = �t14 − �t13. �17�

In Eq. �14�, the coordinate r4 is the radial distance of sensor
4 from the origin �sensor 1�, while �4 is the polar angle of
sensor 4 with respect to the same zero angle as taken for the
other sensors. It should be noted that additional TDOA equa-
tions based on time differences between other pairs of sen-
sors can be found, but it can be shown that they are all linear
combinations of those expressed in Eqs. �7�, �8�, and �14� �in
accordance with the self-consistency conditions �6�, �16�,
and �17�� and do not provide additional information.

Solutions of the forward problem for arrival time differ-
ences as a function of two-dimensional source location were
found for a four sensor array. Equations �7�, �8�, and �14�
�based on a polar coordinate system� were solved for time
differences �t12, �t13, and �t14 respectively, based on a
101�101 equi-spaced grid of source locations in the spatial
domain. The hypothetical additional sensor, 4, was posi-
tioned at the same distance from the line between sensors 1
and 3 as sensor 2, but in the opposite direction, in order to
create a symmetrical array. Figure 13 is a contour plot of the
solution for �t14, including the position of sensor 4. Contours
of constant �t14 are again hyperbolae, in this case centered
about the mid-point between sensors 1 and 4, and symmetric
about an axis defined by a line running between the same.

The inverse problem of 2D source location for a four-
sensor monitoring array �as defined by equations �7�, �8�, and
�14�� was numerically solved for a grid of arrival time dif-
ferences ��t12,�t13,�t14� associated with a uniformly spaced
mesh of possible source locations in 2D physical space.
Least-squares solutions were again found by use of the MAT-
LAB “lsqnonlin” iterative solution routine. Figures 14 and
15 are two-dimensional plots of the location of points in
��t12,�t13� and ��t12,�t14� space, respectively, for a 51
�51 uniform grid of possible source locations over a 5�5
spatial domain �dimensionless units�. These plots are or-
thogonal two-dimensional perspectives of the locations in
three-dimensional ��t12,�t13,�t14� space of the mesh of so-
lution points associated with the four-sensor TDOA problem.
As for the three-sensor inverse problem �see Fig. 6�, the ob-
viously non-uniform spacing of the arrival time difference
grid in Figs. 14 and 15 illustrates the nonlinear relationship
between source location coordinates and arrival time differ-
ences. However, in contrast to a substantial number of loca-
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tions in ��t12,�t13� space associated with dual solutions to
the three-sensor TDOA problem �see Fig. 6�, Figs. 14 and 15
show that all of the locations in ��t12,�t13,�t14� space are
associated with unique solutions to the four sensor TDOA
source location problem. This again confirms that source lo-
cation in a plane is not a unique function of ��t12,�t13� time
differences but is a unique function in ��t12,�t13,�t14�
space. The extra information provided by the time difference
associated with the fourth sensor �Eq. �14�� is necessary in

order to eliminate one of the possible dual solutions in some
regions of ��t12,�t13� space �see Figs. 7 and 8�.

An understanding of the effect on the uniqueness of the
2D source location inverse problem of the addition of an
independent TDOA relationship associated with a fourth sen-
sor can be gained by examining intersections of specific con-
tours of �t12, �t13, and �t14 on an �xS ,zS� grid. Figure 16
shows two sets of contours �hyperbolae� for specific values
of �t12, �t13, and �t14 time differences. One of these sets of
intersecting contours is associated with a previously unique
solution �solid lines� and the other with a dual solution �dot-
ted lines� for source location, as determined from three-
sensor TDOA �t12 and �t13 specific contour crossings �see
Fig. 9�. Solutions for four-sensor TDOA source location

FIG. 13. �Color online� Filled contour plot with 20
equally spaced contours between maximum and mini-
mum possible values of arrival time difference �t14 be-
tween signals at sensors 1 and 4 as a function of source
location Cartesian coordinates xS and zS in dimension-
less units. Spatial positions of sensors 1, 2, 3, and 4 are
shown.

FIG. 14. �Color online� Solution mesh points in ��t12 ,�t13� space, based on
a 51�51 equi-spaced �xS ,zS� grid of possible source locations on a 5�5
physical domain �dimensionless units� associated with four-sensor TDOA
source location. All grid points are associated with unique �dots� solutions to
the TDOA source location inverse problem. Positions of sensors 1, 2, 3, and
4 in ��t12 ,�t13� space are shown.

FIG. 15. �Color online� Solution mesh points in ��t12 ,�t14� space, based on
a 51�51 equi-spaced �xS ,zS� grid of possible source locations on a 5�5
physical domain �dimensionless units� associated with four-sensor TDOA
source location. All grid points are associated with unique �dots� solutions to
the TDOA source location inverse problem. Positions of sensors 1, 2, 3, and
4 in ��t12 ,�t14� space are shown.
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based on contours of specific values of �t12, �t13, and �t14

are identified by the point of intersection �in the absence of
arrival time errors� of these three hyperbolae in 2D space.
Such solutions are unique because there is at most only one
intersection in all of 2D physical space of hyperbolae repre-
senting particular values of three independent time differ-
ences associated with TDOA based on four spatially distrib-
uted sensors. For the particular case of a dual solution using
three-sensor TDOA �dotted contour lines in Fig. 16�, the hy-
perbola associated with the particular value of �t14 intersects
the other two hyperbolae at only one of the possible solution
points, excluding the solution very close to sensor 3. For real
data based on arrival times estimated from cross-correlated
signals, the solution for source location in physical space is
uniquely determined based on the estimated physical loca-
tion that best satisfies the specific ��t12,�t13,�t14� time dif-
ference coordinates. For the particular case of a unique solu-
tion using three-sensor TDOA �solid contour lines�, the
hyperbola associated with the particular value of �t14 inter-
sects the other two hyperbolae at the same location in physi-
cal space as the �t12 and �t13 contour crossings. The solution
at this latter location is in fact overdetermined and, for real
data based on arrival times estimated from cross-correlated
signals, is numerically determined in a least-squares sense.

The effect of the addition of a fourth sensor to a moni-
toring array can be investigated in terms of modifications to

TDOA limits for sources at large radial distances and also
outer resolution limits. The limiting expression for �t14 at
large radial distances can be written as

lim
rS→�

�t14 =
r4

c
cos��S − �4� . �18�

Equation �18� can be combined with Eqs. �9� and �10� to
determine the locus of the limiting �large radial distance�
values of �t12, �t13, and �t14. A plot of radial source position
as a function of arrival time differences shows that an ellip-
soid is the limiting shape of the ��t12,�t13,�t14� domain at
large distances from the sensor array. The radial distance
resolution limit associated with �t14 may be written as

rS
*��t14� 	

r4
2 sin2��S − �4�

2�c
. �19�

A plot of outer radial resolution limits �based on Eqs. �12�,
�13�, and �19�� shows that the addition of a fourth sensor
does not increase the ability of a monitoring array to resolve
source locations at large radial distances but decreases the
directional �bearing� dependence of the maximum outer ra-
dial resolution limit �see Figs. 11 and 12�.

D. The distance between dual solutions

The straight-line distance between dual analytical solu-
tions was calculated for the three-sensor TDOA 2D source
location test problem. This was done in order to test the
assertion that dual solutions are usually far enough apart
such that one can be excluded by other physical reasoning
such as being outside the spatial domain of interest. The
solutions for source location are based on time difference
coordinates associated with a 501�501 uniformly spaced
grid of possible source locations over the 5�5 spatial do-
main �dimensionless units�.

Figure 17 is a contour plot showing the distance between
possible dual solutions to the TDOA 2D source location
problem based on three-sensor arrival time information, as a

FIG. 16. �Color online� Graphical representation of the effect on the unique-
ness of the 2D source location inverse problem of the addition of an inde-
pendent TDOA relationship associated with a fourth sensor. Two examples
are shown of exclusively unique solutions to the 2D source location inverse
problem based on four-sensor TDOA, with the points of intersection of
contours �hyperbolae� in 2D space for specific values of �t12, �t13, and �t14

denoting source location. Physical locations of a specific unique ��� and a
previously dual ��� solution based on three-sensor TDOA are shown as a
function of source location Cartesian coordinates xS and zS in dimensionless
units. Both three-sensor dual solutions are shown. Associated intersecting
specific contours of �t12, �t13, and �t14 are shown. Contour line type is
according to three-sensor TDOA unique �solid� or dual �dotted� source lo-
cation solutions at the intersection points of the �t12 and �t13 contour hy-
perbolae.

FIG. 17. �Color online� Filled contour plot with 20 equally spaced contours
between nil and maximum possible values in a 5�5 spatial domain of
distance between possible dual source locations as a function of source
location Cartesian coordinates xS and zS in dimensionless units. Possible
solutions allowed over all of 2D physical space. Positions of sensors 1, 2,
and 3 in physical space are shown.
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function of spatial location �a similar plot can be found in
Spiesberger �2001��. In this case, solutions are permitted be-
yond the 5�5 spatial domain �dimensionless units�. The
contour plot is scaled to a maximum distance of 7 dimen-
sionless spatial units, but dual source locations were actually
found at distances of up to order 103 dimensionless spatial
units from the monitoring array. Comparison of Figs. 7 and
17 shows that, as expected, in the large, simply connected
physical region where a unique iterative solution was found
to the TDOA 2D source location problem for three sensors,
there is nil distance between analytical solutions. Figure 17
also shows thin regions of low separation distance extending
from each of the sensor locations as branches of hyperbolae,
tending to straight lines along the extensions of the intersen-
sor baselines outside the monitoring array. Again, this result
is in accordance with the Fig. 7 uniqueness results. The larg-
est distances between dual solutions are where one of the
possible source locations is within one of the three thin re-
gions between the hyperbolae of low separation distance and
the large, simply connected region of nil separation distance
�unique solutions�. Just inside the sensor array �adjacent to
the sensor locations�, there are small regions where a dual
solution exists at a large distance from the current location.
These three thin regions of large dual solution separation
distance extend outside of the sensor array to the outer
boundaries of the spatial domain. Outside of the sensor array
there are also three large spatial regions where dual solutions
to the TDOA source location problem exist with a wide va-
riety of linear separations, increasing with radial distance
from the monitoring array �corresponding to the three large
regions of dual source solutions in Fig. 7�. Hence for three-
sensor arrival time differences consistent with a source loca-
tion that is within one of the three spatial regions of dual
solutions bounded by the extensions of the intersensor base-
lines outside the monitoring array, it may be impossible to
distinguish the correct solution in terms of being within an
arbitrarily sized physical domain of interest �or by received
signal strength�. Under these circumstances, additional infor-
mation, in the form of at least one more independent arrival
time difference associated with an additional sensor, is
needed to uniquely define the source location.

Figure 18 is a contour plot showing the distance between
possible dual solutions to the TDOA 2D source location
problem based on three-sensor arrival time information, with
possible source location solutions now restricted to within
the 5�5 spatial domain �dimensionless units�. Comparison
with Fig. 17 shows that the size of the spatial region associ-
ated with nonzero solution distances �dual solutions� has
slightly decreased �consistent with the change in the size of
regions of dual and unique solutions shown in Figs. 7 and 8�.
However, just inside the sensor array �adjacent to the sensor
locations�, there remain small regions where a dual possible
source location solution exists outside of the monitoring ar-
ray. Outside of the sensor array there are again three large
spatial regions where the three-sensor TDOA values are also
valid for another physically distinct source location at a wide
variety of distances from the current source location. The
size of these regions has not substantially decreased with the
imposition of a boundary on the region of interest. A com-

parison of Figs. 17 and 18 shows that the size of the spatial
region around the monitoring array associated with possible
dual solutions of the three-sensor TDOA source location
problem at large distances from the sensors is relatively
small, with most dual solutions being within a distance of a
few sensor baseline lengths. These results confirm that in
many instances it is impossible to distinguish the correct
solution for TDOA source location based on three-sensor ar-
rival time information if locations external to the area
spanned by the sensor array are admitted, in terms of only
one solution being inside an arbitrarily sized domain of in-
terest.

IV. CONCLUSIONS

The problem of 2D source location by time difference of
arrival �TDOA� for a minimal number of sensor elements in
a monitoring array has been investigated. A NLS estimator
has been used to obtain accurate iterative numerical solutions
over the range of possible arrival time differences, based on
the assumptions of geodesic ray propagation paths and con-
stant speed. In the case of three-sensor arrival time data, the
inverse problem of source location is ill-posed, with the ex-
istence of dual possible solutions demonstrated for some
combinations of arrival time differences. This does not rep-
resent an unusual situation, as small regions of arrival time
difference space associated with these dual solutions have
been shown to be associated with large regions of physical
source location space. These dual solutions have been shown
to occur for sources both inside and outside the sensor array,
although the problem occurs more commonly for arrival time
differences associated with sources external to the area
spanned by the monitoring array. In cases where one of the
dual possible solutions is within the area spanned by the
sensor array, the other is always external to the same. Unique
two-dimensional source location solutions are in all cases
obtained with the use of arrival time difference data associ-
ated with a non-collinear four-sensor monitoring array.

FIG. 18. �Color online� Filled contour plot with 20 equally spaced contours
between nil and maximum possible values of distance between possible dual
source locations as a function of source location Cartesian coordinates xS

and zS in dimensionless units. Possible solutions restricted to 5�5 spatial
domain. Positions of sensors 1, 2, and 3 in physical space are shown.
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The linear distance between dual solutions associated
with three-sensor TDOA data varies greatly, making it im-
possible in some cases to determine a unique two-
dimensional source location from three-sensor arrival time
data by physical reasoning such as restricting the size of the
domain of interest or using signal amplitude information,
unless the source is a priori known to be within the spatial
area spanned by the sensor array. In practical terms, this
means that arrival time data associated with at least four
stationary sensors should be used for estimation of two-
dimensional TDOA source location in the absence of addi-
tional prior information. Alternatively, source location esti-
mates external to the array can be utilized when they are
known to be within regions of unique solutions to the prob-
lem. In cases of persistent signals from regions where the
time differences correspond to dual solutions, the monitoring
array could be rotated an appropriate angle in order to gain a
unique estimate of source location. It can be expected that in
the case of three-dimensional TDOA problems, arrival time
data associated with at least five sensors �rather than four-
sensor arrival time data as traditionally used in many appli-
cations� will also be needed in some cases in order to avoid
the problem of dual possible solutions to the source location
problem unless it is a priori known that the source is con-
tained within the volume spanned by the sensor array.

Formulation of the two-dimensional source location
problem in a polar coordinate system allows useful analytical
expressions to be found for limiting values of arrival time
differences due to sources at relatively large distances from
the monitoring array. Further analysis of the two- and three-
dimensional TDOA problems in coordinate systems match-
ing the geodesic path of signal propagation, including inves-
tigation of the behavior of noniterative closed-form
estimators in the presence of noise, will be addressed in a
future paper.
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An exact noniterative linear method for locating sources based
on measuring receiver arrival times
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In this paper an exact, linear solution to the source localization problem based on the time of arrival
at the receivers is presented. The method is unique in that the source’s position can be obtained by
solving a system of linear equations, three for a plane and four for a volume. This simplification
means adding an additional receiver to the minimum mathematically required �3+1 in two
dimensions and 4+1 in three dimensions�. The equations are easily worked out for any receiver
configuration and their geometrical interpretation is straightforward. Unlike other methods, the
system of reference used to describe the receivers’ positions is completely arbitrary. The relationship
between this method and previously published ones is discussed, showing how the present, more
general, method overcomes nonlinearity and unknown dependency issues. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2724241�

PACS number�s�: 43.60.Jn, 43.60.Fg, 43.28.Tc �EJS� Pages: 3595–3601

I. INTRODUCTION

Over the last 25 years various methods have been devel-
oped for solving the problem of localizing a source’s spatial
position based on the arrival times of its emission at different
receivers. The solutions are based on the hyperbolic trajec-
tory described by a source on the plane which is emitting
with a constant delay to two receivers. Three receivers allow
us to construct two hyperbolas, the intersection of which
localizes the source. When working in three dimensions, the
curves must be replaced by hyperboloid surfaces. The result-
ing system of equations is not linear and it generally does not
have a direct analytical solution. Different approaches have
been proposed: linearization of the basic equations, least
squares, iterative solutions to the nonlinear problem, and
even an exact solution.

For an arbitrary sensor distribution and a consistent sys-
tem of equations �equal number of sensors as unknowns�,
Fang gives an exact solution to the system of nonlinear hy-
perboloid equations.1 For an arbitrary sensor distribution and
a redundant set of estimated delays, the following methods
can be used: spherical intersection �SX�;2 spherical interpo-
lation �SI�;3–5 divide and conquer;6 Chan’s method;7 and Tay-
lor series.8,9 Of these methods, the Taylor series, Fang’s, and
Chan’s methods are considered the best and are the most
widely used. Unlike the Taylor series method, not only are
the last two less computationally demanding, they also yield
an exact solution. The Taylor series needs an initial value
which, if not adequately chosen, can result in a local mini-
mum. On the other hand, Chan’s and the Taylor series
method allow for the use of redundant information from any
number of sensors. Fang’s method requires a fixed number of
sensors because they are used to set the reference frame.
Adding one more receiver requires establishing a new mini-
mum set that includes the new one. Since both the Fang and

Chan methods solve a quadratic equation, they yield two
answers. The resulting ambiguity must be resolved by utiliz-
ing either a priori information or symmetrical properties.

In any method, we must distinguish between having the
minimum number of receivers or having redundant measure-
ments and, of course, establish whether we are solving a
linear or a nonlinear problem. If we have redundant measure-
ments or uncertainty, least squares emerge as one possible
way to overcome the difficulty. But a nonlinear problem is
quite a different story. Schau2 described the problem as the
intersection of spherical surfaces propagating from the
source, the so-called SX method. Placing the coordinate cen-
ter in one of the receivers and using the distance between the
source and that receiver, the range R, he greatly simplified
the starting equations. At the end, a four-equation system for
the unknowns xs ,ys ,zs and R has to be solved. All the system
coefficients can be computed from the time delay of arrival
�TDOA� measurements but he considered R a parameter and
not an unknown. In this way, it is assumed that the four
equation system is not able to provide the right solution for
the four unknowns. It is implicitly understood that the un-
knowns so obtained will not satisfy the relationship between
range and source position. In the SI method, Smith et al.,3

started from the same set of equations. The authors, for a
redundant set of receivers, obtained the least-squares solu-
tion by two partial minimizations, one with respect to the
source coordinates and the other with respect to the range.
Again the independence between the unknowns is not recog-
nized. Huang et al.,10 directly solving the initial redundant
system proposed in the SI method without partial minimiza-
tion, surprisingly found that the same results of the SI can be
obtained in one step least square method �OSLS�. Section III
discusses the relationship between the present method and
the SX, SI, and OSLS, as well as the linear nature of the
system of equations and the independency between the un-
knowns.

In this paper a property is presented that has not been
explicitly acknowledged or exploited previously. This prop-a�Electronic mail: srbuenaf@ull.es
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erty simplifies the problem statement and solution. The prob-
lem in two dimensions is first analyzed. Its generalization to
three dimensions follows directly and is shown at the end.
The development assumes an isotropic medium with homo-
geneous properties, free of noise, with a known set of delays
for the arrival time.

II. METHOD

A. The basic property

First an inverse approach to solving the TDOA problem
is proposed. That is, as a problem in which the receivers act
as the sources, emitting circular wave fronts with their cor-
responding delays. At a given time all the wave fronts will
intersect at the source’s exact position.

Assume there is one source in each of the receivers r1

and r2, Fig. 1. The distance between them is 2c. Source r1

emits first, and source r2 starts doing so after time ta has
elapsed

ta =
2a

v
, �1�

where v is the wave front’s velocity in the medium. The
spatial delay is defined as 2a.

Doing this, the wave fronts will intersect first at point A.
The circular intersections for times �t, 2�t, and 3�t after the
first impact are shown in Fig. 2. Connecting the consecutive
intersection points yields the hyperbola

x2

a2 −
y2

b2 = 1 �2�

where

b2 = c2 − a2. �3�

In Fig. 2, vertical lines connect the points where the two
wave fronts intersect at each interval. This straight line, a
kind of straight front, propagates with time in a direction

perpendicular to the line connecting r1 and r2. It will do so
with velocity vl. For ta=0 said velocity will be zero, and for
ta=2c /v it will be the same as the wave’s propagation veloc-
ity in the medium, vl=v.

The x coordinate of this vertical line can be obtained
from the intersection of the hyperbola and the wave front
propagating from r1 �Fig. 2�.

The equation for a wave front propagating from r1 with
coordinates �x ,y�= �−c ,0� is

�x + c�2 + y2 = R2 �4�

where the radius R is a linear function of time, R=vt. From
Eq. �2�;

y2 = b2� x2

a2 − 1� �5�

Substituting Eq. �5� in Eq. �4�:

�x + c�2 + x2b2

a2 − b2 − R2 = 0. �6�

Rearranging terms gives the more familiar form

�1 +
b2

a2�x2 + 2cx + �c2 − b2 − R2� = 0. �7�

In Eq. �7�, the general form

�x2 + �x + � = 0 �8�

can be recognized. The solution is

x = −
�

2�
±

��2 − 4��

2�
. �9�

Since R only appears in the discriminant, it is analyzed in
more detail:

�2 − 4�� = 4c2 − 4�1 +
b2

a2��c2 − b2 − R2� . �10�

Recalling from Eq. �3� that

�1 +
b2

a2� =
c2

a2 �11�

substituting it in Eq. �10� and expanding terms gives

FIG. 1. Point A represents the intersection of the two wave fronts emitted
from r1 and r2. Said intersection takes place at time ts= �a+c� /v.

FIG. 2. Connecting the intersection points of the wave fronts at each instant
in time yields the branch of the hyperbola containing the source. The solid
vertical lines propagates with time at speed vl. It constitutes a straight front.
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4c2 − 4
c2

a2 �c2 − b2 − R2� = 4R2 c2

a2 + 4c2�1 −
c2

a2 −
b2

a2�
= 4R2 c2

a2 + 4c2�1 −
c2 − b2

a2 �
= 4R2 c2

a2 . �12�

Surprisingly, the discriminant becomes a monomial squared.
The x coordinate of the vertical line can be obtained from

x = −
a2

c
± R

a

c
, �13�

and so, the straight front propagation velocity is

vl =
�x

�t
= ± v

a

c
. �14�

In Eq. �14�, the positive sign indicates that the line propa-
gates from the source in the receiver that emits first toward
the source that emits later, that is, from r1 to r2. Equation
�14� is this paper’s most important contribution. Surprisingly,
the line propagation velocity is constant and depends on the
spatial delay between the two receivers and their distance.
Now the TDOA problem statement can be simplified.

B. Time synchronization

For an arrival time method, the time at which the per-
turbation emitted from the source arrives at each receiver
must first be determined. These times are called tri, where r
indicates that the measurement is made at the receiver and i
is the receiver number. This time is set to zero for the source
nearest the receiver, while the most distant receiver is as-
signed a maximum value, tr

max. For the inverse problem, the
times at which the sources in the receivers begin emitting
must be synchronized.

The reciprocal emission times are defined as

tri
inv = tr

max − tri. �15�

These are always positive quantities. It will be zero for the
most distant receiver and tr

max for the one closest to the
source. Their magnitudes are computed from the original de-
lays recorded in the sensors.

C. The planar problem

To solve the planar problem, we first consider two re-
ceivers, ri and rj. Note that we need not take into account
which has the smaller reciprocal time. Let us consider a
wave front that starts to propagate from ri at time tri

inv. This
wave front will propagate to point A �Fig. 3� at velocity v.
The time it will take to reach point A is given by

trA
ij =

cij + aij

v
. �16�

In Eq. �16�, the quantity cij represents the halfway point be-
tween the two receivers and is always positive. The spatial
delay, which is a signed quantity, is solved for each pair of
receivers as follows:

2aij = v�trj
inv − tri

inv� . �17�

Once point A at coordinates �xst
ij ,yst

ij� is reached, the wave
front becomes a straight line traveling at velocity

vl
ij = v

aij

cij
. �18�

After a certain time, the straight front reaches the source at
coordinates �xs ,ys�. At this time the straight front intersects
the line going from receiver i to receiver j at P with coordi-
nates �xp

ij ,yp
ij�, then

�xp
ij − xs�nx

ij + �yp
ij − ys�ny

ij = 0. �19�

Based on the synchronization established in the previous sec-
tion, the coordinates of point P are given by

xp
ij = xst

ij + vl
ijnx

ij�t − ttA
ij � ,

�20�
yp

ij = yst
ij + vl

ijny
ij�t − ttA

ij � ,

where t is the absolute time measured from the instant the
most distant receiver starts emitting, and ttA

ij is the absolute
time at which the wave front from receiver ri reaches point
A:

ttA
ij = trA

ij + tri
inv. �21�

Substituting Eq. �20� in Eq. �19� and rearranging terms yields

nx
ijxs + ny

ijys − vl
ijt = nx

ijxst
ij + ny

ijyst
ij − vl

ijttA
ij . �22�

Equation �22� is linear in the unknowns xs, ys, and t. All
the other quantities, as we have already shown, follow from
the differences in the receiver times of arrival and from the
distance between the two receivers. In order to solve the
problem, three independent equations must be setup. This
requires the use of three pairs of receivers for a total of four
receivers.

FIG. 3. The thick dashed lines represent the initial and final positions of the
straight front. It advances, in the direction of vector nij, from point A�xst

ij ,yst
ij�,

with velocity vl
ij until it reaches position P�xp

ij ,yp
ij� at the same time the

straight front reaches the source.
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D. The spatial problem

The spatial problem requires a modification of Eq. �22�
so as to account for the third dimension:

nx
ijxs + ny

ijys + nz
ijzs − vl

ijt = nx
ijxst

ij + ny
ijyst

ij + nz
ijzst

ij − vl
ijttA

ij .

�23�

Since the number of unknowns is four, a five-receiver layout
is necessary to provide the four independent equations. In
matrix form we have

M · X = B , �24�

where

M = �
nx

12 ny
12 nz

12 − vl
12

nx
23 ny

23 nz
23 − vl

23

nx
34 ny

34 nz
34 − vl

34

nx
45 ny

45 nz
45 − vl

45
	 ,

X = �
xs

ys

zs

t
	 , �25�

B = �
nx

12xst
12 + ny

12yst
12 + nz

12zst
12 − vl

12ttA
12

nx
23xst

23 + ny
23yst

23 + nz
23zst

23 − vl
23ttA

23

nx
34xst

34 + ny
34yst

34 + nz
34zst

34 − vl
34ttA

34

nx
45xst

45 + ny
45yst

45 + nz
45zst

45 − vl
45ttA

45
	 .

The notation for the superscripts is arbitrary, with the caveat
that two rows cannot have the same superscripts. Matrix M
must be nonsingular and well-conditioned.

III. ON SYSTEM LINEARITY AND VARIABLE
INDEPENDENCY

In the previous sections, the unknowns are xs, ys, zs, and
t. They are independent variables. The coordinate center can
be chosen at any spatial point and the time origin can be
changed arbitrarily with no effect on the source localization.
There is no a priori relationship among the unknowns.
Moreover, because of the property presented in Eq. �14�, the
problem can be recast as the old problem of four cars with
known constant speed, departure time, position, and direc-
tion. The problem of source localization becomes one of
finding the straight trajectory intersection and the arrival
time. The speed of the cars being constant, the system equa-
tions are linear without any further relationship among the
unknowns.

If time starts when the receiver over which the coordi-
nate center is placed starts emitting, the system in Eq. �24� is
completely equivalent to the one developed for the SX
method. Moreover, a few simple linear transformations allow
replacing the time by the distance between the origin re-
ceiver and the source �the range R�. In doing so, the un-
knowns for this particular setting become xs, ys, zs, and R.
There is no demonstrated reason why the values obtained
from this equation system will not satisfy

R = �xs
2 + ys

2 + zs
2 �26�

and so, there is no reason to enforce it. Taking as the origin
of the coordinates a close neighbor to the receiver and the
same time origin as before, the relationship in Eq. �26� is no
longer valid, and thus irrelevant.

Schau et al.2 considered Eq. �26� of capital importance,
not recognizing the independence of the unknowns and the
fact that their proposal exactly solved the TDOA with a
simple, elegant, linear system at the expense of adding one
receiver. Smith et al.3–5 did not recognize the linearity and
independence and proposed an unnecessary two-step least-
squares procedure. That the two steps are unnecessary was
demonstrated by Huang et al.10 because in one step he was
able to obtain the same results as Smith. This will not be
possible unless the unknowns involved were independent.

The method developed in this paper is a more general
statement of the problem, one that is easy to understand and
program. But with our procedure the issues of linearity and
independency become clear.

IV. DISCUSSION

This solution strategy depends on the ability to position
the receivers. In the planar problem, four microphones
aligned in a row with different distances between them can-
not yield a solution since the system determinant is singular.
In interpreting this layout, it is preferable that the receivers
not be at right angles to each other and that the distances
between them not have a common multiple.

The numerical results allow us to differentiate between
the following cases:

�1� A source-receiver configuration in which the source
placement within the boundary delineated by the receiv-
ers yields a null determinant. These configurations are
said to exhibit an “internal singularity.”

�2� A source-receiver configuration in which the source
placement outside the boundary delineated by the receiv-
ers yields a null determinant. These configurations are
said to exhibit an “external singularity.”

�3� Receiver configurations which exhibit “internal and ex-
ternal singularities” simultaneously.

�4� Receiver configurations which do not exhibit any singu-
larities and which are “robust.”

An analysis of optimum receiver configurations will be
the subject of a future paper.

A. System invertibility

As mentioned previously, microphone configurations ex-
ist for which the layout is stable and invertible, indepen-
dently of the emitter’s position with respect to the receivers.
A stable configuration for a planar problem is an equilateral
triangle with microphones at the vertices and another at the
triangle’s geometrical center. This receiver geometry is de-
fined by the radius of the circle, rr, delineated by the three
vertices.

To demonstrate its stability, a circumference of emitters
surrounding the network of microphones is simulated. Its
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radius is rs. Consider one thousand equally spaced emitters
placed along the circumference. For the rs /rr ratios of 0.1, 1,
10, and 100, Fig. 4 shows, in polar coordinates, the determi-
nant of the matrix M and its condition number. The value of
rr is 1 m and the propagation speed of sound through the air

is used �340 m/s�. Machine precision calculated TDOAs are
assumed. The figures show that the determinant’s value de-
creases and the condition deteriorates as the source is moved
further away. This is to be expected since as the source is
moved away, it becomes more difficult for the set of receiv-

FIG. 4. Determinant and condition number for different rs /rr ratios. One thousand sources uniformly distributed over a circle of radius rs are considered.
Notice that while the determinant values follow the receiver pattern, the condition number does not.
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ers to determine the wave front’s curvature. The determi-
nant’s shape follows the symmetry of the microphone’s lay-
out. The condition number does not exhibit this symmetry.

B. Error amplification

Closely related to the stability issue is the question of
how accurately the proposed method can detect the source’s
position, considering the inevitable errors in the arrival time
estimation. For the previous configuration, the case of rs

equal to 3 m and rr equal to 1 m is analyzed to see how an
error in the TDOAs affects the proposed algorithm’s ability
to localize the emitter’s position.

The receivers’ error in identifying the event and the
TDOAs is simulated by introducing both a fixed amplitude,
as well as a random sign, into the exact calculations. Let Et

denote the maximum error magnitude. Figure 5 shows the
influence of this temporal error. For Et values of 5E−05 s,

the error in the radial position can reach 1 m. Note the dis-
persion of the condition. The dispersion range for the condi-
tion number values narrows where the condition is at a mini-
mum. The source localization error is also at a minimum at
these points. Reducing Et by an order of magnitude reduces
the localization uncertainty by an equal factor, going from
1 to 0.1 m, approximately.

V. CONCLUSIONS

A simple and precise linear formulation for the hyper-
bolic localization problem based on arrival times has been
introduced. The simplification is derived from the property
expressed in Eq. �14�, unpublished until now. The simplifi-
cation’s drawback is the need to account for the unknown
time variable, which requires an additional independent
equation, and therefore one more receiver in addition to the
theoretical minimum.

FIG. 5. Effect of TDOA error in target localization. The condition number presents maximum dispersion for the highest condition values. The localization
error follows this behavior. Reducing TDOA error, Et, one order of magnitude produces the same order reduction in the localization error.
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The simplicity of the matrix M allows for a direct inter-
pretation of the conditions necessary for a robust detection in
a given direction in space. The matrix condition can be ana-
lyzed directly, allowing for an a priori resolution of the pre-
cision necessary to determine the delay times �TOA� and
their effect on the localization error.

An omnidirectional planar problem has been analyzed.
The properties outlined can be extrapolated to the tridimen-
sional problem, which will be examined in a future paper.
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The spatial resolution of the focused field of a classical time-reversal mirror has a wavelength-order
� diffraction limit. Previously reported results for subwavelength focus require either the full
knowledge of the original source or the evanescent waves in the near field. Here it is shown that
subwavelength focusing can be achieved without a priori knowledge of the original probe source.
If the field is recorded at a few wavelengths away from the probe source, where the amplitude of the
near field is too low for subwavelength focusing, it is shown that the low amplitude near field can
be amplified and the spatial resolution improved, using the near-field time reversal �NTR� procedure
introduced here. The NTR is performed from the phase of the spatial spectrum of the field recorded
on an array around the original probe source using an analytical continuation for the amplitude of
the spatial spectrum. Following theory, � /20 resolution is experimentally demonstrated with audible
acoustic wavefields in the air. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2724238�
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I. INTRODUCTION

The implementation of a time-reversal mirror �TRM� in
acoustics1 and electromagnetics2–4 is now well established.
Using the far field of a probe source, a TRM focuses back to
the probe to the wavelength ��� diffraction resolution5,6 as
determined by the TRM aperture.6–8 Previous studies5,9

showed that the field resulting from the time reversal process
near the focus consists of two waves: the incoming wave
from the TRM and the outgoing wave after the collapse of
the time-reversed field at the source. Using Lamb waves on a
chaotic glass plate cavity, de Rosny and Fink9 showed that
subwavelength spatial resolution could be achieved experi-
mentally by active cancellation of the outgoing wave at the
source location at precisely the right time and amplitude as
specified by the time-reversal process. This acoustic sink is
implemented by adding a wave emitted from a time-reversed
source, �S, to the field traveling from the TRM, �TR. In other
words, the acoustic sink combines the a priori knowledge of
the original source position with the far-field time-reversal
data. On the other hand, near-field acoustic holography
�NAH�10,11 utilizes the evanescent wave-number structure of
the nearfield for the high resolution characterization without
a priori knowledge of the source. In this paper, we introduce
a near-field time-reversal �NTR� procedure that combines the
acoustic sink and NAH approaches. We show that a focus
with subwavelength resolution can be obtained from a TRM
at a distance of a few wavelengths of the probe source, be-
tween the near- and far-field regions. Importantly, the sub-
wavelength focusing is achieved without a priori knowledge
of the original source position and timing. This result is ob-
tained in the wave-number domain from the spatial spectrum
of the field �TR recorded with an array around the probe
source. If the range is of the order of a few wavelength, the
amplitude of the evanescent field is too low for subwave-
length resolution focusing like in the nearfield. Nevertheless,

part of the evanescent field can be amplified in the wave-
number domain to significantly improve the resolution of the
focus. Here, we demonstrate this principle using simulation
and experiments for a range of 4 wavelengths. The NTR
procedure we propose consists in extracting the phase of the
time-reversed field in the wave-number domain and applying
a generic amplitude to the spectrum while retaining the re-
corded phase.

II. THEORY

Time reversal is always implemented directly in the spa-
tial domain whereas NAH uses the wave-number domain to
reconstruct the field at the source. Near-field Time Reversal
�NTR� takes advantages of the fact that in the wave-number
domain, the near field of a point source �S is decomposed
into an amplitude that controls the spatial resolution of the
focus independent of its position and a phase that contains
the spatial position information of the focus. In our case, the
latter can also be extracted from the time-reversed signals
�TR recorded around the source. The amplitude and the
phase can be combined because the near-field spatial resolu-
tion is independent of the probe source position. The result-
ing constructed near-field time-reversal �NTR� focus occurs
at the position in space and time defined by the TRM but
with the spatial resolution one expects from the nearfield.
The temporal resolution of the focus remains unchanged.

In other words, Near-field time reversal at the source
position R1= �x1 ,y1 ,z1� is based on the combination of two
fields on a near-field array R around the source. First, as
usual in a time-reversal process, after the field from the
source is recorded away from the nearfield on a multiple-
element array that makes up a TRM, the transmitted time-
reversed field �TR�R ,R1 , t� focusing to the probe source po-
sition with a wavelength-order spatial resolution is recorded
on the near-field array. Second, we define the generic ana-
lytic field �S�R ,R0 , t� for an isotropic point source in free
space at position R0 as the target field for the time-reversed
imaging. This field �S�R ,R0 , t� defines the subwavelengtha�Electronic mail: sconti@ucsd.edu
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spatial resolution to achieve. As it will be shown later, the
same generic field �S�R ,R0 , t� is applied to a time-reversed
field from one source or two simultaneous ones separated by
less than a wavelength. In both cases, this generic field will
provide resolvable foci at the original positions. Note that R0

and R1 do not need to be the same point for �S and �TR,
meaning that the NTR procedure is applied without a priori
knowledge on the position of the focus from the TRM. For
�R0−R � ��, �S�R ,R0 , t� is given9

�S�R,R0,t� = AS

exp �ik0�R − R0��
4��R − R0�

exp �− i�t� , �1�

where k0=� /c=2�f0 /c for the central frequency f0, c is the
speed of sound, and AS is the relative amplitude of the field
�S. The spatial resolution for �S�R ,R0 , t� corresponds to a
point source. For a position R1 in the nearfield of the probe
source such that �R1−R � ��, and a TRM in the farfield of
the probe source, the time-reversed field from the farfield
�TR f f�R ,R1 , t� is given by9

�TR f f�R,R1,t� = ATR

exp �− ik0�R − R1��
4��R − R1�

exp �− i�t�

− ATR

exp �ik0�R − R1��
4��R − R1�

exp �− i�t� , �2�

where ATR the relative amplitude of the field �TR f f. If the
TRM is in a range between the farfield and the nearfield of
the probe source, the time-reversed field recorded on the
near-field array is the sum of the fields from Eqs. �1� and �2�,
with relative amplitudes AS and ATR varying with the range:

�TR�R,R1,t� = �TR f f�R,R1,t� + �S�R,R1,t� . �3�

As in Eq. �3�, for a TRM in the nearfield, the relative ampli-
tudes AS and ATR are equal, and �TR�R ,R1 , t� describes the
focus whose spatial resolution corresponds to a point source.
For a TRM in the farfield, AS is equal to zero, and the spatial
resolution is of the order � corresponding to the sinc function
for an ideal TRM in the farfield. Note that Eqs. �1�–�3� only
require the medium to be locally homogeneous around the
source. In this case, the time-reversed field obtained on the
near-field array does not depend on the presence of scatterers
or heterogeneities at distances greater than a few wave-
lengths between the TRM and the source. However, when an
ideal TRM is not available, scatterers or heterogeneities can
increase the effective aperture of the TRM,6–8 making the
time-reversed field behave as �TR�R ,R1 , t� around the
source. Following Eqs. �1� and �2�, �S and �TR are written as
the product of space gS�R ,R0� and gTR�R ,R1�, respectively,
and a time dependent function exp �−i�t�:

�S�R,R0,t� = ASgS�R,R0� exp �− i�t� , �4�

�TR�R,R1,t� = ATRgTR�R,R1� exp �− i�t� . �5�

The localization of the time-reversed wave at the original
source position is embedded in gTR�R ,R1�. In the wave-
number domain, the localization of the original source only
appears in the phase term, by definition of the Fourier trans-

form. In the near field, the spatial Fourier transform �̃ of
either Eq. �1� or �3� is written as

�̃S�k,R1,t� = AS exp �− ik · R0�g̃S�k� exp �− i�t� , �6�

�̃TR�k,R1,t� = ATR exp �− ik · R1�g̃TR�k� exp �− i�t� . �7�

The space dependent functions g̃S�k� and g̃TR�k� of the spa-
tial Fourier transforms of �S and �TR act as the shaping filter
of the focus. They are independent of the source localization
R0 and R1, respectively. Equation �7� confirms that the focal
position in �̃TR�k ,R1 , t� is only present in the phase term
exp �−ik ·R1�, while Eqs. �6� and �7� confirm that g̃S�k� and
g̃TR�k� contain the near-field spatial information of
�̃S�k ,R0 , t� and �̃TR�k ,R1 , t�, respectively. With a TRM in
the farfield, the localization phase exp �−ik ·R1� is present in
the spectrum for k�k0, and also for k�k0 when the TRM is
in the nearfield. For a TRM at a distance in between these
two regimes, the localization phase is present for all values
of the wave number k, even if the corresponding amplitude
of the spectrum is lower than what is obtained with the TRM
in the nearfield of the probe source.

In essence, the idea of the NTR focus, based on analytic
continuation, is to combine the phase component
exp �−ik ·R1� of the spatial Fourier transform of the time-
reversed field �TR�R ,R1 , t� with the near-field shaping filter
g̃S�k� of the generic analytic field �S�R ,R0 , t�, to construct
�̃NTR�k ,R1 , t�, the spatial Fourier transform of the NTR field:

�̃NTR�k,R1,t� = AS exp �− ik · R1�g̃S�k� exp �− i�t� . �8�

In physical space, the focus �NTR�R ,R1 , t� is then

�NTR�R,R1,t� = ASgS�R,R1� exp �− i�t� . �9�

The NTR field �NTR�R ,R1 , t� is constructed as follows when
the localization phase is present for all k:

The phase for the position R1 of the focus from the TRM
is obtained from �̃TR�k ,R1 , t�:

exp �− ik · R1� =
�̃TR�k,R1,t�

��̃TR�k,R1,t��
exp �i�t� . �10�

The spatial resolution g̃S�k� of the point source in the
nearfield is obtained from �̃S�k ,R0 , t�, independently of the
TRM and for any position R0:

g̃S�k� =
��̃S�k,R0,t��

As
. �11�

In practice, by substituting Eqs. �10� and �11� in �8�, the
spatial Fourier transform of the NTR field �̃NTR�k ,R1 , t� is
derived from �̃TR�k ,R1 , t� and �̃S�k ,R0 , t�:

�̃NTR�k,R1,t� =
�̃TR�k,R1,t�

��̃TR�k,R1,t��
��̃s�k,R0,t�� . �12�

Hence, a high resolution focus is constructed from time
reversal combined with components in the nearfield, with the
latter actually representing any generic point source indepen-
dent of the position of the original probe source. From a
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practical point of view, ��̃s�k ,R0 , t�� is obtained from
�̃S�R ,R0 , t� with �R0−R � ��. Increasing the number of ele-
ments of the near-field array within one wavelength will in-
crease the focal resolution. It also has to be noted that, due to
noise and other experimental limitations, in practice the
shaping filter may not be obtained from �S�R ,R0 , t�, but gen-
erated numerically instead.

III. NUMERICAL SIMULATION

We first validate the NTR procedure using numerical
computation, with added noise in anticipation of the experi-
mental demonstration. The time-reversed field �TR is created
on the near-field array using Eqs. �1�–�3�, for either one
source �Fig. 1� or two simultaneous sources separated by
� /10 �Fig. 2�, with a TRM D=4� away from the probe
source. The fields are generated within one wavelength with
a � /25 spatial sampling. A 60-dB white noise relative to the
maximum amplitude is added for �TR. The NTR field �NTR is
then obtained using Eq. �12� and a shaping filter defined with

�gs�R�� � exp �− 20k�R�� . �13�

Figure 1 shows the subwavelength focus for a single source.
The spatial resolution of the focus corresponds to the one
from the nearfield, with the position from the TRM. Figure 2
shows that each source is well separated from the other in
�NTR, whereas that is not the case for the time-reversed field
�TR. It has to be noted here that this result is not trivial since
the operator in Eq. �12� is nonlinear with regard to the rela-
tive amplitudes; however, it is linear with regard to the phase
of the superposition of the simultaneous sources.

IV. EXPERIMENTAL RESULTS

To confirm these results, an air acoustics experiment was
conducted using loudspeakers and microphones between 100
and 200 Hz, as described in Figs. 3 and 4. For practical
reasons, the experiment was done in a homogeneous free

space medium. The TRM is composed of 24 speakers with a
� /16 spacing, corresponding to an aperture of 3� /2. The
near-field array is composed of eight microphones with a
� /47 spacing. The arrays are linear and parallel to each
other. The distance between the two arrays is D=9 m, corre-
sponding to 4�. The signal transmission and recording were
done using a multichannel soundcard with a 40-dB signal-to-
noise ratio. The impulse responses were recorded between
each element of the TRM and each element of the near-field
array. The time-reversed field �TR was generated from a digi-
tal time-reversal experiment by correlating the recorded im-

FIG. 1. Theoretical predictions for the normalized amplitude of the time-
reversed field �TR from a TRM focusing at the center of the array �dark
dashed line� and the resulting NTR �NTR �dark continuous line� obtained by
combining �S with �TR following Eq. �12�. The distance between the TRM
and the probe source is D=4�. The shaping filter �gs�R� � �exp �−20k �R � �
was applied in this case. The different fields are generated within one wave-
length and a � /25 spatial sampling, for a 60-dB white noise relative to the
maximum amplitude of �TR.

FIG. 2. Theoretical predictions for the normalized amplitude of the time-
reversed field �TR from a TRM focusing simultaneously on two points sepa-
rated by � /10 �dark dashed line� and the resulting NTR �NTR �dark continu-
ous line� obtained by combining �S with �TR following Eq. �12�. The
distance between the TRM and the probe source is D=4�. The shaping filter
�gs�R� � �exp �−20k �R � � was applied in this case. The different fields are
generated within one wavelength and a � /25 spatial sampling, with a 60-dB
white noise relative to the maximum amplitude of �TR.

FIG. 3. Experimental setup used in the audible range from 100 to 200 Hz
��=2.3 m, not to scale�. The TRM �gray� consists in a linear array com-
posed of 24 speakers with a � /16 spacing. The near-field array �black� is a
linear array composed of eight microphones with a � /47 spacing. The dis-
tance between the two arrays is D=9 m, D�4�. The signal transmission
and recording was done using a multichannel soundcard with a 40-dB
signal-to-noise ratio.

3604 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Conti et al.: Near-field time reversal



pulse responses between all the elements of the TRM and the
near-field array with the ones from the TRM to the desired
focus.

To account for the experimental conditions, gS was de-
fined for this experiment with an exponential relative to the
element 4 on the array instead of the theoretical target field
from Eq. �1�, using

�gs�R,R4�� � exp �− 5k�R − R4�� , �14�

where k=2�f /c, with c=350 m s−1 and f =150 Hz. The co-
efficient 5 in the exponential was chosen empirically for this
experiment as a compromise between the main and side
lobes of the resulting NTR focus. The time-reversed field
�TR from the far-field TRM is recorded on the near-field
array elements. The focus associated with �TR for a single
focus under the experimental conditions corresponded to
about 8� /3 at the 50% downpoints �Fig. 5�a��, corresponding
to the size of the focus one might expect with a distance D
=4� between the focus and a TRM with a 3� /2 aperture.
Using the same 50% downpoints criterion, NTR achieves a
� /20 focus for a single focusing position �Fig. 5�a��. This
subwavelength focusing is of the same order as the ones
reported for NAH10,11 and smaller than that by de Rosny and
Fink.9 They obtained a � /14 spatial resolution experimen-
tally in a cavity, which was most likely limited by the timing
and amplitude adjustments of the time-reversed source field
they applied at the source to compensate the outgoing field.9

Experimental results with a larger spacing for the near-field
array showed that the NTR focus was broader. In the case of
two foci occurring simultaneously on two elements �3 and 5�
of the near-field array separated by one element �4� only, i.e.,
separated by � /23, the improvement observed on each focus
compares well to theoretical predictions �Fig. 5�b��. This re-
sult is obtained without loss on the temporal resolution of
each focus. A focus can be transmitted to different positions

of the near-field array independently of the others, within the
limitations of the experimental conditions.

V. CONCLUSION

In this paper, we demonstrated using theory and experi-
ments that subwavelength focusing with time reversal is
achieved without a priori knowledge on the original source
and away from the nearfield of the probe source, as opposed
to the acoustic sink procedure or NAH. This result is ob-
tained by combining near-field and TRM components in the
wave-number space following the NTR principles, within the
limitation in range presented. Interestingly, the subwave-
length focusing is obtained without loss of the temporal reso-
lution. This technique is applied to an array with elements
within a fraction of the wavelength from each other, using
the knowledge of their relative positions only. Potentially,
this technique can be used to enhance NAH imaging and
increase the range between the NAH array and the sample to
image. NTR also allows focusing different signals simulta-
neously on different elements within a fraction of a wave-
length of each other, a goal very basic to construct multi-
channel communications techniques.
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The goals of the current study were to: 1� evaluate the feasibility of a new wideband approach to
measuring middle-ear muscle reflex �MEMR� status, and 2� to test the hypothesis that ipsilateral
thresholds elicited with 1 or 2 kHz tones and broadband noise activators on a wideband acoustic
transfer function �WATF� system are lower than thresholds elicited on a clinical system. Clinical
MEMR tests have limitations, including the need for high activator levels to elicit a shift in a
narrowband probe �e.g., a 0.226 or 1 kHz tone�. Wideband MEMR tests using WATFs may elicit the
reflex at lower levels because a wideband probe �click� is used and the threshold detection criterion
can be wideband. Mean wideband MEMR thresholds across 40 normal-hearing adult ears were
2.2–4.0 dB lower than clinical MEMR thresholds, depending on the activator and specific WATF
test used �admittance magnitude or energy reflectance�. Wideband MEMR has potential clinical
utility beyond the adult population, including use in newborn and preschool hearing screenings. In
a newborn hearing screening, for example, wideband MEMR could be completed with the same
system as otoacoustic emissions. However, further investigations in infants and young children are
needed. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2722213�

PACS number�s�: 43.64.Ha, 43.64.Yp, 43.64.Ri �BLM� Pages: 3607–3616

I. INTRODUCTION

The main goal of the current study was to compare stan-
dard clinical and wideband acoustic transfer function
�WATF� measurements of the middle-ear muscle reflex
�MEMR� to test the hypothesis that MEMR thresholds are
lower in a prototype WATF procedure than the clinical pro-
cedure. The standard clinical MEMR test is described in this
Introduction, followed by a description of a wideband
MEMR test.

A. Clinical middle-ear muscle reflex test

When an intense sound is presented to the ear, and if the
middle ear, cochlea, and neural afferent and efferent systems
are functioning normally, the MEMR arc is stimulated �for a
review, see Wiley and Fowler, 1997�. The MEMR induces a
contraction in the stapedius muscle in the middle ear, which
then stiffens the middle-ear ossicular chain. This reduces the
amount of energy that is absorbed or transferred into the
cochlea. Because the ossicular chain is stiffened, the acoustic
admittance measured in the ear canal at the tympanic mem-
brane �TM� is also changed. At low frequencies such as

0.226 kHz, admittance is typically reduced by a MEMR, and
the amount of energy that is reflected from the TM back
through the ear canal is increased.

1. CMEMR test construction

A clinical middle-ear muscle reflex �CMEMR� test is
performed after a tympanometry test �Wiley and Fowler,
1997�. In a typical tympanometry test, a probe is placed in
the ear canal to produce a hermetic �air-tight� seal, and a
0.226 kHz probe tone is continuously presented while pres-
sure in the ear canal is varied. The pressure at which the
acoustic admittance magnitude at the TM has its maximum is
the tympanometric peak pressure �TPP�. The probe stimulus
of the CMEMR is usually the same probe tone used in the
tympanometry test, namely, a 0.226 kHz tone. CMEMR
measurements are typically made with the ear-canal pressure
adjusted to the TPP in the ear receiving the probe stimulus,
so that admittance is at its maximum at the probe frequency
in the absence of the activator. A second stimulus, the acti-
vator, is used in the CMEMR test to elicit the MEMR, and
the probe response is compared in the presence and absence
of the activator.

Common activators are 0.5, 1, 2 and 4 kHz tones and
broadband noise �BBN�. In an ipsilateral MEMR test, the
probe assembly is placed in the ear canal in which the reflex
is to be measured and the activator is presented to the same
ear. In a contralateral MEMR test, the probe assembly is
placed in the ear canal in which the reflex is to be measured,
and a sound source presents the activator in the contralateral

a�Portions of this work were presented in: Schairer, K. S., Ellison, J. C.,
Fitzpatrick, D., and Keefe, D. H., “Narrowband versus wideband measure-
ments of middle ear muscle reflex thresholds.” Presented at the American
Auditory Society 2006 Scientific and Technology Meeting Program,
Scottsdale, AZ.

b�Author to whom correspondence should be addressed. Electronic mail:
kschairer@wisc.edu
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ear. The MEMR threshold is defined as the lowest activator
level that produces a criterion difference in the acoustic re-
sponses to the probe in the presence and absence of the ac-
tivator. Another criterion is the growth of the MEMR shift in
the admittance magnitude �at 0.226 kHz�. That is, as the ac-
tivator level increases the decrement in admittance should
become larger. If not, the decrement may not be a true reflex,
but perhaps a swallow or some other biological noise.

A CMEMR threshold test may be used to assist in the
identification of sensorineural hearing loss, conductive hear-
ing loss, 8th nerve tumors, or 7th nerve pathologies. In a
CMEMR decay test, the activator is presented at a supra-
threshold level, i.e., a level that is approximately 10 dB
higher than the CMEMR threshold, and the change in the
admittance magnitude at the probe frequency is assessed
over activator durations of approximately 10 s. A CMEMR
decay test may be used to detect acoustic neuromas.
CMEMR tests may also be used as part of a screening pro-
tocol for preschool- and school-aged children �Silman et al.,
1992� and at-risk infants �Hirsch et al., 1992�. Silman et al.
compared the sensitivity and specificity of TPP, static admit-
tance, tympanometric width, and ipsilateral CMEMR at
1 kHz at 110 dB HL with a 0.226 kHz probe, alone and in
different combinations for detecting middle-ear effusion.
They found that the individual measure with the highest sen-
sitivity and specificity was the CMEMR. Overall, they rec-
ommended a protocol in which a child is referred if the tym-
panometric width is greater than the 95th percentile of a
normal group, the static admittance is lower than the 90%
range, and the CMEMR is absent, OR if TPP is negative and
CMEMR is absent. They further recommended that CMEMR
should be tested first at 100 dB HL, and if absent, then test at
110 dB HL. Hirsch et al. used CMEMR and auditory brain-
stem response �ABR� to screen infants who were being dis-
charged from an intensive care nursery. Ipsilateral CMEMR
thresholds were obtained with a 0.8 kHz probe, and 2 kHz
and narrowband noise activators. The authors selected a
screening level �for pass/fail� of 90 dB sound pressure level
�SPL� for the 2 kHz activator and 80 dB SPL for the narrow-
band noise. They found that the CMEMR screen identified
the same ears that failed the ABR screen, and suggested that
the CMEMR test could be used as a faster, cheaper first
screen for a CMEMR/ABR protocol. Those who fail the
CMEMR screen would then receive an ABR screen.

2. Limitations of CMEMR tests

These CMEMR tests are standard practice complete
with associated normative data and a large body of literature
regarding test sensitivity across a diverse body of disorders.
However, several limitations still exist.

First, the measurement is restricted to a single probe
frequency so that only the admittance changes at the probe
frequency are evaluated. Because pathologies may not be
uniformly evident at the same frequency in every ear, the
0.226 kHz probe tone used in clinical measurements may not
be ideal across a diverse clinical population. Multifrequency
tympanometry has been shown to provide improved sensitiv-
ity to some middle-ear pathologies �Hunter and Margolis,
1992; Li et al., 1999; Margolis et al., 1999�. Normative data

in comparison to the Vanhuyse et al. �1975� model are avail-
able for adults and children �e.g., Calandruccio et al., 2006;
Hunter and Margolis, 1992; Margolis and Goycoolea, 1993�
and for infants and toddlers �e.g., Calandruccio et al., 2006�.
Although these methods may increase the probability of de-
tecting middle ear dysfunction, they require extra time to
either sweep pressure at multiple probe frequencies or sweep
probe frequency at multiple fixed pressures. Higher probe
tone frequencies �such as 0.660, 0.8, or 1 kHz� have also
been used for CMEMR measurements in infants �e.g., Hirsch
et al., 1992; Kankkunen and Liden, 1984; Sprague et al.,
1985; Weatherby and Bennett, 1980�.

A method using a wideband probe stimulus may reduce
test time and increase the probability of detecting dysfunc-
tion. This is because a response shift could be detected in a
wide range of frequencies that are present simultaneously in
the stimulus. For example, Feeney and Sanford �2005� mea-
sured thresholds in six-week-old infants and adults of the
MEMR elicited by a contralateral BBN activator using wide-
band energy reflectance and admittance responses. They
found that different frequency ranges in infants and adults
improved detection of the MEMR. These results suggest that
a single probe tone is insufficient to measure MEMR across
all ages, and the authors suggested that this wideband tech-
nique could be used to track the best frequency for MEMR
measurements during postnatal middle-ear development.
However, an ipsilateral MEMR test appears preferable in
young infants to a contralateral test, because it is simpler: the
ipsilateral test is a single-ear test while the contralateral test
requires simultaneous sound stimulation in both ears.

A second potential limitation is that CMEMR testing
requires a hermetic seal and pressurization of the ear canal.
Pressurization can displace the extremely compliant ear-
canal walls of normal infants up to approximately two
months of age �Holte et al., 1990�. Normal tympanograms
can be obtained in ears diagnosed with otitis media with
effusion �OME� in infants less than five months of age, with
procedural limitations at younger ages possibly due in part to
ear-canal wall movement �e.g., Schwartz and Schwartz,
1980�. Hirsch et al. �1992� were able to elicit reflexes in
most of their infants �who also passed the ABR screen�.
However, an ambient-pressure, i.e., nonpressurized, test of
middle-ear status could potentially improve newborn hearing
screening �NHS� outcomes �Feeney and Sanford, 2005;
Keefe et al., 2003b; Keefe et al., 2003a; Keefe et al., 2000�
by avoiding the difficulties associated with pressurization.
Such a MEMR test may also provide a means to identify
newborns at risk for auditory neuropathy. Individuals with
auditory neuropathy have present otoacoustic emissions
�OAEs� and absent ABR and MEMR �Berlin et al., 2005;
Hood, 1999�. A valid MEMR test might be used to screen for
auditory neuropathy, inasmuch as it can provide evidence of
retrocochlear dysfunction in a test that is faster and less
costly than an ABR test.

A third limitation with current clinical immittance sys-
tems, especially in terms of application to NHS programs, is
that the operator must determine whether a MEMR response
is present. This may not be practical for NHS and other
screening programs in which personnel without audiological
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training perform the screenings. An objective method for de-
termining the presence of a MEMR response would be of
potential benefit to these programs.

A final, safety-related, limitation relates to the level of
the activators required to elicit the MEMR for threshold, and
especially, decay tests. Hunter et al. �1999� reported a case in
which an acoustic reflex decay test at 1 kHz at 120 dB HL
produced a temporary threshold shift above 1 kHz, and a
permanent threshold shift at 1 kHz in both ears. They recom-
mended a maximum activator level of 115 dB SPL, for this
activator type, and expressed similar concerns for other acti-
vator types. With that criterion, MEMR decay tests would
have been contraindicated in over half of their patients with
acoustic neuromas because test levels would likely have had
to exceed 115 dB SPL. Arriaga and Luxford �1993� reported
a similar case in which a 120 dB HL, 2 kHz activator caused
a permanent hearing loss in one ear of an older patient with
preexisting sensorineural hearing loss. Arriaga and Luxford
recommended limiting stimulus level to 105 dB HL in reflex
decay measurements. Miller et al. �1984� reported another
case in which an 84-year-old patient suffered from increased
hearing impairment and temporary decrease in speech dis-
crimination after acoustic reflex testing. The precise amount
of pure-tone threshold and speech discrimination shift could
not be determined because these tests were not performed
prior to the reflex tests. The change in hearing was identified
by patient report of sudden decrease in hearing during the
reflex test and no measurable speech discrimination directly
after the reflex tests. Serial testing over the next few months
demonstrated a gradual improvement in speech discrimina-
tion. Even when the MEMR activator levels are within safe
limits, they may be considered uncomfortable to many pa-
tients. Measuring MEMR thresholds at lower activator levels
using a wideband rather than a single-frequency probe would
also reduce the activator levels used in the MEMR decay
test, and might make MEMR testing possible in those pa-
tients whose thresholds exceed clinical equipment �Feeney et
al., 2003; Feeney and Keefe, 1999�.

B. Wideband middle-ear muscle reflex test

WATF tests include such measures as acoustic imped-
ance, acoustic admittance, which is the inverse of acoustic
impedance, and acoustic reflectance. In contrast to single-
frequency tympanometry, these WATFs assess ear-canal and
middle-ear functioning over a wider bandwidth, typically
0.25–8 kHz. The main rationale to construct a wideband test
to measure the MEMR threshold �WMEMR� is that the
threshold may be detected more easily using a wideband
probe response than a single-frequency probe response.
Moreover, the best frequency range to use for measuring
MEMR thresholds in children may differ from that in adults
and the wideband probe would allow for identification of the
most sensitive frequency range in each ear, regardless of age.
Finally, the WMEMR test may provide a better signal-to-
noise ratio in comparison to the CMEMR test. In the version
of the WMEMR test used in the current study, the response is
averaged across three repetitions of the activator at each
level. In contrast, the stimulus may be presented only once at

each level in the CMEMR test, and it is not averaged even if
presented more than once at a particular level.

A number of studies, which have discussed the above
potential advantages of wideband MEMR measurements,
have reported measurements of contralateral MEMR shifts in
WATFs, with emphasis on shifts in energy reflectance and
admittance magnitude in adults �Feeney et al., 2003; Feeney
and Keefe, 1999; Feeney and Keefe, 2001�. MEMR-induced
shifts in the acoustic power absorbed by the middle ear have
also been used in these studies. Power measures are grouped
with WATF measures inasmuch as acoustic power can be
expressed as the product of the squared pressure and the
wideband acoustic conductance, which is the real part of the
admittance.

Objective rules have been developed to decide whether a
particular MEMR shift differs significantly from zero or
whether it is dominated by noise alone. Feeney and Keefe
�2001� and Feeney et al. �2003� proposed the joint use of two
objective tests, one based on the magnitude of the shift
across the selected frequency range using an analysis of vari-
ance �ANOVA�, and another based on the correlation of the
MEMR shift across frequency to a suprathreshold MEMR
shift measured at the highest activator level. A magnitude
test is well suited to a threshold determination and is used in
the present study. The correlation test is well suited to ex-
cluding a large shift due to an intermittent noise source with
a spectrum different from that of a MEMR shift. However, a
correlation test is not necessarily well suited to a WMEMR
threshold measurement, because: �1� the MEMR shift mea-
sured at the highest activator level is assumed to be supra-
threshold, but this may not be the case, and �2� the correla-
tion test requires at least two activator levels to classify a
WMEMR shift at a given level as present or absent, whereas
the ANOVA test requires only one activator level. No corre-
lation test was used in the present study.

An alternative approach to the measurement of the
MEMR has been based on techniques used to measure OAE
responses in combination with the known latency range of
MEMR effects. Neumann et al. �1996� compared responses
to two identical brief tone bursts that were separated in time
by 110 ms. The ipsilateral MEMR, if elicited by the first tone
burst, would affect the response to the second tone burst but
not the first, so the difference in responses served as a mea-
sure of MEMR threshold. Müller-Wehlau et al. �2005� used
an ipsilateral MEMR that was similar to that of Neumann et
al. in comparing responses to two identical brief signals, but
each of the signals used by Müller-Wehlau et al. was wide-
band �0.1–8 kHz� while the detection rule for the MEMR
used the phase coherence between the first and second re-
sponses at a single frequency �near 1 kHz�. Goodman and
Keefe �2006� described a technique that combined a MEMR
elicited with a BBN activator and a low frequency probe
tone near 0.25 kHz, with a higher frequency tone
�1.5–3.5 kHz� to elicit a stimulus frequency OAE �SFOAE�.
These studies have in common the measurement of an ipsi-
lateral MEMR through the use of some change in the acous-
tic pressure response at a single frequency.

A system to measure ipsilateral MEMR shifts in WATFs
was used to compare contralateral and ipsilateral MEMR
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thresholds in 27 young adults �Feeney et al., 2004�. The
ipsilateral test relied on the spectral separation between a
probe signal, which was a bandpass filtered click
�0.2–2 kHz�, and a 4 kHz activator signal. The probe and
activator signals were delivered simultaneously to the same
ear, and the MEMR-induced shift in the WATFs �admittance
magnitude and energy reflectance� was compared across the
probe bandwidth by also measuring the WATFs in a probe-
alone condition. A WMEMR shift was judged as present
based on the joint use of a magnitude and correlation deci-
sion rule. They compared these ipsilateral WMEMR thresh-
olds with contralateral WMEMR and CMEMR thresholds in
the same subjects using a 4 kHz activator and a click probe.
The WMEMR thresholds were measured using either an ad-
mittance or a reflectance wideband response. Of the 27 sub-
jects tested, five subjects had no MEMR shift on any test and
were excluded. Of the remaining 22 subjects, contralateral
CMEMR thresholds were measured in 14 subjects, contralat-
eral WMEMR thresholds were measured in 16–17 subjects
�depending on WATF response type�, and ipsilateral
WMEMR thresholds were measured in 18–20 subjects �de-
pending on WATF response type�. The average contralateral
WMEMR thresholds were 3 dB lower than the average con-
tralateral CMEMR thresholds, but no comparison of ipsilat-
eral WMEMR and CMEMR thresholds was reported. The
requirement for spectral separation between probe and acti-
vator signals may constrain the accuracy of the measure-
ment, and it certainly limits the choice of ipsilateral activa-
tors that can be used. It might be desirable to use a wideband
activator signal such as BBN to elicit a MEMR shift in a
wideband probe signal or it might be desirable to use a tonal
activator whose frequency was within the bandwidth of the
probe signal.

C. Goals of current study

The initial goal was to evaluate the feasibility of mea-
suring the presence of ipsilateral MEMR using a wideband
response and procedure that does not require separation of
the probe and activator spectra. Second, ipsilateral WMEMR
thresholds were measured and compared in groups of
normal-hearing adults and children to ipsilateral CMEMR
thresholds measured with a clinical system. These data were
used to test the hypothesis that WMEMR thresholds are
lower than CMEMR thresholds.

II. METHODS

A. Subjects

Two groups of subjects were consented to the study and
tested at Boys Town National Research Hospital. The first
group of 22 adults received an otoscopic evaluation and the
following tests. Air and bone conduction thresholds were ob-
tained on clinical Grason-Stadler audiometers calibrated to
ANSI S3.6-2004 and using ER-3A insert earphones. Tympa-
nometric tests were obtained on a Grason-Stadler GSI-33 or
Tympstar calibrated to ANSI S3.39-1987, with a nominal
85 dB SPL, 0.226 kHz probe tone and a pressure range of
+200 to −400 daPa. Ears with impacted cerumen or cerumen
that precluded visualization of the TM upon otoscopy were

excluded. Other inclusion criteria included: �1� air-
conduction thresholds �=15 dB HL at octave frequencies
from 0.5 to 8 kHz, bilaterally, �2� air-bone gaps �=15 dB,
and �3� 0.226 kHz tympanometry tests in the range
0.2–1.8 mmho for peak-compensated static admittance and
−150 to 100 daPa for TPP. These tympanometry ranges were
slightly wider than the Margolis and Heller �1987� normative
data because subjects who were otherwise otologically nor-
mal would have been excluded. Forty ears of 21 participants
were included in analysis in the adult group. These partici-
pants ranged in age from 18 to 36 years �mean�27.2, stan-
dard deviation �SD��5.9; 15 females, six males�.

Sixteen children were recruited for the second group.
The inclusion criteria were the same, except that audiometric
thresholds were obtained using conventional audiometry
�i.e., hand raises� for six children and conditioned play audi-
ometry for eight children. For all subjects meeting the inclu-
sion criteria, data were obtained from one ear of six children
and both ears of eight children. They ranged in age from 30
to 82 months of age �mean=57 months, SD=15 months;
eight females, six males�, or 2.5 to 6.8 years. Twenty-one
ears were included in analyses of the child group.

Each session lasted approximately 1–1.5 h for the
adults and older children, with longer session devoted to
younger children. All audiometric and experimental tests
were completed within one session.

B. CMEMR procedures

CMEMR thresholds were obtained at the same time the
tympanogram was obtained. The probe tone was the same as
for the tympanometry tests, and it was on continuously
throughout testing. Activators were 1 and 2 kHz tones, and
BBN �0.125–4 kHz, Grason-Stadler, 2005, p. A-4�, and the
duration of each activator was 1.5 s �Grason-Stadler, 2005,
pp. 4–31�. The initial activator level was at a moderate level,
for example, typically 95 dB HL for tonal activators. A
CMEMR response was defined as a decrease in admittance
magnitude of at least 0.02 mmho that was time locked to the
stimulus �to avoid identifying swallows, movements, etc., as
related to a MEMR�. Although in clinical practice audiolo-
gists may use an admittance change of 0.02 mmho as the
criterion for presence of an acoustic reflex �e.g., Gelfand,
2001; Silman and Silverman, 1991�, that value is essentially
arbitrary. The 0.02 mmho criterion was used in the current
study to avoid defining threshold with questionable re-
sponses of 0.01 mmho, and to avoid higher thresholds that
would have resulted if a larger magnitude criterion was used.
The activator level was decreased in 5 or 10 dB steps until
the response was �0.02 mmho. If a response was not pro-
duced with the initial activator level, the activator level was
increased until a response of 0.02 mmho was obtained. An
additional criteria for threshold was the observation of re-
sponse growth, that is, the response using activator levels
below the maximum level had to increase at a higher level
�e.g., from 0.02 mmho at 85 dB to 0.04 mmho at 90 dB�.
The CMEMR threshold was the lowest activator level at
which a MEMR response was observed.
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C. Wideband testing

1. WATF procedures

The WATF measurement system was calibrated daily ac-
cording to procedures described elsewhere �Keefe and Ab-
dala, 2007; Keefe and Simmons, 2003�. The system software
ran on a computer within the Windows operating system, and
the computer included a high quality sound card �CardDe-
luxe�, which delivered and recorded signals using a sample
rate of 22.05 kHz. The probe assembly was an Etymotic
model ER10C, which was modified by Etymotic to allow
20 dB higher output levels from the receivers. This modifi-
cation was required in order to output the activator at a level
sufficient to elicit a MEMR in most normal-functioning ears
�as described below�. The level of the click probe was 61 dB
sound pressure level based on the peak-to-peak amplitude.

2. WMEMR procedures

Each WMEMR buffer was chosen to have an approxi-
mately 1 s duration, such that the activator was on for half of
this duration and off for the remainder. The activator dura-
tion of approximately 0.5 s was sufficient to elicit a MEMR
response, and the silent �i.e., activator-absent� duration of
approximately 0.5 s was assumed to be sufficient for the
MEMR response, if present, to decay back to the base line
condition. The WMEMR test was based on the difference in
the WATF responses measured in a base line condition, prior
to the presentation of the MEMR activator, and in a postac-
tivator condition, just after the presentation of the MEMR
activator.

The response buffer of the WMEMR test is illustrated in
Fig. 1, which shows the base line, activator, and postactivator
sections of the mean response buffer. This response buffer

consisted of the responses to 22 clicks, with each click inter-
val containing 1024 samples and comprising a WATF re-
sponse buffer. The probe stimulus �22 clicks over the
1.02 second buffer� was presented to Receiver 1 through the
digital-to-analog converter �DAC� 1 of the sound card as
shown in the top row. The activator stimulus, either a pure
tone or a BBN �BBN is shown�, was presented to Receiver 2
through DAC 2 over the same time period as DAC 1, as
shown in the middle row. This set was repeated three times
and averaged.

The microphone response to one presentation of the
WMEMR buffer at a fixed attenuation level was recorded
using the analog-to-digital converter �ADC� of the sound
card, and is illustrated in the bottom row of Fig. 1. To extract
the WMEMR response, the four probe clicks preceding the
activator �shaded area A� were averaged to form a base line
click response. Two probe clicks presented after the end of
the activator �shaded area B� were averaged to form a post-
activator click response. The probe click that occurred di-
rectly after the offset of the activator was not included in the
postactivator response because its 46.4 ms duration includes
effects of any OAEs generated in response to the activator.
Because the cochlear delay times associated with OAEs are
short compared to 46.4 ms, it was assumed that all OAE
energy was attenuated by the time of the postactivator buff-
ers shown in shaded area B. Nevertheless, any OAE gener-
ated in response to the click stimulus in the mean base line
and postactivator responses would be cancelled in the sub-
traction process. Any such OAE amplitudes were also much
smaller than the amplitude of the middle-ear response. The
92.9 ms duration of the pair of postactivator responses was
relatively short compared to the offset latency of the MEMR
so that both click responses could be averaged in the postac-
tivator response in order to improve the signal to noise of
any MEMR shift.

All measurements were completed at ambient pressure,
i.e., without pressurization in the ear canal. Activators were
the same as for the CMEMR tests, and were gated on and off
with 5 ms ramps. The activators were presented at five levels
from 16 dB down from the maximum output of the system,
and in 4 dB increments up to the maximum output.

Because the GSI middle ear analyzer reports reflex
thresholds in dB HL, which is defined in terms of reference
equivalent threshold SPLs according to ANSI S3.39 �1987�,
it was necessary to calibrate the activators used in the
WMEMR measurement in dB HL. This required determining
the sound card attenuation on the DAC for each tonal and
BBN activator signal that produced the same SPL in a refer-
ence 2 cm3 coupler �i.e., the HA-1 coupler in ANSI S3.6-
2004�. This was calibrated to the activator level produced in
the coupler when output by the GSI-33 at a particular dB
HL. These SPLs in the 2 cm3 coupler were measured using a
sound level meter �Bruel and Kjaer Type 2231� with an oc-
tave filter set �Bruel and Kjaer Type 1625� for tonal activa-
tors.

One difference between the CMEMR and WMEMR sys-
tems was that the maximum HL available on the WMEMR
system was less than that of the CMEMR system. This was
due to the fact that the Etymotic ER10C probe, which was

FIG. 1. An example of the stimulus input to each receiver and the response
recorded by the microphone for the WMEMR procedure. The probe clicks
are presented to Receiver 1 from digital-to-analog converter �DAC� 1 �top
row�, the activator �broadband noise is shown� is simultaneously presented
to Receiver 2 through DAC 2 �middle row�, and the entire buffer is recorded
by the microphone �bottom row�. To extract the WMEMR response, the
energy in the ear canal that is present during the four probe clicks that
precede the activator �shaded area A� is averaged and compared to the
energy in the ear canal during the presentation of the probe clicks after the
offset of the activator �shaded area B�.
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used in the WMEMR system, was not designed to produce
the high activator levels typical of CMEMR instruments con-
forming to ANSI S3.39 �1987�.

Adults were tested in the laboratory. The children were
tested either in the laboratory or in the audiology clinic
where their hearing was tested. All subjects were awake and
sitting quietly during the testing. For each subject, there were
three activators, five levels for each activator in the adult
group and seven activator levels in the child group, and three
repetitions at each level. The test duration was typically
1 min per ear, occasionally 2 min, and 4 min for one child.

III. RESULTS

Wave form responses of a WMEMR test in a normal-
hearing human ear, which were recorded using a 1 kHz ac-
tivator at four different activator levels, are shown in Fig. 2.
The vertical range of pressures was increased in panels with
increased activator levels. The clicks were presented at the
same level in each panel. The activation of the MEMR in this
ear is evident with the two highest activator levels �see bot-
tom two panels� as a rapid decline in the activator response
after its onset. This large of a shift was not always observed,
but when it was observed, it was most often seen with the
1 kHz activator.

WMEMR effects were assessed in the frequency domain
using the shift in a WATF in the postactivator condition rela-
tive to the base line condition. Based on the acoustic admit-
tance magnitude �Yb� at the probe tip in the base line condi-
tion and �Yp� in the postactivator condition, the relative
admittance magnitude shift �Y was defined as

�Y =
��Yp� − �Yb��

�Yb�
. �1�

Based on the acoustic energy reflectance Rb in the base line
condition and Rp in the postactivator condition, the relative
energy reflectance shift �R was defined as

�R =
�Rp − Rb�

Rb
. �2�

Each of �Y and �R is a dimensionless relative shift.
Figure 3 shows WMEMR shifts in a normal-hearing hu-

man ear in response to a 1 kHz activator from the current
data set. The mean shifts and the standard error �SE� of the
mean shifts, which were based on the three repetitions of the
WMEMR stimulus set, are plotted as third-octave averaged
spectra. The �Y shown in the top row is the wideband analog
to a CMEMR measurement, which typically shows the dif-
ference in admittance magnitude between a postactivator
relative to a base line condition. The difference is in spectral
content, inasmuch as the CMEMR difference is measured at
a single probe frequency, whereas the WMEMR shift is mea-
sured over a range of 0.25–8 kHz. The �Y in Fig. 3 was
negative at low frequencies, consistent with an increased
middle-ear stiffness due to the MEMR, and increased in
magnitude with increasing activator level to approximately
−0.12, i.e., the MEMR reduced the admittance magnitude by
as much as 12%. The �Y was close to zero in this ear near
the third octave at 0.63 kHz, and the zero-crossing frequency
increased slightly with increasing activator level. The �Y
was positive at higher frequencies, with a maximum shift
that occurred at a higher frequency at higher activator levels
�this third-octave frequency ranged from approximately 0.79
to 1.26 kHz�. The �Y above the positive peak frequency de-
creased with increasing frequency towards zero values, and
was close to zero by 2 kHz �except that the �Y at the highest
activator level differed slightly from zero at 2.5 and 4 kHz�.

The �R for this ear, which is plotted in the bottom panel
of Fig. 3, was positive at low frequencies and increased with
increasing frequency up to a peak near 0.63 kHz that did not
vary with activator level. This means that the energy reflec-

FIG. 2. Wave form responses in a normal-hearing human ear in response to
a 1 kHz activator at four different activator levels. The vertical axis scale
differs across panels to accommodate the level of the activator. The probe
clicks are fixed in level as the activator level increases from left to right, top
to bottom.

FIG. 3. Example of WMEMR shift spectra �1/3 octave averages� for admit-
tance �top row� and reflectance �bottom row� in a normal-hearing human ear
in response to a 1 kHz activator at different levels �from a maximum of
90 dB in 4 dB descending steps represented by lighter and thinner lines�.
Error bars represent the standard error of the mean WMEMR shift across
three repetitions of the activator.
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tance was increased by the MEMR at low frequencies rela-
tive to the base line condition. A zero-crossing frequency for
�R increased from 1.0 to 1.26 kHz with increasing activator
level. At higher frequencies the �R was negative and of re-
duced magnitude compared to lower frequencies, and �R
approached zero with increasing frequency. The �R did not
converge to zero until 5 kHz.

A WMEMR shift, whether �Y or �R, was classified as
significantly different from zero based on an one-way analy-
sis of variance �ANOVA� performed over a range of eight
third-octave frequencies from 0.32 to 2 kHz. These were se-
lected because the WMEMR shifts were small in magnitude
above 2 kHz �as shown in Fig. 3�, and the lowest frequency
bin at 0.25 kHz was sometimes contaminated by noise �not
shown in Fig. 3�. With three repetitions of the WMEMR
response buffer and eight frequencies, the number of degrees
of freedom was 16. The shift was classified as significant if
the ANOVA output had a p�0.05. In Fig. 3, the WMEMR
shift spectra were plotted only for activator levels for which
the shift was significant.

Thresholds were defined as the lowest level producing a
significant ANOVA test. If this threshold was less than the
maximum activator level, an additional stipulation was that
the WMEMR shift had to be significant at a higher activator
level. The purpose of that rule was to exclude a case, for
example, in which only the lowest level produced a signifi-
cant ANOVA result, so that the apparent significant result
was likely due to artifact or noise rather than a MEMR ef-
fect. For each activator type, it was verified that the highest
activator level did not produce a significant shift in an IEC
711 ear simulator �i.e., the highest activator level did not
produce a “response” in a coupler�. A preliminary analysis
showed that the mean WMEMR thresholds estimated using
�Y were slightly lower in the adult group than those esti-
mated using �R. For this reason, the focus is on WMEMR
thresholds in adults and children that were estimated based
on shifts in �Y.

To compare WMEMR and CMEMR thresholds across
the same range, the data sets were trimmed to adjust for
differences in test procedures and hardware limitations. The
WMEMR system had a limited range of activator levels and
thus a limited range of WMEMR thresholds. Its upper limit
was imposed by the maximum output of the ER10C receiver
and the lower limit by the lowest activator level selected in
the protocol prior to data collection. Clinical reflex thresh-
olds were limited to the same range of thresholds as that on
the WMEMR system. For adults, in the 1 kHz activator con-
dition, the range was 74–90 dB HL in 35 ears trimmed from
37 ears �i.e., two of the 37 ears did not have a threshold in
the range 74–90 dB HL�, for the 2 kHz activator it was
70–86 dB HL in 19 ears trimmed from 25 ears, and for the
BBN activator it was 64–80 dB HL in 30 ears trimmed from
38 ears. Thus, thresholds were measured in fewer ears using
the 2 kHz activator compared to the other activators.

The WMEMR and CMEMR thresholds for adults �see
top row of Fig. 4� were similar for right and left ears �tri-
angles and squares, respectively�. For the 1 kHz activator,
the WMEMR mean �81.3 dB, standard error of the mean
SE=0.81 dB� was 2.2 dB lower than the CMEMR mean
�83.6 dB, SE=0.78 dB�. For the 2 kHz activator, the
WMEMR mean �79.6 dB, SE=1.37 dB� was 3.8 dB lower
than the CMEMR mean �83.4 dB, SE=0.55 dB�. For the
BBN activator, the WMEMR mean �67.3 dB, SE=0.77 dB�
was 4.0 dB lower than the CMEMR mean �71.3 dB, SE
=0.96 dB�. Each of these differences in mean thresholds was
significant according to a dependent sample t test �see Table
I�. Across the three activator types, the WMEMR thresholds
were 3.4 dB lower than CMEMR thresholds. The trimming
action eliminated CMEMR thresholds higher than the maxi-
mum output of the WMEMR device. Larger differences up
to 9.4 dB between CMEMR and WMEMR were observed in
the untrimmed data set. Based on the full untrimmed set of
measured thresholds and across all three activator types, the
WMEMR thresholds were significantly lower by 5.5 dB than

FIG. 4. Ipsilateral MEMR thresholds
estimated using CMEMR and
WMEMR tests in normal-hearing
adult ears on the top row and children
on the bottom row, with a 1 kHz acti-
vator �left panel�, 2 kHz activator
�middle panel�, and BBN activator
�right panel�. Thresholds plotted
within the boundary of the white
square were part of the “trimmed” data
set. The number of test ears n with
thresholds in this trimmed range and
the total n are shown for each activator
type. Left-ear thresholds are plotted
using squares, and right-ear thresholds
using triangles, with symbols slightly
offset to make right and left symbols
visible �but some same-ear symbols
overlap�.
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the CMEMR thresholds. The WMEMR thresholds based on
�R were also lower than CMEMR thresholds for all activa-
tor types in the trimmed data sets, and for tonal activators,
but not the BBN activator, in the untrimmed data set.

Some subjects had significant WMEMR shifts present at
the lowest activator level in the protocol, particularly in the
broadband noise activator condition in adults �see the bottom
horizontal boundary of the white background region in Fig.
4�. It is likely that some of these ears had WMEMR thresh-
olds lower than the minimum activator level in the protocol.

Threshold estimates were repeated in five adults. The
absolute value of the difference between runs 1 and 2 was
calculated, averaged across ear, and then across subject. This
value was 5.6, 3.3, and 4.8 dB for the WMEMR thresholds
elicited with 1 kHz, 2 kHz, and BBN activators, respec-
tively. For the CMEMR thresholds, the average difference
was 3.0, 2.5, and 5.0 dB. Data were collapsed across ear and
subject, and the correlation between CMEMR thresholds
from the first and second runs were 0.56, 0.35, and 0.54 for
1 kHz, 2 kHz, and BBN activators. Correlations for
WMEMR thresholds were 0.16, 0.78, and −0.08 for the same
activators. The poor correlations could be the result of com-
paring data points within in a limited range, particularly in
the WMEMR case in which a lower limit was artificially
imposed. Thus, a comparison between the measures of reli-
ability based on correlations should be interpreted with cau-
tion.

The group of children was tested after the adults. Be-
cause the range of activator levels was inadequate in the
adult WMEMR protocol, the range of levels in the child
WMEMR protocol was broadened to include lower levels.
The step size was 5 dB. The data sets of the groups of chil-
dren were trimmed to a common range of thresholds as for
adults. For children, in the 1 kHz activator condition, the
resulting range of WMEMR thresholds was 60–90 dB HL in
eight ears trimmed from ten ears, for the 2 kHz activator it
was 56 to 86 dB HL in three ears trimmed from seven ears,
and for the BBN activator it was 50–80 dB HL in 19 ears
with no ears trimmed.

The WMEMR and CMEMR thresholds for the child
groups of ears �see the bottom row of Fig. 4� were similar for

right and left ears, so results were averaged across ears. For
the 1 kHz activator, the WMEMR mean �76.9 dB, SE
=4.6 dB� was 5.6 dB lower than the CMEMR mean
�82.5 dB, SE=1.6 dB�. For the 2 kHz activator, the
WMEMR mean �77.7 dB, SE=4.4 dB� was 5.6 dB lower
than the CMEMR mean �83.3 dB, SE=1.7 dB�. For the BBN
activator, the WMEMR mean �66.8 dB, SE=2.2 dB� was
2.7 dB lower than the CMEMR mean �69.5 dB, SE
=1.3 dB�. Based on the small number of ears and large SE
for the tonal activators, none of these threshold differences
were significant in children for any activator �see Table I�.
The results in Table I for children were interpretable only for
the BBN case, as the degrees of freedom �df� were too few
for the tonal activator cases. Across all activator types, the
WMEMR thresholds were 4.6 dB lower than CMEMR
thresholds. Based on the full untrimmed set of measured
thresholds and across all three activator types, the WMEMR
thresholds were 7.6 dB lower than CMEMR thresholds.
However, the restricted number of ears and larger variability
in testing children than adults limits the practical assessment
of whether these differences in thresholds across activator
type were significant.

The WMEMR thresholds of adult and child groups were
compared across activator type and trimmed and untrimmed
groups using a t test. The CMEMR thresholds were also
compared across activator type and groups using t tests.
Adult and child thresholds were not significantly different for
any condition �see Table I�. Again, the results were judged to
be interpretable only for df of 10 or more. Nevertheless, the
trend in each condition was that WMEMR thresholds were
lower than CMEMR thresholds. For the trimmed groups in-
cluding the WMEMR �Y test, the mean thresholds in chil-
dren were lower than those in adults by 1.0 dB for the
CMEMR test and 2.3 dB for the WMEMR test. The rela-
tively large 4 dB step size used in the activator levels in the
WMEMR test for adults and 5 dB step size in the WMEMR
for children and the CMEMR test for all subjects would have
constrained the ability to detect any age-related differences
on the order of a couple dB in MEMR thresholds.

TABLE I. Comparison between CMEMR and WMEMR thresholds for each activator.

t Df Sig �2-tailed�

Adults, 1 kHz 2.82 34 0.01
Adults, 2 kHz 2.45 18 0.03
Adults, BBN 4.23 29 0.00
Children, 1 kHz 1.05 7 0.33
Children, 2 kHz 1.29 2 0.33
Children, BBN 0.97 18 0.35

Comparison of thresholds between children and adults
CMEMR, 1 kHz 0.76 10 0.47
WMEMR, 1 kHz 0.99 7 0.35
CMEMR 2 kHz 0.05 2 0.96
WMEMR, 2 kHz 0.39 2 0.73
CMEMR, BBN 1.18 37 0.25
WMEMR, BBN 0.21 22 0.84

3614 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Schairer et al.: Wideband ipsilateral acoustic reflex measurements



IV. DISCUSSION

The general patterns in the �Y and �R spectra of ipsi-
lateral WMEMR shifts are similar to previous reports of con-
tralateral WMEMR reflex shifts �Feeney et al., 2003; Feeney
and Keefe, 1999; Feeney and Keefe, 2001� and ipsilateral
WMEMR �Feeney et al., 2004�. In particular, the finding that
the zero-crossing frequency in �R is higher than that in �Y
�see Fig. 3� was explained by Feeney and Keefe �1999� as an
effect in which the zero-crossing frequency of �Y is reduced
by the compliance of the ear-canal volume between the
probe and the TM. Because energy reflectance is insensitive
to probe location in the ear canal, the zero-crossing fre-
quency in �R is independent of the probe location in the ear
canal. The zero-crossing frequency in �R relates solely to a
MEMR change in middle-ear functioning, but the zero-
crossing frequency in �Y depends also on probe location.

The ipsilateral WMEMR shifts in children had a gener-
ally similar spectral shape to shifts in adults. In the un-
trimmed child groups, the BBN activator elicited a WMEMR
shift ��Y� in 19 of 22 ears, the 1 kHz activator in ten of 22
ears, and the 2 kHz activator in seven of 22 ears. Thus, the
BBN activator was more successful in eliciting a WMEMR
than the tonal activators. In the untrimmed adult groups, the
BBN activator was able to elicit a WMEMR ��Y� shift in 38
of 40 ears, the 1 kHz activator in 37 of 40 ears, and the
2 kHz activator in 25 of 40 ears. The 2 kHz activator was the
weakest activator in both CMEMR and WMEMR testing.
The 1 kHz activator was much more likely to elicit a
WMEMR response in adults than children, while the BBN
activator was approximately equally likely to elicit a
WMEMR shift in adults and children �the same pattern was
evident in the untrimmed data sets�. It is unclear why this is
the case, but possibly due to increased noise levels in chil-
dren for measurements with the 1 kHz activator. The finding
that the BBN activator was more successful in eliciting a
WMEMR than either of the tonal activators in children sug-
gests a potential advantage to using the BBN activator in
reflex screening of even younger children, such as in a NHS
program.

The mean ipsilateral WMEMR thresholds in children
were not significantly different from the mean CMEMR
thresholds for any activator type. However, only the trimmed
�Y data obtained with the BBN activator had a sufficient
number of responses �19 ears�. As stated previously, the
BBN activator may be more appropriate for a preschool
screen because it is more likely to elicit a response than the
pure-tone activators, and because the response has a larger
dynamic range �the size of which cannot be completely esti-
mated here due to the lower level limit imposed�. A much
larger sample of children would be needed to further inves-
tigate that hypothesis, however. The lack of a significant dif-
ference in the child group contrasts with the lower WMEMR
thresholds in the adult group, which, in any case, contained
more responses �30 ears�. It is possible that this test outcome
relates to some combination of a difference in MEMR func-
tioning in children and adults, a limitation in the WMEMR
procedures, increased noise in the child responses, and an
insufficient number of ears tested. The threshold determina-

tion technique was imprecise. A fixed step size of 4 or 5 dB
was used, and there was insufficient control of false positives
and false negatives, as the terms are used in signal detection
theory.

The mean ipsilateral WMEMR thresholds in adults were
2.3–4 dB lower than the mean ipsilateral CMEMR thresh-
olds depending on activator type. The WMEMR threshold
averaged across all activator types was 3.4 dB lower than the
average CMEMR threshold. There appear to be no other re-
ports of ipsilateral WMEMR and CMEMR thresholds with
which to compare these measurements. The ipsilateral
threshold differences in the present study are smaller than the
contralateral threshold differences reported by Feeney et al.
�2003� and Feeney and Keefe �1999�, and similar to con-
tralateral threshold differences reported by Feeney et al.
�2004�. Feeney et al. �2003� reported that, compared to clini-
cal thresholds, the contralateral WMEMR reflectance thresh-
olds were 13.7 dB lower when using a 1 kHz activator and
12 dB lower when using a 2 kHz activator. Feeney and
Keefe �1999� elicited contralateral WMEMRs with the
40-ms chirp probe in the right ear and activators of 1 and
2 kHz in the left ears of three normal-hearing adults. They
found that WMEMR thresholds were at least 8 dB lower
than CMEMR thresholds, and that WMEMRs were produced
at the lowest activator levels for all subjects except for one
subject test using a 2 kHz activator. Feeney et al. �2004�
reported that contralateral WMEMR thresholds were ap-
proximately 3 dB lower than CMEMR thresholds, which is
within the range of differences observed in the present study
of ipsilateral thresholds.

The differences across studies may relate to differences
in contralateral and ipsilateral MEMR functioning as de-
tected in the WMEMR and CMEMR test procedures, and
may also be due to the differences in analysis bandwidth, and
the decision rule used to determine the presence of the reflex.
The possibility of erroneously defining artifact as a MEMR
threshold should be examined. For example, in the current
study, responses that occurred at low levels, but not at any
higher levels, were counted as no response. However, in-
stances in which a WMEMR effect was observed at both a
lower activator level and at least one higher level were as-
signed the threshold at the lower activator level. In some
instances, responses to mid-level stimuli were nonsignificant,
but responses to higher and lower stimuli were significant.
The probability of triggering a stapedius muscle contraction
increases with increasing activator level, so that the same
activator level may trigger a MEMR on one trial but not
another. It may be useful in future studies to incorporate an
adaptive rule to increase or decrease the activator level based
on the previous set of WMEMR responses. An automated
MEMR test that incorporates signal averaging and adaptive
procedures could improve reliability in a clinical setting.

V. CONCLUSIONS

The results demonstrated the feasibility of measuring ip-
silateral WMEMR thresholds and suprathreshold shifts using
a procedure that compares WATF responses before and after
the presentation of an activator signal to elicit the MEMR,

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Schairer et al.: Wideband ipsilateral acoustic reflex measurements 3615



based on tonal activators at 1 and 2 kHz and a broadband
noise activator. The MEMR thresholds measured ipsilaterally
with the wideband system were lower than those measured
clinically in adults for all activator types. The ipsilateral
MEMR thresholds measured in children’s ears using the
wideband and clinical tests did not differ when using the
broadband noise activator; no valid statistical comparisons
were possible with tonal activators due to an insufficient
number of test ears. A WMEMR test may avoid temporary or
permanent threshold shift and discomfort that may be asso-
ciated with the high stimulus levels that are often necessary
for clinical MEMR threshold and decay tests. Further studies
with larger samples of children with normal hearing and
middle ear function are necessary to fully characterize the
response and its predictive ability. Potential uses for the
WMEMR include a combined OAE/WMEMR newborn and
preschool screen for cochlear and retrocochlear function. In
particular, the broadband noise activator may have a larger
dynamic range that includes much lower levels than the
pure-tone activators.
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Previous work has reported non-adultlike distortion product otoacoustic emission �DPOAE�
suppression in human newborns at f2=6000 Hz, indicating an immaturity in peripheral auditory
function. In this study, DPOAE suppression tuning curves �STCs� were recorded as a measure of
cochlear function and acoustic admittance/reflectance �YR� in the ear canal recorded as a measure
of middle-ear function, in the same 20 infants at birth and through 6 months of age. DPOAE STCs
changed little from birth through 6 months, showing excessively narrow and sharp tuning
throughout the test period. In contrast, several middle-ear indices at corresponding frequencies
shifted systematically with increasing age, although they also remained non-adultlike at 6 months.
Linear correlations were conducted between YR and DPOAE suppression features. Only two
correlations out of 76 were significant, and all but three YR variables accounted for �10% of the
variance in DPOAE suppression tuning. The strongest correlation was noted between admittance
phase at 5700 Hz and STC tip-to-tail �R=0.49�. The association between middle-ear variables and
DPOAE suppression may be stronger during other developmental time periods. Study of older
infants and children is needed to fully define postnatal immaturity of human peripheral auditory
function. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2734481�

PACS number�s�: 43.64.Jb, 43.64.Kc, 43.64.Ha �BLM� Pages: 3617–3627

I. INTRODUCTION

For over a decade, studies into the maturation of distor-
tion product otoacoustic emissions �DPOAE� suppression
characteristics in human infants have reported age differ-
ences �Abdala et al., 1996; Abdala, 1998�. Iso-suppression
tuning curves �STCs� from infants are non-adultlike in width
and steepness on the low-frequency side when recorded at
f2=6000 Hz. The growth of suppression for low-frequency
suppressor tones is shallow in infants relative to adults as
well. These results clearly suggest immaturity in the periph-
eral auditory system of human newborns. More recently,
DPOAE-based immaturities have been documented through
at least 3 months of age �Abdala, 2004�. It is not clear when
these aspects of auditory function become adultlike in human
infants because the timeline for maturation of DPOAE sup-
pression tuning has not been completely defined. Addition-
ally, the source of this immaturity is not clear.

Non-adultlike DPOAE suppression in infants was ini-
tially thought to arise from a purely cochlear immaturity.
Several cochlear sources have been hypothesized and some
have been systematically investigated, such as outer hair cell

�OHC� function. The OHCs are morphologically developed
early in gestation �Lavigne-Rebillard and Pujol, 1987, 1988�
although their functional status in humans just before and
after birth is not known. When aspirin is used to reversibly
impair OHC motility in normal-hearing adults, DPOAE
STCs become abnormal in morphology; however, they do
not become like neonatal tuning curves. Rather, they become
broad, bowl-shaped, and lose their tip region �Abdala, 2005�.
This finding does not support the hypothesis that OHC mo-
tility is the source of non-adultlike DPOAE suppression in
human infants.

It is also possible that functional immaturities exist in
the descending efferent system known to modulate OHC
function. When the medial olivocochlear �MOC� reflex is
evoked by contralateral noise, DPOAE amplitude is altered
in the opposite ear �Puel and Rebillard, 1990�. There are few
published reports of the MOC reflex in human infants, but
the existing studies suggest that MOC function remains im-
mature just before and around the time of birth �Abdala et
al., 1999; Morlet et al., 1993; Ryan and Piron, 1994�. It is
possible that an MOC immaturity contributes to non-
adultlike DPOAE suppression tuning during maturation.

Noncochlear factors must also be considered as potential
explanations for DPOAE-based immaturities. Althougha�Electronic mail: cabdala@hei.org
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OAEs measure cochlear function, stimuli presented to evoke
OAEs, as well as the emission itself, must travel the conduc-
tive pathway, and therefore are subject to immaturities in this
pathway. The outer and middle ear can filter both the stimu-
lus and the DPOAE emerging from the cochlea and mea-
sured in the car canal �Keefe, 2007�. Recent work from our
lab has shown that the infant middle ear attenuates the stimu-
lus level during forward transmission to the cochlea more
than does the adult middle ear, while the reduced ear canal
area in infants boosts the DPOAE during reverse transmis-
sion from cochlear origin to microphone �Abdala and Keefe,
2006; Keefe and Abdala, 2007�. The attenuation in forward
transmission is particularly relevant because DPOAE STCs
evoked with lower levels of stimuli are sharper and narrower
than STCs evoked with high-level stimulation �Abdala,
2001�, most likely due to initiation of low-level active pro-
cesses that enhance frequency resolution.

Other acoustic ear-canal measures such as admittance
and reflectance may encode aspects of middle-ear function-
ing that could influence DPOAEs as well. These measures
indicate how the outer and middle ear absorbs and/or reflects
sound. Maturation of reflectance and admittance characteris-
tics in human infants shows a broad pattern of postnatal
variation with age through 24 months �Keefe et al., 1993�.
These variations are relevant to the present study at measure-
ment frequencies near the primary tones �5000–6000� and
DPOAE frequency �4000 Hz�. Keefe found that admittance
levels in infants �1–24 months of age� were significantly dif-
ferent from adult levels at these measurement frequencies.
Additionally, admittance levels at 1 month of age differed
from infant admittance at 3–24 months of age, and level at 3
months differed from level measured at ages between 12 and
24 months. These differences may be due to age-dependent
growth of the cross-sectional area of the ear canal. Admit-
tance is not yet mature at age 11 years �Okabe et al., 1988�.
Energy reflectance shows mixed age effects. At ages 1, 6,
and 12 months it differs from that of adults at 5040 Hz but
no differences are observed at 4000 Hz for any age. Only
1-month-olds differ from adults at 6000 Hz. The energy re-
flectance at age 1 month is significantly different at 6350 Hz
for ages 12 and 24 months, but, otherwise, no reflectance
differences between infant age groups were observed.

When combined, independent research on maturation of
DPOAE suppression tuning and maturation of middle-ear
reflectance/admittance properties indicates that both are de-
veloping into the postnatal period. The purpose of the present
study was to investigate: �1� the time period during which
DPOAE suppression tuning becomes adultlike by testing in-
fants from birth through 6 months of age using a longitudinal
design and �2� the relationship between the maturation of
DPOAE suppression tuning and maturation of middle-ear
reflectance/admittance properties in the same group of in-
fants during the first 6 postnatal months of life. By address-
ing these objectives, the present study sought to define when
the cochlea becomes functionally mature in humans and ex-
amine the extent to which middle-ear functioning can ac-
count for DPOAE suppression immaturities and their
changes over time.

II. METHODS

A. Subjects

Ten normal-hearing adults and 20 healthy infants partici-
pated as subjects in this study. Different auditory measures
from this same group of infants have been previously ana-
lyzed to address related questions �Abdala and Keefe, 2006;
Keefe and Abdala, 2007�. The 10 adults had a mean age of
27.5 years �range=19–35 years� and audiometric thresholds
�15 dB HL for frequencies from 250–8000 Hz. Four right
and six left ears were tested. Six subjects were female and
four were male. All adult subjects had negative histories of
hearing loss and otologic pathology.

Of the 20 infant subjects, 11 were term born and nine
were infants born prematurely but tested once they reached
termlike status, i.e., 37–41 postconceptional weeks. Prema-
turely born infants were included in this study to address the
question of whether they develop along a normal matura-
tional time line once their age is corrected for premature
birth. Infants had a mean birth weight of 2853 grams
�range=1470–3960 grams� and mean 1- and 5-min Apgar
scores of 7.7 and 8.7. There were 9 females and 11 male
infants, 8 right and 12 left ears. Other than a stay in the
Neonatal Intensive Care Unit of �48 h for observation �pre-
mature infants only�, none of the infants had high-risk fac-
tors for hearing loss as defined by the Joint Committee on
Infant Hearing �JCIH, 2000�. All infant subjects passed a
hearing screening at 35 dB HL with a click-evoked auditory
brainstem response �ABR� and a DP-gram �f2 frequencies
ranging from 1500 to 8000 Hz�.

B. Instrumentation and signal processing

A custom-designed DPOAE acquisition system �Sup-
prDP� was used to generate stimuli and acquire data under
the control of custom software using a 48 000-Hz sampling
rate. The data acquisition hardware was based on an audio
processor developed by House Ear Institute Engineering De-
partment. The hardware includes 2-channel D/A, 2-channel
A/D, and a DSP processor �all 24-bit�, as well as an analog
high-pass filter �12-dB/oct.; 700-Hz high-pass cutoff�. The
A/D converter received the electrical output signal from an
Etymotic Research ER-10C probe microphone. The ER-10C
probe contains two output transducers and a low-noise mi-
crophone. The two primary tones and suppressor tone were
generated by the DSP processor. The primary tone at f1 was
generated by one D/A converter and delivered via one trans-
ducer. The primary tone at f2 and the suppressor tone were
produced by the second D/A converter and output through
the second transducer. The microphone signal was high-pass
filtered before being sampled by the A/D converter.

C. Data acceptance criteria

Twenty sweeps of the microphone signal were averaged
by the DSP processor and comprised one block of data. A
block of data was only accepted into the grand average if the
noise measurements for three frequency bins �11.7 Hz wide�
on either side of the 2f1-f2 frequency were �5 dB SPL. This
ensured adequate subject state.
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The grand DPOAE average had to meet the following
criteria: �1� the measured DPOAE level was at least 5 dB
above the average noise in these six bins around 2 f1-f2 and
�2� averaged noise measurements for the six frequency bins
were not greater than 0 dB SPL. A minimum of 6 and a
maximum of 12 acceptable blocks of data comprised the
final DPOAE grand average. If the maximum number of
blocks was collected �12 blocks or 240 sweeps� without
meeting these criteria, no DPOAE response was accepted
and the program moved on to the next test condition.

D. Calibration

Intermodulation distortion produced by the recording
system at 2 f1-f2 was measured with the probe in a Zwislocki
coupler for all test conditions. The mean level of distortion
was −25 dB SPL. The recording system noise floor was de-
termined using a similar method with no tones present. The
level of system noise floor ranged between −23 and −30 dB
SPL. An in situ calibration procedure was conducted on both
output transducers before each subject was tested. A chirp
tone �swept-frequency signal from 10 to 10 000 Hz� with
fixed voltage was presented to the transducer and the result-
ing SPL of the tone recorded in the ear canal. Based on this
information, an equalization of output levels was performed
for each subject to achieve target stimulus levels across test
frequencies.

E. Procedure

The most marked age effects for DPOAE suppression
have been previously observed at f2=6000 Hz �Abdala,
1998, 2001�, and for this reason, it was selected as the pri-
mary test frequency to enhance the probability of detecting
maturational shifts. At the beginning of this study, attempts
were also made to collect low-frequency data. Thirty-eight
newborns were tested at f2=1500 Hz, but noise in this fre-
quency range was excessive at the older ages �3–6 months�
and precluded successful completion of the protocol. Three
infants were successfully tested at f2=2000 Hz and, although
the group data were too few to analyze, they are described in
the Results section.

Infant subjects were tested once informed parental con-
sent had been obtained. The first test occurred within 72 h of
birth if subjects were term-born and once their corrected age
reached term at 37–40 weeks postconceptional age �PCA� if
they were born prematurely. All infants were then tested
again at 3 months �mean=85.4 days�, 4 months �mean
=117.4 days�, 5 months �mean=148.7 days�, and 6 months
�mean=182.9 days� of age ± 1 week.

Following the initial test, families received phone calls
from the research audiologist within 2 weeks of the target
age to schedule a test session. Once the session had been
scheduled, the families were mailed reminder postcards 1
week prior to the appointment date. By using this method,
success rate for appointment participation was 96%. All in-
fant testing took place at the Infant Auditory Research Labo-
ratory on the University of Southern California + Los Ange-
les County �USC+LAC� campus, Women’s and Children’s
Hospital, in a quiet room away from the normal nursery and

neonatal intensive care unit. Infants were tested in their hos-
pital isolettes whenever possible, or occasionally tested
while held in the parent’s arms or, at older ages, while sleep-
ing in a car seat. All infants were tested during natural sleep
and an infant test session was typically 2 to 2.5 h in duration.
Adult subjects were tested within an IAC sound-attenuated
booth at the House Ear Institute while sitting comfortably in
a padded easy chair, reading or resting. One 1.5–2 h session
was required for each adult.

All DPOAE STCs were generated with fixed stimulus
tones of 65–55-dB SPL and an f2 / f1 ratio of 1.2. In order to
record a 6000-Hz STC, 15 different suppressor tones were
presented at frequencies around f2 ranging from 3047 to
7239 Hz. Suppressor tones were presented at intervals of 25–
150 cents �1 octave=1200 cents� with smaller intervals in the
tip region. To record a 2000-Hz STC in three infant subjects
and five adults, 12 different suppressor tones were presented
at frequencies around f2, ranging from 1125 to 2520 Hz. The
suppressor tones were presented ipsilaterally with the pri-
mary tones and increased in 5-dB intervals from 30 to 85 dB
SPL. Unsuppressed DPOAE amplitude was measured at the
start of data collection and prior to the presentation of each
new suppressor frequency. STCs were generated with 2- and
6-dB suppression criteria. The suppressor levels producing
criterion suppression were calculated for each suppressor
tone by linear interpolation and plotted as a function of sup-
pressor frequency

Acoustic admittance/reflectance �YR� measurement pro-
cedures are briefly summarized here and explained in more
detail elsewhere �Keefe and Simmons, 2003; Keefe and Ab-
dala, 2007�. For this study, YR responses were analyzed at
octave frequencies from 250 to 8000 Hz and two interoctave
frequencies: 2800 and 5700 Hz. An Etymotic ER10C probe
was used with a microphone and +20-dB additional gain to
each of two receivers in the probe. This probe was the same
probe used by Abdala and Keefe �2006�. DPOAE and YR
responses were acquired, whenever possible, based on the
same ear-canal insertion. Receiver 1 delivered a brief “click”
approximating a bandlimited impulse from 0.25 to 8 kHz.
Receiver 1 was driven by the output of a D/A converter of a
computer sound card �CardDeluxe� using custom-written
software. The microphone output was synchronously re-
corded using an A/D converter on the sound card. The
sample rate was 22.05 kHz using a D/A and A/D buffer
length of 1024 samples.

Admittance/reflectance data were eliminated if the
DPOAE in the same subject dropped by 10 dB or greater
from one test session to another and parent reported the in-
fant to be sick or congested, which indicated a possible upper
respiratory infection �5% of the data�. Data were also elimi-
nated if the energy reflectance was close to zero and/or if the
equivalent volume was extremely negative at low frequen-
cies ��1 kHz�. The presence of either or both conditions
indicated a likely leak of the probe in the ear canal �Keefe et
al., 2000�. Data were dropped if the energy reflectance at
high frequencies �6–8 kHz� exceeded 1.2. Excessively high
reflectance values �and corresponding abnormal admittance
values� may have been due to a partially blocked probe tip
by cerumen or resulting from placement near the ear-canal
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wall, or reflectance calibration errors at high frequencies. In
total 30.9% of reflectance/admittance records were elimi-
nated to ensure data quality, using the guidelines above.

F. Data analysis

1. DPOAE

DPOAE STCs generated with 2- and 6-dB suppression
criteria were analyzed in the following manner: �1� the STC
width was measured 10 dB above the tip, and the tip fre-
quency was divided by this width to obtain a Q10 measure; if
the STC was too broad to calculate a Q10, a value 2 standard
deviations below the mean Q10 was assigned; �2� the slope of
the low- and high-frequency flank of the STC was quantified
by fitting regression lines from the tip of the STC to the
lowest and highest frequencies on the flanks of the tuning
curve; �3� the tip-to-tail value was measured by subtracting
the suppressor level at the tip of the STC from the level at
the lowest suppressor frequency which was approximately
one octave below f2 �3047 Hz�; �4� the STC tip frequency
and tip level were measured; �5� DPOAE suppression growth
was calculated by measuring slope of the DPOAE amplitude
x suppressor level function using a linear regression equa-
tion. Any initial amplitude plateau was eliminated in this
calculation and only the linear portion of this function was
included. The measured segment began 1–2 dB down from
the unsuppressed value and included all points with suffi-
cient SNR.

Three statistical analyses were conducted on DPOAE
data: First, one-way analyses of variance �ANOVAs� were
conducted between infants born prematurely �but tested at
term-equivalent corrected age� and those born after term
birth on each DPOAE feature measured. These established
whether a premature birth influenced DPOAE suppression
measurements. Second, unpaired t-tests were conducted be-
tween adults and infants at two ages: �1� Newborn vs adult
�to confirm previous research published on immaturities in
DPOAE suppression at birth�, and �2� Six-month-old vs adult
�to assess whether infant suppression responses had become
more adultlike over time�. A significant age difference at
birth and the absence of age differences at 6 months would
be indicative of some maturational shift. Conversely, signifi-
cant age differences at both birth and 6 months of age would
indicate continued immaturity of the response throughout the
test period. Third, repeated-measures one-way ANOVAs �re-
peated variable=age� were also conducted on infant data for
each DPOAE suppression variable that was non-adultlike at
birth, to more directly test for change as a function of age. A
Bonferroni factor was applied to adjust the alpha level when
multiple comparisons were conducted. The alpha level was
p=0.05.

2. Relationships between middle ear and DPOAE
suppression variables

Half-octave averaged admittance and reflectance re-
sponses assessed middle-ear functioning at three frequencies
�approximately 2800, 4000, and 5700 Hz�. The three fre-
quencies were chosen for analysis because 2800 Hz is in the
region of the STC “tail” and closest to the suppressor fre-

quency used in making tip to tail measurements �3047 Hz�,
4000 Hz is at the DPOAE frequency, and 5700 Hz is nearest
the f2 frequency of 6000 Hz. Reflectance and admittance
variables have significant correlations with one another
across frequency. Therefore, either a subset of variables at
particular frequencies is selected for detailed analysis, as in
the present study, or new factor variables are defined as lin-
ear combinations of the original admittance and reflectance
variables.

Admittance can be represented in terms of magnitude
�YM� and phase �YP� or, alternatively, in terms of real and
imaginary parts. The real part of admittance is the conduc-
tance �G�, which can be expressed as a conductance level
�LG=10 log10 G, with 0 dB for G=1 mmho�. For a DPOAE
experiment with fixed SPLs at the primary frequencies, the
power level absorbed by the middle ear is proportional to
LG. The imaginary part of admittance is susceptance �S�.
The correlation analyses included admittance variables in
both level/phase and real/imaginary component representa-
tions. In addition, the acoustic estimate of ear-canal area was
calculated for each ear and its level �in dB, normalized to the
adult ear-canal area� was included in correlations. Keefe and
Abdala �2007� reported that reverse DPOAE transmission is
sensitive to ear-canal area, and Keefe and colleagues �1993�
showed that ear-canal area was an important contributor to
maturational differences in ear-canal impedance, and thus,
admittance.

To assess the relationship between DPOAE suppression
and YR responses measured at the ear-canal probe micro-
phone during repeated test sessions from birth through 6
months of age, Pearson linear correlations were calculated
between four DPOAE STC variables that are non-adultlike
in newborns and seven middle-ear variables. The DPOAE
suppression variables were �1� STC Q10; �2� slope of the
STC low-frequency flank; �3� tip-to-tail level; and �4� tip
level. The YR variables were �1� energy reflectance �ER�; �2�
reflectance phase �RP�; �3� admittance magnitude �YM�; �4�
admittance phase �YP�; �5� conductance �LG�; �6� suscep-
tance �S�; and �7� an acoustic estimate of ear-canal area level
calculated for each ear �in dB�.

Correlations are shown in terms of their Pearson corre-
lation �R� �Table I� and discussed in terms of their squared
correlation �R2� values. Correlations were tested for signifi-
cance; however, it is important to distinguish between statis-
tical significance, which only indicates whether a nonrandom
association is present between two variables, and the strength
of association, which is assessed by R2. The R2 assessed how
much variance in any given DPOAE suppression feature
could be accounted for by variance in a particular YR vari-
able. This index best addressed our research question, i.e., to
evaluate the predictive power of YR variables on DPOAE
suppression. A multiple regression was also conducted to in-
vestigate whether some of the variance in DPOAE suppres-
sion features could be explained using two or more YR vari-
ables producing the strongest correlations with that feature.
Given that many correlations were conducted, a more rigor-
ous p=0.01 alpha level was applied.
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III. RESULTS

A. DPOAE suppression

1. Newborn period

Figure 1 shows the mean DPOAE STCs recorded with
both 6- and 2-dB suppression criteria from adults and infants
at birth and through 6 months of age. Because STCs gener-
ated with 6- and 2-dB suppression criteria generally showed
the same age-related trends, only the data from the 6-dB
STCs are presented unless diverging results were observed.
There was no discernible, consistent pattern that was unique
to infants that were born prematurely �but tested at a cor-
rected age equivalent to term birth� vs infants that were born
following full gestation. A one-way ANOVA �collapsed
across session� showed no significant difference between the
two infant groups for any DPOAE variable measured; there-
fore, their data were combined into one infant group for all
analyses. This result indicates that there is no obvious delay
or difference in the maturation of DPOAE suppression for
babies born prematurely, once their age is corrected for pre-
mature birth.

Four DPOAE STC variables showed infant-adult differ-
ences at birth: Q10, tip-to-tail level, slope on the low-

frequency flank, and tip level. These four variables are
shown in Fig. 2 as a function of age. Mean adult values are
included at the far right of each graph �the asterisk represents
a mean of values from a group of normal hearing children to
be considered in the Discussion section�. As is evident, at
birth, STC width was significantly narrower in the combined
group of infants �p=0.0001�, the tip-to-tail value was larger
�p=0.0001�, the low-frequency flank was steeper �p
=0.0001�, and the tip level was lower in infants �p
=0.0002�. The slope on the high-frequency flank of the STC
and the tuning-curve tip frequency �not shown� were similar
in adults and infants at birth. These trends are consistent with
previously reported DPOAE suppression data in newborns.

The slope or “rate” of suppression growth was analyzed
only for the four lowest suppressor tones because age differ-
ences were not present on the high-frequency flank of the
STC �Abdala, 1998, 2001�. As previously reported, suppres-
sion growth was shallower in newborns than adults for sup-
pressor tones at 3047, 3621, and 4090 Hz �p=0.04, p=0.01,
and p=0.02, respectively� �Fig. 3�. The suppressor frequency
of 4559 Hz did not show any infant-adult differences in the
growth of suppression at birth.

2. Birth through 6 months

Age comparisons between adult data and infant data at 6
months showed persistent age differences for the four

TABLE I. Correlation coefficients �R� between DPOAE STC features �f2
=6000 Hz� and middle-ear admittance and reflectance features at three fre-
quencies. Ear canal area was calculated as described in the text and although
listed under 2800 Hz, estimates of ear canal area are independent of fre-
quency. Significant correlations are in bold.

Frequency �Hz�

ME feature STC feature 2800 4000 5700

Admittance magnitude �YM� Tip-to-tail −0.25 −0.27 −0.08
LF slope 0.22 0.10 0.11

Q −0.19 −0.26 −0.13
Tip level 0.12 0.26 0.24

Admittance phase �YP� Tip-to-tail 0.02 0.14 0.49a

LF slope 0.17 0.10 0.24
Q −0.20 −0.02 0.20

Tip level 0.10 0.09 −0.20
Susceptance �S� Tip-to-tail 0.04 0.16 0.42a

LF slope 0.18 0.07 0.23
Q −0.21 −0.10 0.26

Tip level 0.05 −0.02 −0.23
Conductance level �LG� Tip-to-tail −0.31 −0.26 0.08

LF slope 0.19 0.10 0.19
Q −0.13 −0.25 −0.07

Tip level 0.16 0.25 0.13
Energy reflectance �ER� Tip-to-tail 0.34 0.28 −0.22

LF slope −0.06 −0.08 −0.31
Q 0.02 0.14 −0.21

Tip level −0.23 −0.24 0.10
Reflectance phase �RP� Tip-to-tail 0.06 −0.02 0.12

LF slope −0.17 −0.24 −0.21
Q 0.09 −0.01 0.12

Tip level −0.04 −0.04 −0.04
Ear canal area �EC� Tip-to-tail 0.22 ¯ ¯

LF slope −0.14 ¯ ¯

Q 0.25 ¯ ¯

Tip level −0.25 ¯ ¯

ap�0.01.

FIG. 1. Mean infant DPOAE suppression tuning curves �f2=6000 Hz�
around birth and at four additional ages �birth: n=20, 3, and 4 months: n
=17, 5, and 6 months: n=18�. The mean adult STC is included for compari-
son �n=10�. Tuning curves are presented for two suppression criteria.
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DPOAE STC variables that were immature during the new-
born period: Q10, tip-to-tail level, slope on low-frequency
STC flank, and tip level �6 month vs adult: p=0.0001 for all
four variables�. It is clear from Figs. 1 and 2 that these four
features of the DPOAE STC remained immature at 6 months
of age. The only exception to this result was observed for
STCs recorded with 2-dB suppression criteria, in which the
infant tip level was lower than adults at birth �p=0.02�, but
by 6 months of age the tip level had increased to within adult
values. Additionally, slope of suppression growth for sup-

pressor tone 3047 Hz was adultlike by 6 months of age, al-
though it had been excessively shallow at birth. The two
other low-frequency suppressor tones showing non-adultlike
suppression growth at birth �3621 and 4090 Hz� remained
immature at 6 months as well �p=0.008 and p=0.01, respec-
tively�.

The repeated measures ANOVAs, conducted to directly
assess change across session/infant age, included a somewhat
reduced data set because each infant subject did not have
measurements at each of the five test sessions. Because five
ANOVAs were conducted on the same data set, the alpha
level was adjusted using the Bonferonni correction factor
�0.05/5=0.01�. The five variables tested were Q10 �n=12�,
slope on the low-frequency flank �n=13�, tip-to-tail �n=7�,
slope of suppression growth for the lowest suppressor tone
�n=9�, and tip level �n=13�. There was no significant effect
of age on any of these five DPOAE suppression features.

3. DPOAE suppression at f2=2000 Hz

Three infants were tested successfully at this frequency
and followed from birth through 5 months of age. In past
work, low-frequency DPOAE STCs were reported to be gen-
erally adultlike or nearly adultlike by term birth and did not
show robust newborn-adult age differences. As seen in Fig.

FIG. 2. The four DPOAE STC features showing newborn-adult age differ-
ences �Q10, tip-to-tail level, slope on the low-frequency flank, and tip level�
as a function of age. Each mean represents between 17–20 infant subjects
and 10 adult subjects. Error bars= + /− 1 s.d. The asterisk represents mean
values from a group of 15 normal-hearing children with an average age of
10.5 years.

FIG. 3. Slope of suppression growth for the three lowest frequency suppres-
sor tones �3047, 3621, and 4090 Hz� as a function of age. Each mean rep-
resents between 16–20 infants and 10 adult subjects. Error bars= + /− 1 s.d.
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4, infant DPOAEs for f2=2000 Hz were also generally adult-
like in morphology and width and did not show systematic
changes in STC width with age.

B. Acoustic admittance and reflectance

It was not the objective of the present study to provide
an overall description of YR response maturation in humans.
Several publications are available in the literature to describe
this maturational time course in human infants, and the
reader is referred to these for an overview �Keefe et al.,
1993, 1994; Keefe and Levi, 1996; Keefe et al., 2000; Keefe
and Abdala, 2007�. In the present study, our interest was
limited to how these middle-ear variables relate to and pos-
sibly account for changes in DPOAE suppression tuning. Al-
though YR responses were measured in the ear canal over a
wide frequency range from 250 to 8000 Hz, the DPOAE,
stimuli used to evoke the DPOAE, and the suppressor tones
were centered within a more narrow frequency range from
3000–6000 Hz. Thus, our analysis of YR responses was lim-
ited to this same frequency range �see Data Analysis section�.
The admittance is plotted as a function of age in Fig. 5 for
2800, 4000, and 5700 Hz. The entire wideband response for
energy reflectance was plotted as a function of age in a com-
panion report �Keefe and Abdala, 2007� and is not repeated
here, because admittance was the more salient feature and
the strongest predictor of DPOAE suppression.

Generally, the maturation of reflectance and admittance
observed here was consistent with what has been reported
previously for corresponding frequencies �Keefe et al.,
1993�. The admittance magnitude �YM� increased with in-
creasing age at each frequency �2800, 4000, 5700� but was
not yet adultlike at age 6 months. The typical pattern was
that YM was largest in infant ears at 5700 Hz, next largest at
4000 Hz, and smallest at 2800 Hz, although the newborn
response deviated slightly from this pattern. The YM in adult

ears did not conform to this pattern either, which was likely
due to the effects of standing waves in the longer adult ear
canals at higher frequencies.

The mean admittance phase �YP� increased systemati-
cally with increasing age at 2800 Hz. The admittance phase
was approximately independent of infant age at 4000 Hz
with a slight decrease in the adult ear. Admittance phase at
5700 is described later as having the strongest correlation
with one DPOAE STC parameter �for an f2=6000 Hz�, and
so is of particular interest. It shows a marked change be-
tween birth and 3 months and little change beyond this age.
The mean YP at 5700 Hz was close to −10 deg in newborns,
approximately constant at −26 deg for ages 3–6 months, and
−63 deg in adults.

C. Relationship between DPOAE suppression and
acoustic admittance

We calculated 76 individual correlations �4 DPOAE
variables � 6 YR variables � 3 frequencies, plus 4 DPOAE
variables � ear-canal area�, each including approximately 55
observations. Individual correlation coefficients generated
between YR variables measured at the three relevant input
frequencies and DPOAE STC features are shown in Table I.

FIG. 4. Mean infant DPOAE suppression tuning curves �f2=2000 Hz� for
three infants tested around birth and at three additional ages. The mean adult
STC is included for comparison �n=7�. The suppression criterion was 6 dB.

FIG. 5. The admittance magnitude �YM� at 2800, 4000, and 5700 Hz plot-
ted as a function of age in the upper panel. YM is expressed as a level �in
dB� defined by 20 log10 YM, with YM measured in mmhos �i.e., YM level is
0 dB when YM=1 mmho�. The admittance phase �YP�, in degrees plotted
as a function of age in the lower panel. Each symbol shows the mean YM or
YP at each age. Error bars= + /−1 s.e.
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Only two correlations were significant at the 0.01 level and
those produced R2 values of 0.18 and 0.25 �Table I�.

As seen in Table I, the strongest relationship was noted
between STC tip-to-tail and admittance and one significant
correlation, YP at 5700 Hz, accounted for as much as 25% of
the variance in STC tip-to-tail �Fig. 6�. The other significant
correlation, susceptance at 5700 Hz, accounted for 18%. Be-
cause STC tip-to-tail ratio showed the highest correlations
with YR variables, a multiple regression was conducted with
significant YR variables and ear-canal area to see whether
the variance of the tip-to-tail value could be better explained
using two or more features combined. Ear-canal area was
included as an input because of its importance in describing
DPOAE reverse transmission �Keefe and Abdala, 2007�. A
forward stepwise procedure was performed to calculate the
multiple linear regression. Results showed that only YP at
5700 Hz was included in the final model. Thus, the regres-
sion model was not significantly better with the addition of
any other variables. Cumulatively, these analyses indicate
that acoustic admittance variables are not strong predictors
of DPOAE suppression tuning during the first 6 months of
life; that is, the most variance accounted for by any particular
admittance variable was 25%.

IV. DISCUSSION

A. Maturational time course for DPOAE suppression

Because the DPOAE is a cochlear assay, we originally
hypothesized that DPOAE suppression would be adultlike by
6 months of age, when the cochlea is expected to be func-
tionally mature in humans based on anatomical, electro-
physiological, and psychoacoustic data �Abdala and Folsom,
1995; Lavigne-Rebillard and Pujol, 1987, 1988; Spetner and
Olsho, 1990�. However, results from the present experiment
did not support this hypothesis. DPOAE STCs at f2

=6000 Hz were not adultlike at 6 months of age and prob-
ably remain immature well beyond this age because there
was no significant shift toward adult values in these data �see
Figs. 1 and 2�.

Although our primary research objective was to define
the maturational time course for DPOAE suppression at f2

=6000 Hz, we were unable to do so based on the age range
selected for study. Clearly, maturation of DPOAE suppres-
sion tuning occurs some time between 6 months of age and
adulthood. By considering DPOAE STC results collected
from school-aged children in a previous experiment �Abdala
and Fitzgerald, 2003�, it is possible to further narrow the
time frame. Abdala and Fitzgerald reported that normal-
hearing children with a mean age of 10.5 years
�range=6.5 to 13 years� had generally adultlike DPOAE
STC features at f2=6000 Hz. In Fig. 2, the asterisk to the
right of the adult data represents the mean value from this
group of 15 normal-hearing children for the four DPOAE
suppression features studied here. Clearly, DPOAE suppres-
sion is adultlike in these children. Therefore, we can assume
that DPOAE suppression tuning at f2=6000 Hz becomes
mature sometime between 6 months and approximately 10
years of age. Limited data from the present experiment at
f2=2000 Hz, and data from previously published experi-
ments at f2=1500 Hz, suggest that low-mid-frequency
DPOAE suppression is adultlike at birth or soon thereafter.
Thus, we are observing an immaturity in auditory peripheral
function that is present only in the high-frequency range.

B. Relationship between DPOAE suppression and
acoustic admittance/reflectance

The second objective of this study was to assess whether
changes in DPOAE suppression during maturation could be
explained by changes in YR responses. To answer this ques-
tion, the maturation of both relevant components, DPOAE
suppression and admittance/reflectance, was examined for
significant associations. A strong association would support
the hypothesis that changes in admittance over time might
account for changes in DPOAE suppression over time. It
would then be reasonable to speculate that the oft-reported
immaturities in DPOAE suppression are explained by
changes of admittance, indicative of middle-ear rather than
cochlear immaturity.

FIG. 6. The strongest correlation was observed between
admittance phase �YP� at 5700 Hz and DPOAE STC
tip-to-tail value. R=0.49.
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None of the DPOAE variables measured showed signifi-
cant change across session, and any change that is evident
from data presented in Fig. 2 clearly occurred from birth to 3
months of age, with little movement beyond this age. At the
completion of this test protocol, 6 months of age, DPOAE
suppression features remained non-adultlike; thus, we mea-
sured suppression during a fairly static period in develop-
ment that was too short to capture the transition to adultlike
functioning.

Data presented in Fig. 2 showing DPOAE suppression
features, and in Fig. 5 showing admittance features as a func-
tion of age, suggest a complex relationship between these
two sets of variables. Admittance data measured in the same
frequency range, for the same infants, shows systematic, in-
cremental growth from birth through 6 months of age for
YM at all three frequencies shown and for YP, at 2800 Hz.
This steady shift with age is in contrast to the lack of change
in DPOAE suppression with age and appears to imply a dis-
sociation between the maturational time course of these two
indices over the first 6 months of life. At the same time, YP
at 5700 Hz shows a pattern of change similar to what is
evident for some DPOAE suppression features as seen in
Fig. 2. The greatest shift is noted from birth through 3
months of age, and values remain static values beyond this
age. Neither DPOAE suppression nor admittance features are
mature by 6 months. Clearly, whatever underlying matura-
tional processes ultimately produce adultlike DPOAE sup-
pression tuning and adultlike admittance in infants occur
some time after the first half-year of postnatal life.

The linear correlations conducted between suppression
and admittance data from birth through 6 months of age were
not strong. Only 2 of 76 correlations were significant and
their YR features accounted for 18% and 25% of the vari-
ance in DPOAE suppression. The stronger correlation be-
tween YP at 5700 Hz and tip-to-tail value was intriguing. It
suggests that YP may encode information on forward
middle-ear transmission near the f2 frequency �5700 Hz�,
and that the variance in this transmission across subjects ex-
plains some of the variance observed in the STC tip-to-tail
ratio. This DPOAE STC feature has been hypothesized to
reflect cochlear amplifier gain �Mills, 1998; Gorga et al.,
2002; Pienkowski and Kunov, 2001�. If DPOAE STC tip-to-
tail values are related to cochlear amplifier gain, and corre-
lated with middle-ear admittance, it follows that middle-ear
function must be related to cochlear amplifier gain as well.
This is logical given that the cochlear amplifier functions in
a level-dependent manner and the middle ear greatly influ-
ences input level �forward transmission� to the cochlea �Ab-
dala and Keefe, 2006�.

Mills �1998� suggests a strong link between DPOAE
STC tip-to-tail in gerbils and estimates of cochlear amplifier
gain. Through a series of model calculations and subsequent
application to actual measurements in gerbils, Mills showed
that this STC index can provide a fairly accurate estimate of
amplifier gain. In humans, results have not been as definitive
�Gorga et al., 2002; Pienkowski and Kunov, 2001�. Pien-
kowski and Kunov �2001� tested this hypothesis in humans
by correlating the DPOAE STC tip-to tail values with audio-
metric hearing thresholds in normal-hearing individuals.

They found low-to-moderate negative correlations, suggest-
ing that the tip-to-tail index reflects cochlear amplifier gain
to a limited extent in humans. Further study is needed to
unravel the functional relationships underlying the link found
in the present study between admittance phase around f2 and
STC tip-to-tail values.

The generally modest correlations observed here suggest
that YR variables did not explain most of the variance ob-
served in DPOAE suppression during the first 6 months of
life. One factor that has not been well defined, and may have
contributed to the modest correlations, is repeatability of in-
fant DPOAE suppression and YR measurements. Addition-
ally, although YR responses as a whole were not greatly
successful in predicting changes in DPOAE suppression tun-
ing, they may explain maturation of DPOAE suppression
later in life, once suppression begins to shift toward adultlike
values. This is a possibility, although the final stage of matu-
ration for DPOAE suppression and admittance does not ap-
pear to coincide closely. DPOAE suppression tuning is adult-
like by at least 10 years of age as shown by the children’s
mean data included in Fig. 2 �asterisk�, whereas acoustic
admittance is reported to remain immature beyond 11 years
of age �Okabe et al., 1988�. One later contributor to this
immaturity is ear-canal growth, which likely continues
through adolescence.

C. Source of immaturity

How can we explain immature DPOAE suppression tun-
ing so late in development? Morphological and anatomical
data from humans suggest that the cochlea is mature early in
gestation �21–23-weeks gestational age� and the OHC com-
pletes its final maturation sometime late in the third trimester
or possibly around the time of birth. This late maturation
appears to involve OHC synaptic specializations and inner-
vation by medial efferent fibers �Lavigne-Rebillard and Pu-
jol, 1987, 1988�. The early peripheral maturation that these
studies describe does not provide support for the hypothesis
that cochlear function remains immature into the sixth post-
natal month.

It is perhaps more parsimonious to consider segments of
the auditory system that show documented postnatal matura-
tion, such as the middle ear or the medial olivocochlear
�MOC� reflex. There is compelling evidence that middle-ear
transmission properties remain immature at age 6 months
and can partially account for the non-adultlike morphology
of newborn STCs at f2=6000 Hz �Abdala and Keefe, 2006;
Keefe and Abdala, 2007�. We have shown that once these
transmission properties are compensated for, adult and infant
STCs become very similar in morphology. Thus, it is clear
that middle-ear transmission properties are contributing to
STC morphology in infants up to age 6 months. More re-
search is needed to better understand the influences of func-
tional immaturity in older infants.

The MOC reflex exerts its influence on cochlear func-
tion via the OHCs �Kujawa et al., 1993; Kujawa and Liber-
man, 2001� and remains immature into the early postnatal
period �Abdala et al., 1999; Morlet et al., 1993; Ryan and
Piron, 1994�. It is possible that immaturities in this feedback
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loop might produce immaturities in DPOAE suppression tun-
ing. One possible argument against this, is the observation
that the most robust MOC reflex is seen at low-to-mid fre-
quencies and not in the frequency range where DPOAE sup-
pression immaturities are strongest. Studies with laboratory
animals have not reported this frequency effect �Puel and
Rebillard, 1990�, and some have observed the opposite trend,
finding that high-frequency stimuli evoked the strongest
MOC reflex �Varghese et al., 2005�. At present, it is not
certain whether the MOC reflex in humans shows a true
frequency-dependent nature, or whether results are related to
the stimulus used to elicit medial efferent activity. Contralat-
eral broadband noise may not evoke equal firing in all effer-
ent fibers �Moulin et al., 1993�. There have been no studies
examining maturation of the MOC reflex in human infants
beyond the newborn period, so it is not known if its matura-
tional course is similar to that of DPOAE suppression tuning.
Because of its strong potential influence on cochlear me-
chanics and the possibility that it shows a postnatal matura-
tional time course, the relationship between development of
the MOC reflex and DPOAE suppression tuning should be
further explored.

Finally, relatively recent research has confirmed that the
DPOAE recorded in the ear canal is a vector sum of at least
two components arising at the overlap region between trav-
eling waves evoked by f1 and f2 and the DP-site �Dhar et al.,
2002; Kim, 1980; Talmadge et al., 1999�. The results of the
constructive and destructive interference between these com-
ponents can be observed in DPOAE fine structure measured
with high-resolution recordings of DPOAE level. There have
been no published studies of DPOAE fine structure in in-
fants. It is possible that DPOAEs measured in the infant ear
canal are comprised of an immature distribution of sources
relative to the adult DPOAE. An immaturity in the relative
contribution of sources to the ear canal DPOAE could ac-
count for or be associated with immaturities of DPOAE sup-
pression tuning. Middle-ear functioning can also affect
DPOAE fine structure if multiple internal reflections are
present �Puria, 2003; Talmadge et al., 1998�.

V. CONCLUSIONS

DPOAE suppression tuning at f2=6000 Hz remains im-
mature until at least 6 months of age, indicating a postnatal
immaturity in peripheral auditory function. The source of
this immaturity is not clear, although several indices of au-
ditory function, such as DPOAE fine structure, middle-ear
transmission, acoustic reflectance/admittance responses, and
the MOC reflex, are also developing into the postnatal period
and should be further explored. The present study also ex-
amined the relationship between maturation of DPOAE sup-
pression and middle-ear function in a group of infants fol-
lowed longitudinally from birth through 6 months of age.
DPOAE suppression at f2=6000 Hz showed little maturation
during the test period studied, although admittance at corre-
sponding frequencies changed systematically over time. Both
sets of variables showed the greatest shift toward adult val-
ues from birth through 3 months. Linear correlations be-
tween suppression and admittance variables were not strong

in infants: 74 of 76 YR variables were not correlated with
DPOAE suppression features and could explain none of their
variance over the first 6 months of life. Admittance phase
near the f2 frequency, a frequency at which middle-ear for-
ward transmission would be expected to be important, ex-
plained 25% of the variance in STC tip-to-tail value. It is not
known from these data whether a stronger association exists
between maturation of DPOAE suppression and middle-ear
function later in life during a time period in development
when either or both responses are shifting toward adult val-
ues.
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Previous physiological studies investigating the transfer of low-frequency sound into the cochlea
have been invasive. Predictions about the human cochlea are based on anatomical similarities with
animal cochleae but no direct comparison has been possible. This paper presents a noninvasive
method of observing low frequency cochlear vibration using distortion product otoacoustic
emissions �DPOAE� modulated by low-frequency tones. For various frequencies �15–480 Hz�, the
level was adjusted to maintain an equal DPOAE-modulation depth, interpreted as a constant basilar
membrane displacement amplitude. The resulting modulator level curves from four human ears
match equal-loudness contours �ISO226:2003� except for an irregularity consisting of a notch and
a peak at 45 Hz and 60 Hz, respectively, suggesting a cochlear resonance. This resonator interacts
with the middle ear stiffness. The irregularity separates two regions of the middle ear transfer
function in humans: A slope of 12 dB/octave below the irregularity suggests mass-controlled
impedance resulting from perilymph movement through the helicotrema; a 6-dB/octave slope above
the irregularity suggests resistive cochlear impedance and the existence of a traveling wave. The
results from four guinea pig ears showed a 6-dB/octave slope on either side of an irregularity around
120 Hz, and agree with published data. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2722506�

PACS number�s�: 43.64.Kc, 43.64.Jb, 43.64.Yp �BLM� Pages: 3628–3638

I. INTRODUCTION

The sensitivity of the auditory system decreases dramati-
cally towards the low-frequency �LF� end of auditory percep-
tion. Nevertheless, environmental sounds often contain large
sound pressures in this frequency range. Questions arising
from this about the annoyance and possible physiological
effects of LF noise have led to much research into LF hear-
ing. During the past decades, many physiological experi-
ments and modeling studies have contributed to our under-
standing of how the apical termination of the cochlea
acoustically influences the ear’s sensitivity to LF sound.
However, all physiological methods used so far are too inva-
sive to be applicable to humans, and predictions about the
human cochlea are based on anatomical similarities with ani-
mal cochleae. The present report introduces a technique that
can noninvasively reveal individual differences in the acous-
tic properties of the apical cochlea that might be linked with
individual differences in LF sensitivity.

The cochlear sensitivity to very low frequencies is
strongly affected by the helicotrema, an apical connection
between the cochlear ducts above and below the basilar
membrane. Local pressure difference between the cochlear
ducts causes a displacement of the basilar membrane, and
leads consequently to the excitation of sensory cells that are

mechanically connected to it. Stimulus energy travels along
the basilar membrane in the form of a traveling wave which
terminates after reaching maximum amplitude at a place
characteristic for the stimulation frequency �the characteristic
place�. The mechanical properties of the basilar membrane
are such that, for higher frequencies, the traveling wave ter-
minates basally, and for lower frequencies further apically.
For frequencies low enough that the characteristic place is
close or virtually beyond the apical end of the basilar mem-
brane, the helicotrema shunts the pressure difference across
the basilar membrane, and thus determines the cochlear input
impedance and sensitivity to LF sounds. This shunting con-
stitutes a high-pass filter, and contributes to the observed rise
in detection threshold towards lowest frequencies �Cheatham
and Dallos, 2001�.

With the aim of characterizing the cochlear input imped-
ance at low frequencies for several animal species, Dallos
�1970� monitored cochlear microphonic �CM� potentials in
response to LF tones with a pair of intracochlear electrodes
in the basal turn of the cochlea. Under the assumption that a
given CM amplitude indicates a certain basilar membrane
displacement, the intensity of the LF tone required to main-
tain equal CM amplitude at various frequencies, ranging
from 20 Hz to 2 kHz, reveals the transfer function from pres-
sure at the tympanum to the differential pressure across the
basilar membrane at the recording site �i.e., the inverse of the
forward middle ear transfer function1 �fMETF��. Dallos dis-a�Electronic mail: t.marquardt@ucl.ac.uk
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cussed his results with regard to the influence of the heli-
cotrema on the cochlear input impedance. Since his CM
measurements were invasive, he could only speculate about
human cochlear impedance characteristics based on the simi-
larities of human cochlear anatomy to that of cat and chin-
chilla �see Discussion�. Later, Zwicker �1977� confirmed
some aspects of Dallos’ hypothesis by studying the effect of
basilar membrane biasing by LF sounds on tone-burst detec-
tion threshold. Further physiological studies regarding the
transfer of LF sound into the cochlea have been performed in
animals �Weiss et al., 1971; Nedzelnitsky, 1980; Dancer and
Franke, 1980; Lynch et al., 1982; Franke and Dancer, 1982;
Franke et al., 1985; Ruggero et al., 1986; Magnan et al.,
1999� and in temporal bone preparations from human cadav-
ers �Kurokawa and Goode, 1995; Merchant et al., 1996; Pu-
ria et al., 1997;Aibara et al., 2001; Puria, 2003�. With the
exception of Zwicker’s indications, which stem from psy-
choacoustical experiments, data have been obtained inva-
sively. Therefore, objective physiological data from living
human subjects are not available.

Zwicker measured so-called masking period patterns
�MaPP� which show the detection threshold of a short tone
burst as a function of its relative position to the phase of a
very LF masker. With this psychophysical method, he was
able to investigate the transmission of LF sounds into the
cochlea noninvasively. Similar to his idea, the authors of this
paper measure modulation period patterns �MoPP� of the
2f1-f2 distortion product otoacoustic emission �DPOAE� to
study the transmission of LF sound into the cochlea.

DPOAEs are recorded noninvasively with a probe mi-
crophone in the ear canal �for a review, see Probst, 1991�.
The 2f1-f2 DPOAE is the strongest of the intermodulation
products generated by nonlinear cochlear processes in re-
sponse to sound stimulation with two primary tones at fre-
quencies f1 and f2. It serves in the present study as the high-
frequency carrier of information about the basilar membrane
displacement caused by LF sound.

Like Zwicker’s MaPP, the MoPP caused by a modulator
tone show two pronounced dips. The larger dip is linked to
the moment of basilar membrane displacement towards scala
tympani, and the smaller dip to displacement towards scala
vestibuli. MoPP of transiently evoked otoacoustic emissions
�TEOAE� were measured before by Zwicker �1981�, and
Nubel et al. �1995�. However, the limited time resolution of
MoPP obtained by TEOAE measurements restricts the maxi-
mum modulation frequency to approximately 50 Hz. The use
of DPOAE can circumvent this problem and, in addition,
reduces the recording time considerably. With the aim of
understanding the generation process of DPOAE, MoPPs of
DPOAE were investigated earlier �Frank and Koessl, 1996,
1997; Scholz et al., 1999; Bian et al., 2002, 2004; Bian,
2004; Lukashkin and Russell, 2005�. In order to extract the
DPOAE magnitude as a function of the modulator’s phase,
the Fourier transform was applied to a sliding short-time
window. This method, however, limits the highest modula-
tion frequency even more. In the present report, the time
course of the DPOAE modulation is retrieved from the spec-
tral components of a long-time Fourier transform over sev-
eral modulation periods. This kind of analysis allows the

measurement of MoPP over a significantly wider range of
modulation frequencies, so that they become useful to study
the fMETF up to frequencies of several hundred Hz. Similar
to Dallos’ �1970� approach, the intensity of the LF tone was
adjusted to maintain equal DPOAE-modulation depth at vari-
ous modulation frequencies. Like his results, the resulting
curves �distortion product isomodulation curve �DPIMC�� re-
veal the inverse of the fMETF, the frequency-dependent ratio
between differential pressure across the basilar membrane
and pressure at the tympanum.1

II. METHODS

A. Stimulus presentation and recording

The signals of the LF modulator tone and the two pri-
mary tones were converted at a sampling rate of 48 kHz
using a multichannel sound card �GINA, Echo� connected to
a Pentium computer. All output and input channels of this
20-bit sound card run on the same clock signal, and their
conversion starts and stops synchronously. The two minia-
ture loudspeakers of a DPOAE ear probe �ER-10C, Etymotic
Research� produced the primary tones. The LF modulator
signal was power amplified, then low-pass filtered
�fc=30 Hz, −6 dB/octave, passive� to prevent accidental
sound delivery of more than 105 phon, before finally being
converted by an acoustically closed DT-48 earphone �Beyer-
dynamic� and delivered into the ear canal via a polythene
tube �1 mm inner diameter, 150 mm length�. The details of
this differed between the setups for human and guinea pig,
and are described below separately. The sound pressure in
the ear canal was measured with the microphone of the ER-
10C probe. The high intensity LF tone in the microphone
signal was attenuated �passive high-pass filter, fc=1 kHz,
12 dB/octave� prior to signal amplification �Bruel and Kjaer
2636, A-filter on� in order to use the dynamic range of the
amplifier and the A/D converter soundcard effectively for the
DPOAE signal. The soundcard contained an on-board pre-
amplifier with programmable gain. This gain was adjusted
automatically prior to recording using a 400 ms test presen-
tation of the stimulus.

To achieve a sound pressure level in the ear canal of up
to 120 dB SPL at very low frequencies, the ER-10C probe
had to be fitted without a leak. The frequency responses of
all loudspeakers were measured in the ear canal after each
probe placement using the precalibrated probe microphone
�see below�. This allowed checking for leaks and the assess-
ment of acoustical differences determined by individual ear
canal volume and probe placements. The stimulus ampli-
tudes were adjusted to achieve the defined sound pressure
levels and phases at the tip of the probe. At the beginning of
each recording session, a software routine varied the primary
parameters within a roughly defined range in order to maxi-
mize the 2f1-f2 DPOAE level for the individual ear. During
this procedure, there was no presentation of the LF modula-
tor tone. All signal generation, processing, and analysis were
done with customized software.
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B. Human subjects

The subjects were two females �M.B., aged 19; J.W.,
aged 30� and one male �T.M., aged 30�. These subjects were
selected for their high level of DPOAE known from earlier
experiments. All subjects had normal hearing, as verified by
pure-tone audiometry between 125 Hz and 8 kHz. No his-
tory of chronic ear diseases was reported. The ethics com-
mittee of the Humboldt University, Berlin, in agreement with
the Declaration of Helsinki, approved the procedure, and all
subjects gave their informed consent.

The recordings were made in a soundproof booth �IAC�.
The silicone tube for the LF tone was put through the foam
plug of the ER-10C probe. In order to produce a reliable seal
of the probe to the ear canal, it was in some cases necessary
to apply Vaseline around the foam plug as a sealant. This
affected only the entrance of the ear canal and was easily
removed afterwards with cotton wool tips. The subjects were
asked not to swallow and to breathe quietly during the re-
cording sweeps �20.4 seconds�. In case of an apparent noise
artifact, the recording was repeated immediately. In between
the recording sweeps the subjects were given time to get
comfortable �e.g., to swallow�. When ready for the next
sweep, they gave a sign through the window of the booth. An
acoustic warning signal indicated the start of the next mea-
surement. Recordings for the estimation of a complete
DPIMC were made within one session �approximately 1
hour� without removal of the ear probe.

C. Guinea pigs

Recordings were made from both ears of two pigmented
guinea pigs, of 390 g �GP1� and 1200 g �GP2� weight. The
animals were premedicated with atropine sulfate �0.06 mg,
s.c.� and anesthetized with urethane �1.3 g/kg in 20% solu-
tion, i.p.�. Further analgesia was obtained with phenoperidine
�1 mg/kg, i.m.�. Supplementary doses of phenoperidine
�0.5–1 mg/kg, i.m.� were given on indication provided by
the pedal withdrawal reflex. All animals were tracheoto-
mized, and core temperature was maintained at 37 °C with a
heating blanket. The animal was placed inside a soundproof
booth �IAC�. The head was fixed with hollow plastic specu-
lum used like ear bars. After removal of its foam sealing, the
three-canal tube of the ER-10C probe was placed with a tight
fit into the inner canal of the speculum, which led into the ear
canal. The silicone tube for the LF tone was connected to a
steel tube �1 mm outer diameter�, which had its own en-
trance into the inner canal of the speculum close to its open-
ing into the ear canal �2 mm inner diameter�. All joints were
sealed with Vaseline. Early pilot measurements revealed that
in order to maintain the DPOAE level constant over several
hours, it was essential to equilibrate static air pressure on
both sides of the tympanic membrane �Zengh et al., 1997�.
This was done by inserting the tip of a narrow polythene tube
�250 mm long, 0.3 mm inner diameter� into the bulla via a
small hole sealed with Vaseline. All experiments with guinea
pigs were carried out in accordance with the Animal �Scien-
tific Procedures� Act of 1986 of Great Britain and Northern
Ireland.

D. Calibration of the probe microphone

In order to interpret the recorded probe microphone sig-
nal correctly, the overall transfer function of the entire re-
cording pathway �ER-10C probe, 1-kHz high-pass filter,
B&K 2636, and soundcard� was measured in an 1.5 cm3 cav-
ity containing a 1/2 in. calibration microphone �B&K 4134�.
Its signal, amplified with an additional measurement ampli-
fier �B&K 2636�, was recorded via the second input of the
soundcard. Since both signals are converted by the same
soundcard, the transfer function of the soundcard could not
be assessed in this way, and although the specifications of the
soundcard and also the Bruel & Kjaer equipment show a
linear magnitude transfer function down to at least 10 Hz,
their phase transfer function at lowest frequencies might de-
part from linearity.

In order to assess the phase transfer function of the cali-
bration path at low frequencies, the calibration hardware was
driven outside its linear range by delivering LF tones at
115 dB SPL via the LF stimulus path. The hardware nonlin-
earity, most likely caused by the large LF displacements of
the calibration microphone’s membrane, produces minute
modulation of a 2 kHz tone, generated by one of the probe’s
loudspeakers �94 dB SPL�. This technique transposes the LF
tone to the 2 kHz region where the transfer functions of
equipment are known to be linear. This instantaneous modu-
lation of the 2 kHz tone is in-phase with the LF displacement
of the microphone membrane, which itself is proportional to
the LF sound pressure in the cavity. This assumption was
confirmed by analyzing the phase relationship between the
modulation and the modulator in the calibration micro-
phone’s signal. The spectrum showed zero phase difference
for modulation frequencies down to 100 Hz ��2° �. The
phase differences between modulation and modulator in-
creased progressively towards 15 Hz modulation �25° �. This
departure from zero phase associated with the calibration
equipment was incorporated in the calibration procedure of
the probe microphone path.

E. Reconstruction of the modulation period pattern

The ear canal pressure during sound stimulation was
continuously recorded for 20.4 seconds in human ears and
for 4.4 seconds in guinea pig ears. The first and last 200 ms
were discarded. The remaining waveform was averaged into
a 200 ms buffer. This gave 100 averages for the human and
20 averages for the guinea pig recording �the signal-to-noise
ratio in the recording of the anesthetized guinea pigs was
considerably larger�. The primary and modulator tone fre-
quencies were chosen to be multiples of 5 Hz and, therefore,
their periods fitted an integer number of times into the
200 ms buffer. Consequently, the digital Fourier transform of
the buffer produced precise spectral lines for all signals used
and generated �Figs. 1�A� and 2�A��. The part of the spec-
trum representing the DPOAE signal was regarded as a
modulated tone, consisting of the DPOAE frequency �2f1-f2�
as the carrier and the spectral components spaced at modu-
lation frequency either side of this carrier �bold gray lines�.
The latter were regarded as the modulation sidelines.
Throughout this report, only the carrier, 2f1-f2, and the two
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sideline pairs closest to it were used to compute the time
course of the DPOAE by application of the inverse Fourier
transform to just these spectral components. Further distant
modulation sidelines were weak and contributed little reli-
able information �i.e., just increased the noise�. Figures 1�B�
and 2�B� show examples of DPOAE modulation period pat-
terns �MoPP�, i.e., the envelope of the DPOAE magnitude.
For comparison, the time course of the LF modulator tone in
the ear canal is given as a dotted line �sound pressure on
linear arbitrary scale�.

The spectra in Figs. 1�A� and 2�A� also show modula-
tion sidelines around the primary tones. In recordings from
the ear canal, these sidelines are much stronger than those
caused by hardware nonlinearities when recording in a
1.5 cm3 cavity. They are likely to be sidelines of modulated
stimulus frequency otoacoustic emissions. A coincidence in
frequency of a DPOAE modulation sideline with such a pri-
mary modulation sideline would make the retrieval of the
DPOAE time course impossible. Fortunately, the primary
frequencies can be chosen so that their spectral modulation
components do not coincide but interleave with those of the

modulated DPOAE. This is illustrated in Fig. 2 for a modu-
lation frequency of 350 Hz. In theory, the interleaving allows
the retrieval of MoPP with modulation frequencies up to half
of the DPOAE carrier frequency �2f1-f2�. However, above
approximately 250 Hz, the MoPP start to divert from the
classic shape of the MoPP obtained with modulation at very
low frequencies. This hinders estimation of the location of
the MoPP’s minimum at higher modulation frequencies �Fig.
2�B��. Possible reasons for this distortion are the following.
First, the upper frequency at which DPOAE can be modu-
lated might be limited by a large recovery time of the
DPOAE generation process from suppression. Thus the
DPOAE might not be able to follow higher rates of modula-
tion. The finding that most MoPP above 250 Hz show an
increasingly sustained DPOAE suppression �i.e., the MoPP
maximum does not reach the unmodulated DPOAE level�
supports this possibility. Second, the reverse middle ear
transfer function distorts the modulated DPOAE spectrum
during retrograde travel especially at high modulation rates
when the modulation sidelines are widely spaced. In most
cases, however, it was possible to measure the MoPP for
modulation frequencies from 15 Hz to 480 Hz.

F. Distortion product isomodulation curve

There is general agreement in the literature that the
DPOAE component 2f1-f2 is generated predominantly near
the characteristic place of f2 �e.g., Martin et al., 1987�. At
this place, the basilar membrane’s response to a much lower
frequency tone is that of a pure compliance. The basilar

FIG. 1. Reconstruction of the modulation period pattern �MoPP� with 90-Hz
modulation. �A� The spectrum of the recorded signal shows the stimulus
tones with black circular markers �modulator tone, fm; primary tones, f1 and
f2�, and modulated DPOAE, 2f1-f2 with gray circular markers. The DPOAE
consists of the 2f1-f2 carrier and modulation sidelines. Due to the appropri-
ate rectangular buffer length of exactly 1/5 second, they show no spectral
splatter and first and second order modulation sidelines stick clearly out
from the noise floor. �Further singular spectral lines representing other dis-
tortion products can be identified.� �B� The time course of the 2f1-f2
DPOAE is reconstructed from the 2f1-f2 carrier and its first and second
order pair of modulation sidelines. The black modulation period pattern
�MoPP� represents the sound pressure level of the 2f1-f2 DPOAE in decibel
as a function of time. The horizontal gray line indicates the DPOAE level
without modulation. For phase reference, the sinusoidal sound pressure of
the 90 Hz modulator tone in the ear canal is indicated as a dashed line
�arbitrary linear scale�. The difference between the DPOAE minimum and
the unmodulated DPOAE level defines maximum DPOAE suppression
�gray double arrow�, called “modulation depth.”

FIG. 2. Same as Fig. 1 but with 350-Hz modulation. �A� At higher modu-
lation frequencies the modulation sidelines of the distortion product 2f1-f2
overlap with those of the primaries. Careful choice of stimulus frequencies
avoids coincidence of the 2f1-f2±n · fm �n=0,1 ,2� modulation sidelines and
other spectral lines representing stimuli or other distortion products. The
interleaving of the spectral components enables the reconstruction of the
time course of the 2f1-f2 DPOAE for modulation frequencies close to or
even greater than f2-f1 �B�.
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membrane displacement due to the LF tone �bias� is there-
fore proportional to and in phase with the slowly varying
pressure difference across the basilar membrane. As shown
in Figs. 1 and 2, the periodic displacement causes a modula-
tion in the generation of the DPOAE. The depth of DPOAE
modulation is unlikely to be linearly related to the amplitude
of the LF basilar membrane displacement. However, a con-
stant DPOAE modulation depth is an indicator of a constant
amplitude of basilar membrane displacement, independent of
the frequency of the modulator tone, given that it is well
below the frequencies of the primary tones, f1 and f2, and
the DPOAE, 2f1-f2. With this assumption, the authors claim
that the frequency-dependent levels of the modulator tone
that cause equal DPOAE modulation depth �i.e., DPIMC�,
constitute the equivalent to the functions originally obtained
by Dallos �1970� using CM. The DPOAE modulation depth
is here defined as the difference �in dB� between the un-
modulated DPOAE level and DPOAE level at maximum
DPOAE suppression in the MoPP �gray arrows in Figs. 1�B�
and 2�B��.

The DPIMC resembles the inverse of the fMETF, and,
after multiplication by the modulator’s frequencies �i.e., a
6 dB/octave slope change�, reveals the magnitude of the im-
pedance across the basilar membrane, ZC� �see Discussion�.
The phase of this impedance can be inferred from the phase
relationship between the MoPP and the modulator tone.
When obtaining this phase, the reverse traveling time of the
DPOAE must be taken into account. The traveling times are
estimated by matching roughly the slope of the obtained
phase transfer functions with those of Dallos’ CM measure-
ments �Dallos, 1970�, where no delay between basilar mem-
brane displacement and CM recording occurs.

III. RESULTS

A. Humans

Figure 3�A� shows DPIMC of subject T.M. with several
primary frequency and primary level combinations. In all
curves, the LF modulator level was adjusted to yield a 6 dB
DPOAE modulation depth. The dependencies on the primary
parameters agree with the findings of Scholz et al. �1999�.
Higher primary frequencies require larger LF modulator lev-
els than lower primary frequencies to yield equal DPOAE
modulation depth. Higher primary levels require larger LF
modulator levels than lower primary levels. Regarding the
dependency on the modulation frequency, it can be generally
said that lower modulation frequencies require greater LF
modulator levels; except for an irregularity, showing a mini-
mum at 40 Hz and a maximum at 60 Hz. This prominent
feature, seen in all DPIMC obtained, are an indication of a
cochlear resonance, and will be discussed in Sec. IV C. The
frequency of its inflection point �fPR� is approximately
50 Hz. For frequencies below the irregularity the slope
of the DPIMC is steeper �more than −12 dB/octave� than
for frequencies above the irregularity �approximately
−6 dB/octave�. For comparison, two straight lines with
slopes of −12 dB/octave and −6 dB/octave are shown in
Fig. 3�A�.

Figure 3�B� shows the respective phases of the maxi-
mum suppression within the MoPP referenced to the pressure
maximum of the LF modulator tone in the ear canal. In ac-
cordance with the DPIMC, the phase curves also show an
irregularity. At lowest modulation frequencies, the maximum
suppression leads the ear canal pressure by approximately
180°. This phase lead generally declines towards higher

FIG. 3. Distortion product isomodulation curves �DPIMC� from the right
ear of subject TM. DPIMC for various primary parameters are shown. In-
terpretation of the legend is “subject ear �unmodulated DPOAE level–
modulation depth�, L1 /L2, f1 / f2.” For example, “TM right �13–6 dB�,
65/50 dB, 1630/1955 Hz” means that subject TM’s right ear was exposed
to two primary tones of 1630 Hz at 65 dB SPL and 1955 Hz at 50 dB SPL
and produced a 2f1-f2 DPOAE level of 13 dB SPL. In this example, LF
tones at levels indicated on the ordinate in �A� for the frequencies shown on
the abscissa resulted in a DPOAE modulation depth of 6 dB �in this figure,
all curves stem from 6 dB isomodulation�. For comparison, slopes of 6 and
12 dB/octave are indicated by straight lines with arbitrary offsets. �B�
Phases of maximum DPOAE suppression with reference to the pressure
maximum of the modulator tone in the ear canal are shown as a function of
modulation frequency. Phase values are compensated for DPOAE reverse
travel times. See text for details.
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modulation frequencies. Note, however, that errors in esti-
mated reverse traveling time have increasing impact on the
phase values at higher modulation frequencies; therefore
these phase values should be interpreted with caution. With
the aim to match the phase slopes with the slopes in Dallos’
publication �1970�, the DPOAE reverse traveling times were
set to 2.5 ms for f2=1235 Hz, 2 ms for f2=1955 Hz, and
1 ms for f2=4015 Hz.

The results in Fig. 3 show the robustness of the DPIMC
shape against changes of the primary parameters. Each curve
was measured with a new placement of the probe into the ear
canal. The similarity in the shapes of the curves indicates
high reproducibility.

Figure 4�A� shows DPIMCs for four ears of three sub-
jects with almost identical primary parameters. Note that the

isomodulation depth for subject T.M. is 6 dB in contrast to
the chosen 3 dB for the two other subjects. T.M.’s left ear
data are taken from Fig. 3. The respective phases of the
maximum suppression, compensated for 2 ms DPOAE re-
verse traveling time, are given in Fig. 4�B�. The course is
broadly similar in all subjects, though fPR varies slightly,
e.g., approximately 10 Hz higher in subject MB. There is
generally a good correlation between magnitude and phase
curves with respect to strength and frequency of the irregu-
larity.

B. Guinea pigs

The DPMCs from guinea pigs, shown in Figs. 5 and 6,
also show the irregularity. Its minimum and maximum in the
guinea pig DPIMC are at 100 Hz and 140 Hz, respectively.
The frequency of its inflection point �fPR� is approximately
120 Hz and more than an octave higher than in humans.
Another difference to the human data is the slope of the

FIG. 4. Distortion product isomodulation curves �DPIMC� for four ears of
three subjects with almost constant primary parameters. See legend and
caption of Fig. 3. For comparison, the 80-phon equal-loudness contour
�ISO226:2003� is shown in gray.

FIG. 5. Distortion product isomodulation curves �DPIMC� from one guinea
pig ear for DPOAE modulation depths of 3 dB, 9 dB, and 15 dB. The pri-
mary parameters are constant. See legend and caption of Fig. 3.
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DPIMC at modulation frequencies lower than the irregular-
ity, which is close to 6 dB/octave �shown by the straight
solid line�. This is almost equal to the curve’s slopes above
the irregularity and approximately 6 dB/octave shallower
than is seen in the human DPIMC. Towards the lowest of the
applied modulation frequencies �15 Hz�, the slopes appear to
flatten even further. In accordance with the slope of
−6 dB/octave, the maximum suppression in the MoPP leads
the ear canal pressure below the irregularity by only 90°.
However, no equivalent to the obvious flattening of the
DPIMC at 15-Hz modulation frequency is apparent in the
phase data.

Figure 5 shows curves of one guinea pig ear for DPOAE
modulation depths of 3 dB, 9 dB, and 15 dB. The DPOAE
primary parameters remained constant. The vertical relation
of the three DPIMC in Fig. 5�A� show that the level of the
LF biasing tone had to be increased in order to achieve

deeper DPOAE modulation. However, this relationship be-
tween LF tone level and modulation depth appears to be
strongly nonlinear. Note that the chosen modulation depth
does not influence the shape of the curve. Figure 5�B� shows
the respective phases of maximum suppression in the MoPPs
relative to ear canal pressure maximum. Reverse traveling
time compensation was 2 ms.

Figure 6�A� shows DPIMCs for four ears of two guinea
pigs. The data from the left ear of GP1 are taken from Fig. 5.
The curves are broadly similar, except for a slight variation
in fPR. The phases of maximum suppression in Fig. 6�B�
have been compensated for DPOAE reverse traveling times
of 2 ms for f2=1955 Hz and 0.25 ms for f2=3015 Hz.

IV. DISCUSSION

A. Distortion product isomodulation curve and the
forward middle ear transfer function

In this study the fMETF is defined as the frequency-
dependent ratio between the differential pressure across the
basilar membrane and pressure at the tympanum1:

fMETF = �pSV − pST�/pT, �1�

where pSV denotes the scala vestibule pressure, pST the scala
tympani pressure, and pT the pressure at the tympanum.
Since the relationship between DPOAE modulation depth
and the amplitude of the LF basilar membrane displacement
is probably nonlinear, the fMETF was measured in the form
of an iso-output function, i.e., the input parameter is adjusted
to maintain constant output. This method is often used in
order to remain within the optimum range of the measure-
ment equipment �e.g., Dallos, 1970; Ruggero et al., 1990�.
Given the investigated system is linear, the iso-output func-
tion is the inverse of the desired transfer function �iso-input
function�. In this study, linearity is assumed between pres-
sure at the tympanum and basilar membrane displacement as
has been shown by Dallos �1970� in a control experiment,
measuring CM for one animal as both iso-input and iso-
output function. The identical results confirmed linearity and
that Dallos’ measurements of iso-output functions indeed re-
vealed the fMETF. The authors presume also that the
DPOAE measured in this study originate from basilar mem-
brane locations basal to sites of known nonlinear responses
to the applied modulator tones. It is however possible that
the characteristic place 2f1-f2, where the apically traveling
part of the DPOAE is assumed to be reflected �Talmadge et
al., 1999�, is nonlinearly affected by modulator tones of
higher frequencies. It is possible that this causes the observed
distortion of the MoPPs at modulation rates �150 Hz. Nev-
ertheless, the agreement of the fMETF, obtained by inverting
guinea pig DPIMC, with other published guinea pig data
�Fig. 7�, leads analogously to the conclusion that the inverse
of the human DPIMC is equivalent in shape to the human
fMETF:

fMETF � 1/DPIMC. �2�

FIG. 6. Distortion product isomodulation curves �DPIMC� for four ears of
two guinea pigs obtained with various primary parameters and DPOAE
modulation depths. See legend and caption of Fig. 3.
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B. Forward middle ear transfer function and the
cochlear impedance

The fMETF gives insight into the cochlear impedance.
Depending on the measurement methods, researchers discuss
their data relating to two different definitions of the cochlear
input impedance. Researchers measuring cochlear pressure
directly often relate pressure in the basal scala vestibuli �pSV�
to stapes volume velocity �US� to calculate the cochlear input
impedance:

ZC = pSV/US. �3�

Researchers, who estimate basilar membrane displacement
�xBM�, e.g., by measuring CM or DPOAE suppression, tend

to relate �pSV− pST� to Us. Lynch et al. �1982� called this “the
impedance across the basilar membrane”:

ZC� = �pSV − pST�/US. �4�

Nedzelnitsky �1980� showed in cat that from frequencies
above 40 Hz psv increasingly exceeds pST, which is domi-
nated by the compliance of the round window and almost
constant up to 300 Hz. Above approximately 100 Hz, pSV

becomes so dominant in �pSV− pST� that ZC and ZC� become
almost identical. Below 40 Hz, however, ZC and ZC� differ
considerably. The flow of perilymph through the helicotrema
tends to equalize the pressure between the scalae, and the
round window compliance also controls pSV, and conse-
quently ZC. In contrast, ZC� is controlled by the small remain-
ing difference between pSV and pST resulting from perilymph
movement through the helicotrema. At these low frequen-
cies, ZC� is species-dependent, and will be discussed in detail
in Sec. IV C.

With a closed bulla, middle ear stiffness governs the
displacement of the stapes �xS� up to at least 480 Hz. Thus xS

is proportional and in-phase with pT. Since displacement and
velocity are generally related via the factor j •�, the relation-
ship between US and pT has a 6 dB/octave slope and a 90°
phase lead:

pT � xS � US/�j • �� , �5�

where j denotes the imaginary unit, � the angular frequency,
and � proportionality. From Eqs. �1�, �4�, and �5�, it becomes
clear that ZC� determines the fMETF:

fMETF � j • � • ZC� . �6�

Equations �2� and �6� yield the relationship between ZC� and
DPIMC directly:

ZC� � 1/�j • � • DPIMC� . �7�

C. The irregularity

All DPIMC obtained, whether from guinea pig or human
ears, show a pronounced irregularity. Its shape features the
characteristics of a resonance that is interacting with a domi-
nating stiffness �Salter, 1969�. The stiffness reflects unargu-
ably the middle ear. The resonance originates most likely
from within the cochlea. In fact, Ruggero et al. �1990� see a
plateau in their malleus velocity versus frequency functions,
which is strongly enhanced to a pronounced resonance when
the middle ear stiffness is reduced by opening the bulla �their
Fig. 5�.

Although inconsistently, this resonance effect can be
found in many other physiological data, obtained with a va-
riety of techniques. Figure 7 gives a selection of previously
published data showing similar irregularities. Because aver-
aging over different ears might dampen the irregularity, data
from individual ears are chosen where available. For ex-
ample, in the cochlear pressure measurements of Ned-
zelnitzky et al. �1980� in cats, many transfer functions, relat-
ing pSV to pT, show the irregularity between 80 Hz and
200 Hz. Neither the appearance nor the frequency of the ir-
regularity is consistent, so that the average curve only shows

FIG. 7. Comparison with other published results measured with a variety of
techniques that reveal cochlear impedance features. Curves are selected for
containing a similar irregularity as seen in DPIMC. Data by Franke et al.
�1985� and Nedzelnitski �1980�, obtained as iso-output function, have been
inverted. Following Dallos’ �1970� species classification, single-lined graphs
represent data from viscosity-dominated cochleae; double lined graphs rep-
resent data from inertia-dominated cochleae �at lowest frequencies�.
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a damped irregularity, better described as a plateau �shown
by Lynch et al., 1982, Fig. 20�. Thus, only one of his curves
with an extraordinarily strong irregularity �Nedzelnitzky et
al. �1980�, Fig. 14� is reproduced in Fig. 7, showing the
irregularity is present in pSV alone. Similarly, an imagined
mean curve over the DPIMC of the four human individuals
in Fig. 4 would show a reduced irregularity. A reduction of
the irregularity also can be expected in the mean curve pub-
lished by Franke et al. �1985� which averages CM recordings
from 26 guinea pig ears. A slight increase in standard error
around 100 Hz supports this assumption �their Fig. 9�. Inter-
estingly, there is no evidence of the irregularity in pST �Ned-
zelnitsky, 1980, Figs. 13 and 14; Franke and Dancer, 1982,
Fig. 1�. Thus the irregularity, seen in the data estimating ZC� ,
stems only from pSV, and is presumably equally present in
ZC �Ruggero et al., 1990�.

All of Dallos’ CM data �1970� show the irregularity con-
sistently across cat, guinea pig, chinchilla, and kangaroo rat
at a similar frequency region around 150 Hz. This is also the
frequency region of the irregularities seen in the other data of
the same species. In contrast, the DPIMC obtained from hu-
man ears show the irregularity centered around 50 Hz. Also
Zwicker’s �1976� results from psychoacoustic isomasking
experiments on human listeners show a slight step close to
this frequency. If the assumption holds that the helicotrema is
involved in the occurrence of this cochlear resonance then
the frequency tuning of the most apical characteristic place
on the human basilar membrane is approximately one octave
lower than in the other species discussed.

The human DPIMCs follow roughly the equal-loudness-
level contours �Fig. 4, bold gray line� published in
ISO226:2003. Surprisingly however, neither the standardized
curve nor individually published equal-loudness-level con-
tours reflect the irregularity seen in the physiological data.
Also published hearing thresholds at low frequencies show
no indication of an irregularity at the expected frequency.
See Møller and Pedersen �2004� for a review of published
LF equal-loudness and threshold data.

In summary, the dip within the irregularity in the
DPIMC reflects what would be increased pressure in scala
vestibuli �ZC peak� for constant LF tone level. A pressure
loss in scala vestibuli �ZC dip� is assumed at the frequency
where the irregularity peaks. The reason why these
frequency-specific pressure irregularities do not affect hear-
ing sensation is unclear. An explanation might be found in
the fact that the location of the physiological measurements
is different from the location where LF sound sensation takes
place. Sensory cells at the apical end of the cochlea, where
the compliance and therefore the displacement of the basilar
membrane is greatest, have the lowest threshold to LF stimu-
lation. The sites of the physiological recordings are generally
in the basal turns of the cochlea. In agreement with modeling
studies by Puria and Allen �1991�, the authors believe that
the physiologically observed irregularity is caused by an api-
cal reflection. The inertia connected with the movement of
perilymph through the helicotrema causes a sharp impedance
change from the resistive impedance of traveling wave along
the basilar membrane. Thus, for frequencies low enough that
the traveling wave reaches the apical end of the basilar mem-

brane, a reflection at this discontinuity seems likely. In the
most LF-sensitive apical turn, the reflected wave might have
a phase relationship with the forward-propagating wave that
alters primarily the phase, and causes only little change in
the resulting amplitude of the basilar membrane response.
Since the auditory system is insensitive to phase changes in
tones, sensation would be unaffected by the reflection. At
more basal locations, however, where the physiological data
originate from, the propagation delays of forward and back-
ward wave may result in a phase relationship such that their
superposition affects the basilar membrane response ampli-
tude, and gives rise to the observed irregularity.

D. Impedance characteristics below the irregularity

For stimulus frequencies too low to have a characteristic
place on the basilar membrane, the differential pressure is
partially shunted by the helicotrema. Viscosity and inertia of
the perilymph moving inside the cochlear ducts and heli-
cotrema dominate ZC� . The slope of the guinea pig DPIMC
close to −6 dB/octave and a 90° phase lead are indications
that viscosity rather than inertia impedes the perilymph
movement, and ZC� is resistive. Dallos �1970� concluded that
the higher number of turns and the larger tapering of the
cochlear ducts of the guinea pig must be the reasons for
dominance of viscous friction. He obtained further support
for this hypothesis from the kangaroo rat, which has a co-
chlea of similar anatomy to that of the guinea pig. Selected
data from viscosity-dominated cochleae are shown by single
lines in Fig. 7. The cochleae of cat and chinchilla, on the
other hand, have fewer turns with wider ducts and a larger
helicotrema, where the effect of viscosity must be negligible
and the inertia of the perilymph controls ZC� at lowest fre-
quencies. Indeed, Dallos’ and others’ data from cat and chin-
chilla show a slope close to −12 dB/octave and a phase lead
of 180° below the irregularity �Fig. 7, double lines for
inertia-dominated cochleae�.

Based on anatomical similarities, Dallos �1970� pre-
dicted ZC of the human cochlea also to be inertia-dominated
at lowest frequencies, though he could not prove it by mea-
surement at the time. Later, psychoacoustical experiments by
Zwicker �1977� supported his hypothesis. The shapes of
Zwicker’s MaPP indicate that below a masker frequency of
approximately 40 Hz, the LF masking effect on a short tone
burst is linked to the masker’s second derivative, which is
equivalent to a 12 dB/octave slope. Above 40 Hz, the mask-
ing effect is linked to the first derivative, equivalent to a
6 dB/octave slope. The similarity of the human DPIMC of
this study with the fMETF of chinchilla and cat finally con-
firms Dallos’ conjecture.

E. Cochlear impedance and low-frequency noise
hypersensitivity

Investigations into environmental LF noise problems re-
veal large individual differences in sensitivity to LF noise
�review by Leventhall et al., 2003�. Being sensitive to LF
sound can cause extreme distress to some people perma-
nently exposed in their daily environment to LF noise even
at intensities which others can barely detect. LF modulated
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DPOAE measurements show that very-LF sound energy,
even infrasound, does in fact reach the inner ear. This non-
invasive technique might provide the basis for an objective
diagnostic tool to identify a physiological cause of LF hyper-
sensitivity in the acoustics of the cochlea.

The DPIMCs show an offset between the parts above
and below the resonant region, that constitutes an upward
step in human sensitivity to LF sounds below 40 Hz. Small
deviations in individual DPIMCs might reflect differences in
the conversion of LF sound energy into basilar membrane
motion. The following three features in the DPIMC curve
might be indicators for increased sensitivity to LF sound.

(1) The frequency of the cochlear resonance. A lower-
than-normal fPR means that the shallower 6 dB portion of the
curve extends to lower frequencies, and would result in
higher-than-normal sensitivity for frequencies below normal
fPR �50 Hz�.

(2) The slope for frequencies below the cochlear reso-
nance. A 6 dB slope of the curve below the transition region,
as in guinea pig and kangaroo rat, would give rise to increas-
ing sensitivity as the frequency decreases below fPR.

(3) The cochlear resonance itself. Whatever the interpre-
tation of the irregularity, an abnormality in its frequency or
reduced damping might be reflected in auditory threshold or
loudness perception. Taking the reflection hypothesis, the
phase relationship between the superimposing forward and
backward wave can potentially determine the range of hair
cells along the basilar membrane responding to the LF
sound. A possible widening of the BM tuning might come
into effect well above sensation threshold levels and is com-
parable to the recruitment effect in which hearing impaired
listeners report abnormally sharp loudness increase above
hearing threshold.

V. CONCLUSIONS

We have shown an objective and efficient technique for
making noninvasive measurements of the shape of the hu-
man forward middle ear transfer function at low frequencies.
Despite the theoretical possibility that the modulation fre-
quency could have been increased to half the DPOAE fre-
quency, the shape of the modulation pattern became increas-
ingly distorted above 250 Hz, and so the method appears to
be limited to frequencies below 500 Hz. However, studies
with even lower modulation frequencies �i.e., infrasound�
seem possible and interesting. The results presented are con-
sistent with data obtained by other researchers using different
techniques in animal experiments. Further work is required
towards an interpretation of the irregularity as seen in all
DPIMC data, and why it is not observed consistently in stud-
ies of cochlear input impedance. In addition, the reason why
the irregularity is not reflected in hearing threshold and
equal-loudness contours has only been addressed specula-
tively. Nevertheless, the technique presented can potentially
reveal abnormal LF acoustical properties of human ears, and
might facilitate investigations into the cause of LF hypersen-
sitivity that is observed in some human individuals.
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the scala vestibuli and at the tympanum.
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Estimating the transition bandwidth between two auditory
processes: Evidence for broadband auditory filters
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A spectral discrimination task was used to estimate the frequency range over which information
about the temporal envelope is consolidated. The standard consisted of n equal intensity, random
phase sinusoids, symmetrically placed around a signal component. The signal was an intensity
increment of the central sinusoid, which on average was 1000 Hz. Pitch cues were degraded by
randomly selecting the center frequency of the complex and single channel energy cues were
degraded with a roving-level procedure. Stimulus bandwidth was controlled by varying the number
of tones and the frequency separation between tones. For a fixed frequency separation, thresholds
increased as n increased until a certain bandwidth was reached, beyond which thresholds decreased.
This discontinuity in threshold functions suggests that different auditory processes predominate at
different bandwidths, presumably an envelope analysis at bandwidths less than the breakpoint and
across channel level comparisons for wider stimulus bandwidths. Estimates of the “transition
bandwidth” for 46 listeners ranged from 100 to 1250 Hz. The results are consistent with a peripheral
filtering system having multiple filterbanks. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2722212�

PACS number�s�: 43.66.Ba �RAL� Pages: 3639–3645

I. INTRODUCTION

The initial intent of this study was to investigate listen-
ers’ abilities to discriminate narrowband spectral profiles
with the relevant acoustic information presumably isolated in
the envelope of the temporal waveform. The listener’s task
was to detect an increase in the intensity of the central com-
ponent of a densely spaced complex of equal-intensity tones.
Absolute intensity information was degraded with a roving-
level procedure �Spiegel and Green, 1982�, pitch cues were
degraded with a roving-frequency procedure �Richards, On-
san, and Green, 1989�, and the spectra were often too narrow
to support across channel level comparisons.

The theoretical motivation was to estimate the frequency
range over which information about the temporal envelope is
consolidated. The primary experimental variable was stimu-
lus bandwidth, controlled by the number �n� and frequency
separation ��f� of tones comprising the complex. A typical
experimental run might begin with n=3 and �f =10 Hz, fol-
lowed by conditions in which tones are progressively added
to each end of the complex. The general expectation was that
thresholds would increase until reaching an asymptote at
some “critical bandwidth,” much the same as observed in
Fletcher’s �1940� bandwidening, tone-in-noise detection ex-
periment. Instead, thresholds decreased once a certain stimu-
lus bandwidth was reached, sometimes dramatically. Indi-
vidual differences presented another unexpected finding,
with breakpoints ranging from less than 100 Hz to greater
than 1000 Hz.

Discontinuous threshold functions imply that different
auditory processes are evoked by the discrimination task,

each predominating over different stimulus bandwidths. This
idea is not without precedent. Feth and O’Malley �1977� had
listeners discriminate two-tone stimuli with identical enve-
lopes and equal energy, but different pitch as calculated from
the envelope weighted average of the instantaneous fre-
quency. They varied the frequency separation between the
two tones and found that performance was best when the
stimulus spanned several hundred Hertz and decreased for
narrower and wider bandwidths. Berg, Nguyen, and Green
�1992� proposed three different operating ranges in the con-
text of a three-component, spectral discrimination task �i.e.,
profile analysis�. Pitch cues appeared to be used over a fre-
quency range similar to that reported by Feth and O’Malley,
envelope cues appeared to dominate at the narrowest band-
widths, and across channel level comparisons were presum-
ably used at wider bandwidths. Hall, Haggard, and
Fernandes �1984� discovered comodulation masking release
using a band-widening, tone-in-noise detection task in which
the masking noise was amplitude modulated by a second
band of low pass noise �50 Hz cutoff�. Rather than reaching
an asymptote, as in Fletcher’s �1940� original version of the
task using unmodulated maskers, thresholds decreased dra-
matically when the bandwidth of the noise exceeded a criti-
cal band. Presumably, single channel cues were used at nar-
row bandwidths and multiple channel cues predominated
when the stimulus bandwidth became wide enough to sup-
port across channel comparisons.

Interpretation of the data presented here will be based on
the assumption that envelope cues dominate at narrow band-
widths and across channel level comparisons dominate at
wide bandwidths. In order to stress the idea of a change in
the underlying process, the term transition bandwidth will be
used rather than critical bandwidth, the latter having long
been conceptualized as a constraining boundary of a solitarya�Electronic mail: bgberg@uci.edu
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process �e.g., energy integration�. Another distinction is that
critical bandwidth is associated with the periphery, whereas a
change in the dominant auditory process implies a central
mechanism.

II. METHOD

An extreme range of transition bandwidth estimates be-
came apparent early in the study, and this motivated the use
of an exceptionally large sample of listeners. Data were col-
lected from 46 listeners in two stages spanning a five-year
period. Berg, Southworth, and Turner �1993� reported some
initial findings. The discrimination task was then included as
one component of a test battery designed to investigate indi-
vidual differences. During this later stage, minor procedural
modifications were made with the aim of estimating transi-
tion bandwidths with greater efficiency. Because this is an
exploratory study with no formal hypothesis testing, proce-
dural differences across listeners should be of little concern.
What is emphasized is the replicability of transition band-
width estimates for individual listeners and the range of dif-
ferences across listeners.

A. Subjects

All 46 listeners were affiliates of the University of Cali-
fornia, Irvine. Except for several laboratory personnel, they
received monetary compensation for their participation. All
had puretone thresholds better than 20 dB HL within the
range of stimulus frequencies.

B. Stimuli

The standard consisted of equal-intensity tones, nomi-
nally centered at 1000 Hz. The signal was an increment in
the relative intensity of the central component, expressed as
20 log��a /a�, where a is the amplitude of each component
of the standard and �a is the amplitude of the signal which is
added in phase to the central component. Overall intensity
and center frequency were random variables, independently
sampled on each stimulus presentation. For most listeners,
intensity was uniformly distributed with a range of
55–75 dB sound pressure level in 0.1/dB steps. During the
initial stage of the experiment, the center frequency was ran-
domized over a range of 948–1052 Hz by sampling the
digital-to-analog conversion rate from a uniform distribution
with a range of 38–42 �s and a discrete step size of 1 �s.
Varying the sampling rate alters �f by a small amount, as
well as the stimulus duration. None of this variation, how-
ever, provided information about the signal. During the later
stage of the experiment, stimuli were specified in the spectral
domain, transformed by 1FFT to the temporal domain, and
presented at a constant conversion rate of 40 �s/sample. The
center frequency ranged between 950 �0.074 octaves� and
1050 �0.07 octaves� with a 10 Hz step size. Each sound in-
terval was 300 ms in duration and was shaped with 5 ms
cosine-squared onset and offset ramps. Intervals were sepa-
rated by 500 ms.

Digitized waveforms were played through a two-
channel, digital-to-analog converter and passed through an
anti-aliasing filter with a 10 kHz cutoff. The level of the

signal was controlled with a programmable attenuator. The
signal and standard were added just prior to a second pro-
grammable attenuator that controlled the overall level. All
electronic equipment were components of TDT System I.
Sounds were delivered over Sennheisser HD414SL head-
phones to the listener seated in a single-walled, sound-
attenuating chamber. Responses were made with a keyboard
and feedback was presented on a computer monitor.

C. Procedures

The frequency separation between tones was constant
within each block of trials, �f =10, 20, 40, 60, 80, 100, or
160 Hz. Thresholds were estimated with a two-interval,
forced-choice, adaptive level procedure �Levitt, 1971�. Each
block consisted of 50 trials, with an initial step size of 4 dB
that was reduced to 2 dB following the third reversal. A
threshold estimate was obtained by averaging the levels at
the last even number of reversals in the adaptive track, ex-
cluding the first three. The reported threshold for a condition
is the mean from ten estimates, all obtained during the same
session. Listeners completed 3–4 conditions per 2 h session,
with rest periods taken at the listener’s discretion. The mini-
mal amount of training prior to the initial run consisted of ten
blocks with n=3 and �f =10 Hz.

A run is defined as a sequence of conditions with �f
held constant and n progressively increased from three to
some arbitrary number until the threshold function either de-
creased or reached an asymptote. Additional data were some-
times collected to help clarify the breakpoint. During the first
stage of the study, as many as four runs with different �f
were completed. Listeners participating in the battery gener-
ally completed one or two runs. The order and number of
runs constituted the only procedural differences across listen-
ers.

III. RESULTS

Threshold functions for individuals are shown in Figs.
1–3. In each panel, connected symbols represent a threshold
function with a fixed �f . The value in each panel is the
geometric mean frequency of the stimulus bandwidth at the
breakpoint of each threshold function. Breakpoints are some-
times obvious �e.g., L11, L13, and L40�, but many estimates
have a degree of arbitrariness. For functions displaying a
plateau, the first asymptotic point rather than the point of
decline was chosen as the breakpoint �e.g., L17, L20, and
L31�. The vertical lines in each panel demarcate the narrow-
est and widest breakpoints. Despite inevitable nuances in as-
signing breakpoints, the variability of estimates for most in-
dividuals was slight compared to the variability across
listeners.

In order to avoid an excessively loud stimulus, some
runs were terminated before reaching a breakpoint �e.g., L14,
L21, and L22�. Several functions decreased monotonically
with a maximum threshold at n=3 �e.g., L1 and L3�. Al-
though “monotonic” runs were not included in estimates of
the transition bandwidth, they are nonetheless consistent
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with the general pattern of results because increasing func-
tions are to the left of the breakpoint and decreasing func-
tions are to the right.

Only a few runs with �f =100 and 160 Hz were com-
pleted. For L34, �f =100 Hz yielded a breakpoint and �f
=160 Hz yielded a threshold function that declined sharply
near the estimated transition bandwidth. For L40, the thresh-
old function for �f =160 Hz shows both increasing and de-
creasing segments. When considered separately, there are an
inadequate number of points for a conclusive judgment about
the shape of these threshold functions. Nonetheless, they are
coincident enough with the threshold functions obtained with
small values of �f that it is difficult to foster a convincing
argument for a different underlying auditory process. This is
of interest because for large values of �f , each sinusoid pre-

sumably activates a separate auditory filter �Moore and Glas-
berg, 1983�. This issue is considered in some detail below.

Estimates of transition bandwidths appear to be unaf-
fected by practice. Some listeners show little change in per-
formance for multiple runs with the same �f �e.g., L31 and
L41�, whereas others obtained lower thresholds for repeated
conditions �e.g., L36 and L39�. Improvements in perfor-
mance generally consist of a downward shift of the threshold
function with little change in the frequency of the break-
point. Another general observation demonstrating the stabil-
ity of breakpoints is that listeners who completed four or
more runs received several thousand trials between the first
and last runs, with no apparent order effects. Given the im-
portant theoretical implications of experimentally altering
transition bandwidths, however, a procedure more demand-

FIG. 1. Thresholds for an intensity in-
crement in the central component of
an n-tone complex plotted as a func-
tion of stimulus bandwidth. Symbols
represent the frequency separation be-
tween tones for different runs;
�10 Hz; �20 Hz; �40 Hz; �60 Hz;
*80 Hz; r100 Hz; �160 Hz. The
geometric mean of the breakpoints for
each individual is listed in each panel
and the vertical lines represent the
minimum and maximum breakpoint.
Lines without symbols in the left-side
panels represent the performance of a
leaky-integrator model.
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ing than the incidental training of the current design should
be employed before accepting any final conclusions �e.g.
Leek and Watson, 1984�.

To a first approximation, the slope of the increasing seg-
ment of threshold functions is similar across listeners. Func-
tions for L1 and L46, the listeners exhibiting the narrowest
and widest transition bandwidths, have comparable increas-
ing slopes. In comparison, there is considerable diversity in
the shape of threshold functions beyond the breakpoint.
Some show a gradual decrease �e.g., L1, L20�, whereas oth-
ers decline sharply �e.g., L13 and L34�. In a few cases,
thresholds decreased by more than 10 dB �e.g., L44 and
L41�. Many runs, however, were terminated shortly after es-
tablishing the breakpoint, so the decreasing segment of
threshold functions is often incomplete.

For two listeners, the frequency of the breakpoint in-
creased systematically with �f , so that threshold functions

exhibited similar breakpoints when plotted as a function of n,
as shown in Fig. 4. These functions have about the same
range as those in Fig. 3, but lack the sharp decrement in
thresholds beyond the breakpoint, displaying instead a rela-
tively flat asymptote. It is plausible that these two listeners
used an absolute intensity cue at wide bandwidths that was
dependent on the total number of sinusoids comprising the
stimulus. At high signal levels, an absolute intensity cue be-
comes salient as signal strength surpasses the uncertainty in-
troduced by the roving level procedure �see Green et al.,
1984�. The data suggest that the two listeners did not use
across channel comparisons.

IV. DISCUSSION

This attempt to estimate the consolidation range for en-
velope information was partially successful. A number of

FIG. 2. See caption to Fig. 1.
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listeners displayed a plateau between increasing and decreas-
ing segments of their threshold functions. The plateau might
represent that bandwidth which exceeds the limiting band-
width of an envelope processor, but less than the bandwidth
needed to engage across channel level comparisons. That is.
the left corner of a plateau might manifest the maximum
temporal bandwidth. Sharp, well-defined peaks, on the other
hand, may simply represent the emergence of profile analysis
as the dominant process and say little about a maximum
temporal bandwidth. That is, a narrow breakpoint does not
imply a narrow filter as much as it provides evidence of an
overriding process.

It can be argued that transition bandwidths are deter-
mined primarily by listeners’ abilities to resolve the sound
into signal and nonsignal elements in order to engage the
mechanisms of across channel level comparisons. This abil-
ity will be referred to as profile resolution, a term whose

introduction will be justified shortly. According to this idea,
high profile resolution is expected to yield narrow transition
bandwidths with relatively low thresholds at the breakpoint.
Listeners with data displayed in the top row of Fig. 1 appear
to have the ability to make across-channel comparisons when
the stimulus spans about two critical bands, the theoretical
limit. Thresholds remain low because listeners are able to
switch from envelope cues to the more efficient strategy of
across channel comparisons relatively early in the course of a
run. Low profile resolution, on the other hand, is expected to
yield wide transition bandwidths and high thresholds. This
type of listener apparently cannot partition the stimulus into
signal and nonsignal elements until the stimulus is relatively
broad in frequency. High thresholds result from an extended
reliance on increasingly ineffectual envelope cue as tones are
added during the course of a run. When across channel com-
parisons finally come into play, thresholds are high, as are
the potential gains in efficiency, often reflected by a sharp
decrement in thresholds beyond the transition bandwidth.

This post hoc explanation advances a unique view of
across channel comparisons and the central consolidation of
information. A transition bandwidth wider than several criti-
cal bands implies that outputs from auditory filters are not
the elements of comparison, and so it is useful to consider
peripheral auditory filters and central auditory channels as
distinct. Spiegel �1979� considered this issue under the rubric
of “spectral integration.” Listeners with wide transition
bandwidths may base their decisions on the output of central
channels that accumulate information from an indeterminate
number of peripheral filters. The term profile resolution re-
fers to this hypothetical process. A good illustration is the
classification of the author �B.G.B.� as a listener with low
profile resolution, having an estimated transition bandwidth
of 715 Hz �bottom row of Fig. 2�. Evidence for B.G.B.’s low
profile resolution is found in Berg and Green �1990�. Figure
5 of that paper shows spectral weight estimates from an 11-
tone spectral profile discrimination task. Although the tones
were distributed across different critical bands, the two sur-
rounding the 1000 Hz signal had positive weights, as if
B.G.B. had difficulty isolating the signal component.

Short of obtaining weight estimates for all listeners,
there is a suggestion of a relationship between transition
bandwidths and thresholds in a spectral profile discrimina-
tion task. An 11-tone spectral profile discrimination task �see
Berg and Green, 1990� was a component of the battery men-
tioned above. The correlation between thresholds in the pro-
file task and transition bandwidths was 0.46 �p�0.01;n
=40�. Poor profile listeners have wider transition band-
widths. In comparison, when the spectral profile was a three-
tone complex narrower than a critical band, the correlation
between thresholds and transition bandwidths was insignifi-
cant.

The increasing segment of threshold functions provides
evidence that information about the temporal envelope of the
waveform is consolidated over frequency ranges greater than
current estimates of the bandwidths of auditory filters.
Smoothly increasing functions imply a solitary auditory pro-
cess, and an analysis of the temporal envelope is the most
likely candidate.

FIG. 3. See caption to Fig. 1.

FIG. 4. Thresholds plotted as a function of n for two listeners.
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Simulations of a three-stage leaky integrator �i.e., band-
pass filter, half-wave rectification, and low-pass filter; see
Viemeister, 1979� were done in order to gain some under-
standing about the width of the bandpass filter needed to
produce continuously increasing threshold functions of the
same extent exhibited by listeners. A version of the model
was employed that uses the amplitude spectrum of the leaky
integrator output to formulate a multivariate decision vari-
able �Berg, 1996, 2004�. The effect of changing the band-
width of a symmetric ROEX filter �Patterson and Moore,
1986� by varying the parameter p, while holding all other
parameters of the model constant,1is illustrated in Fig. 5. The
simulated threshold functions, from the lowest to highest,
were obtained with bandpass filters having ERBs of 133,
267, 573, and 1729 Hz, respectively. The only parameter that
significantly affects the slope of the function is the band-
width of the initial filter. Increasing either the magnitude of
simulated internal noise or the time constant of the lowpass
filter generally produces parallel shifts of the simulated
threshold functions.

A filter with an ERB of 133 Hz might conceivably ac-
count for some of the data, particularly those displayed in the
top row of Fig. 1, but it is clear that a leaky integrator re-
quires an exceptionally wide filter in order to mimic many of
the empirical threshold functions. Simulated thresholds ob-
tained with an ERB of 573 Hz are shown by the continuous
line in the left-side panels of Figs. 1 and 2, and the results
obtained with an ERB of 1729 Hz are shown in Fig. 3.

If an analysis of envelope information by listeners is
indeed producing the increasing segment of threshold func-
tions, then conventional psychophysical descriptions of the
peripheral auditory system would appear inadequate, not
only with respect to the bandwidth of auditory filters, but
perhaps at a more fundamental level. Parsimonious explana-
tions may require a radical restructuring of basic theories

about the auditory periphery. Berg �2004� proposed parallel
and independent filterbanks for spectral and temporal pro-
cesses. The fundamental premise is that the information
transmitted by a single primary auditory fiber is ambiguous
in terms of both a temporal code and a place-rate code. Con-
vergence at higher-order neurons is a necessary condition for
the transmission of meaningful information. Following Egg-
ermont’s �2001� idea that parallel pathways originate at the
cochlear nucleus, for instance, it is entirely plausible that a
temporal process accumulates information across a broad
swath of primary fibers and a spectral process accumulates
information from a narrower swath of fibers. Arbitrarily
broad filters could be constructed by combining the input of
many primary fibers, even those emanating from resolved
locations on the basilar membrane.

Although peripheral filtering is indisputably a basic
property of the auditory system, the assumption of a solitary
filterbank has neither been derived from the empirical record
nor subjected to rigorous tests. Accounting for the current
results with a solitary filterbank that also maintains adequate
frequency resolution will likely require considerable nuance.
A theory of distinct filterbanks may prove productive and
will circumvent a number of conceptual limitations �see
Berg, 2004�. Investigations of peripheral filtering have been
limited mostly to a single paradigm—tone-in-noise
detection—with the assumption that the underlying process
is some form of energy integration. Far from being a radical
proposal, investigating auditory filtering with different para-
digms and sets of assumptions is a scientifically conservative
tactic that should be undertaken. If bandwidth estimates are
similar across disparate paradigms, the idea of a single filter-
bank would gain empirical credence. Hartmann �1998� has
already noted some differences across paradigms, but much
additional data are needed for a comprehensive view.

A number of paradigms show how the addition of com-
ponents to a masker can decrease its masking effectiveness.
Comodulation masking release �CMR� is one case. A thread
to the current findings is suggested by the fact that a leaky
integrator can account for the basic CMR effect �Berg,
1996�, but the picture is unfortunately not so clear. Berg and
Kong �2004� applied a spectral weight estimation technique
in a CMR task and found that simulations of different models
yield distinct patterns of spectral weights. Unpublished data
show decisive support for across channel envelope compari-
sons, as originally proposed by Hall et al. �1984�.

In an informational masking experiment, Oh and Lutfi
�1998� varied the number of components comprising the
masker from 2 to 906. Plotting detection thresholds for a
1000 Hz signal against the number of masking components
yielded nonmonotonic threshold functions with peaks around
10–50 components. Lutfi’s �1993� component relative en-
tropy model provided precise fits to the data, exhibiting the
exceptional feature of describing a nonmonotonic threshold
function while assuming a solitary auditory process. The
number of components and the bandwidth of the stimulus
determine the breakpoint. A key aspect of the model is that
statistical uncertainty is reduced as the number of compo-
nents within the frequency range of a given auditory filter
increases. With respect to the current data, breakpoints are

FIG. 5. Simulated thresholds for a leaky-integrator model plotted as a func-
tion of stimulus bandwidth ��f =10 Hz�. The four simulated threshold func-
tions, from highest to lowest, were done with bandpass filters having respec-
tive ERBs of 1729, 573, 267, and 133 Hz.
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often observed with a small number of components, particu-
larly when �f is large. In these cases, the distribution of
components across filters may be too sparse to reduce the
variability of filter outputs.

The current explanation for the decreasing segment of
threshold functions comes directly from the theory of profile
analysis. Thresholds in a spectral discrimination task de-
crease as the number of stimulus components increases
�Green, 1992; Green, Mason, and Kidd, 1984� and as the
stimulus bandwidth increases �Green, Kidd, and Picardi,
1983�, results that are consistent with those reported here.
Even so, the correspondence is not complete. The high den-
sity of components in the current task requires a more de-
tailed explanation because the partitioning of components
into different frequency channels is an unknown factor. Spie-
gel’s �1979� ideas about spectral integration may play a role
in developing a more precise theory.

Early in the development of the theory of profile analy-
sis, Green et al. �1983� described the phenomenon as pecu-
liar. This seems like an odd choice of terms in retrospect,
following the discovery of CMR and informational masking,
but one perfectly reasonable at a time when critical band
theory offered explanations for much of the basic phenomena
in psychoacoustic research. The commonality of the studies
cited in the preceding paragraphs is that they violate a fun-
damental assumption of critical band theory, namely that de-
tection is based on information acquired from a single audi-
tory filter. These studies have led to a greater appreciation of
the complexity of the auditory system, but there is no well
defined, unifying principle. There is little consensus in the
underlying mechanisms that have been proposed to account
for the data from these paradigms. Perhaps a greater degree
of coherence will emerge with a reconsideration of the archi-
tecture of the auditory system.
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respectively, and Cs and Cn are the corresponding inverse covariance ma-
trices. Additional details are found in Berg �2004�.
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Psychophysical estimates of level-dependent best-frequency
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It is now undisputed that the best frequency �BF� of basal basilar-membrane �BM� sites shifts
downwards as the stimulus level increases. The direction of the shift for apical sites is, by contrast,
less well established. Auditory nerve studies suggest that the BF shifts in opposite directions for
apical and basal BM sites with increasing stimulus level. This study attempts to determine if this is
the case in humans. Psychophysical tuning curves �PTCs� were measured using forward masking for
probe frequencies of 125, 250, 500, and 6000 Hz. The level of a masker tone required to just mask
a fixed low-level probe tone was measured for different masker-probe time intervals. The duration
of the intervals was adjusted as necessary to obtain PTCs for the widest possible range of masker
levels. The BF was identified from function fits to the measured PTCs and it almost always
decreased with increasing level. This result is inconsistent with most auditory-nerve observations
obtained from other mammals. Several explanations are discussed, including that it may be
erroneous to assume that low-frequency PTCs reflect the tuning of apical BM sites exclusively and
that the inherent frequency response of the inner hair cell may account for the discrepancy. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2722046�

PACS number�s�: 43.66.Ba, 43.66.Dc, 43.66.Mk �AJO� Pages: 3646–3654

I. INTRODUCTION

The basilar membrane �BM� extends from the base to
the apex of the cochlea supporting the organ of Corti. Its
function is crucial to hearing because it operates as a nonlin-
ear frequency analyzer, at least to a good first approximation
�Von Békésy, 1960; Rhode, 1971�. Different regions of the
BM respond to different frequency components of the acous-
tic stimulus. Basal regions respond best to high frequencies
while apical regions respond best to low frequencies. Actu-
ally, any given site on the BM responds to a wide range of
frequencies in a filterlike manner, but its response is greatest
for one particular frequency, which we will, refer to as the
best frequency �BF� �reviewed by Robles and Ruggero,
2001�. This report describes a psychophysical approach to
investigating how the BF of apical cochlear sites varies with
sound level. McFadden �1986� provides a comprehensive re-
view of the topic.

The BF of any given BM site depends on sound level.
We will refer to the BF for low-level sounds, near the abso-
lute hearing threshold, as the characteristic frequency �CF�. It
is now undisputed that the BFs of basal sites shift to values
lower than the CF as the sound level increases �evidence
reviewed by Robles and Ruggero, 2001�. By contrast, the
direction of the shift for apical sites is uncertain, mainly
because of the difficulty in recording apical BM responses in
vivo while maintaining healthy physiological conditions. In-
deed, very few studies report in vivo recordings of the vibra-
tion of apical structures �reviewed by Robles and Ruggero

�2001� and Cooper �2004��. Of them, only one Cooper and
Rhode �1995� reports some BM responses, but they are in-
sufficient to infer the direction of the BF shift. Furthermore,
the reliability of all these apical recordings is openly ques-
tioned even by their own authors �cf. p. 29 of Cooper, 2004;
Robles and Ruggero, 2001�. Nevertheless, even if it were
possible to make these measurements reliably, the issue re-
mains open as to whether the shift occurs in the same direc-
tion for different species.

The direction of the BF shift in lower mammals has
been inferred from inner hair cell and auditory nerve re-
sponses �Rose et al., 1971; Carney et al., 1999; Carney,
1999; Cheatham and Dallos, 2001�. These suggest that the
direction of the BF shift depends on the cochlear region: for
basal sites �CF� �1.5 kHz�, the BF decreases as the sound
level increases; for apical sites �CF� �0.75 kHz� the BF
increases as the sound level increases; and for intermediate
sites �0.75 kHz�CF�1.5 kHz� no shift occurs. This trend is
also supported by furosemide-induced changes in auditory
nerve tuning curves �Sewell, 1984�. A downward shift in CF
was observed when recordings were made from auditory
nerve fibers innervating the basal half of the cochlea. How-
ever, in fibers with CFs below approximately 800 Hz, an
upward shift was recorded.

Psychoacoustic masking methods are widely used to es-
timate some response properties of the human BM �reviewed
in Moore, 1998�. Specifically, they have been used to inves-
tigate the direction of the BF shift in the human cochlea for
basal �CFs of 4 and 6 kHz; Moore et al., 2002�, intermediate
�CFs of 1 and 2 kHz; Moore and Glasberg, 2003; Vogten,
1978�, or basal and intermediate sites �CFs �750 and
2000 Hz; McFadden and Yama, 1983�. Overall, the conclu-

a�Portions of this work were presented at the 149th Meeting of the Acousti-
cal Society of America, Vancouver, Canada, May 2005.

b�Electronic mail: ealopezpoveda@usal.es
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sions of these studies match those of BM, inner hair cell, and
auditory nerve studies for corresponding cochlear regions. A
review of early studies is provided by McFadden �1986�.

The direction of the level-dependent BF shift for apical
sites of the human cochlea �CFs�0.5 kHz� has not been
explicitly investigated. Yet, knowing the direction of this
shift is important to fully understand the level-dependent
representation of complex stimuli �including speech� in the
human peripheral auditory system as well as to develop more
realistic nonlinear models of the human auditory system than
those already available �e.g., Lopez-Poveda and Meddis,
2001; Lopez-Poveda, 2005�.

The present report describes an attempt to determine the
direction of the level-dependent BF shift for apical sites of
the human BM. Evidence will be shown that the BF of both
low- and high-frequency psychophysical tuning curves
�PTCs� almost always decreases with increasing level. Based
on the �conventional� assumption that PTCs reflect BM tun-
ing exclusively, this result would seem inconsistent with the
results from most physiological studies in other mammals. It
will be discussed that either human cochlear apical responses
differ from those of other species or such an assumption may
be erroneous for low-frequency PTCs. It will be conjectured
that, if the assumption were erroneous, the inherent fre-
quency response of the inner hair cell may account for the
apparent discrepancy between psychophysical and physi-
ological results.

II. METHODS

A. Rationale and assumptions

The direction of the level-dependent BF shift was in-
ferred from PTCs for different response criteria �e.g., Chis-
tovich, 1957; Moore, 1978; Moore et al., 1984; reviewed by
Moore, 1998�. PTCs were measured using tone-on-tone for-
ward masking to avoid potential interactions between the
masker and the probe that may complicate the interpretation
of the results �Munson and Gardner, 1950; Vogten, 1978;
Moore and Glasberg, 1981; Moore, 1998�. A pure-tone
masker was presented to the listener followed by a fixed-
frequency, fixed-level pure-tone probe. The task was to mea-
sure the threshold level for maskers of different frequencies
that made the probe just detectable. The probe level was
fixed a few decibels above the listener’s absolute threshold
for the probe. In these conditions, the threshold masker level
is assumed to depend on the relative excitation produced by
the masker and the probe at the BM place activated by the
probe. Because the probe is fixed both in level and fre-
quency, all maskers in any given PTC produce the same
excitation on that BM place. For this reason, the resulting
PTCs are thought of as iso-response curves and are assumed
to correspond to BM tuning �or iso-response� curves �cf.
Moore, 1998; Yasin and Plack, 2003; Stainsby and Moore,
2006�. Consequently, it is assumed that the tip frequency of
any given PTC matches approximately that of a correspond-
ing BM tuning curve, and thus both of them will be herein-
after referred to as the BF.

The threshold masker level also depends on the time
interval between the masker and the probe. As this interval

increases, the amount of masking decreases and it becomes
necessary to increase the masker level to achieve the mask-
ing threshold �Zwislocki et al., 1959�. Therefore, by assum-
ing that the decay of forward masking is independent of
masker frequency, it is possible to determine the most effec-
tive masker frequency, the BF, at different masker levels by
measuring PTCs for increasing masker-probe silent periods.

This approach has important advantages for the purpose
of the present study over those in which PTCs are measured
for a fixed masker-probe interval and various probe levels
�e.g., Vogten, 1978; Kidd and Feth, 1981�. Fixing the probe
level almost guarantees that the BM region under study is
constant for all masker-probe intervals, and thus for all
masker levels. Furthermore, the use of a very-low-level
probe �just above threshold� minimizes the spread of BM
excitation caused by the probe and thus off-frequency listen-
ing �Nelson et al., 2001�, although off-frequency listening
may not be fully eliminated �O’Loughlin and Moore, 1981;
see also the following text�. Therefore, any change in the
behaviorally estimated BF as a result of increasing the
masker-probe interval can be reasonably attributed to a level-
dependent change in the BF of the BM site whose CF is
approximately equal to the probe frequency. Similar assump-
tions have been made in many other studies that estimated
human BM responses behaviorally �e.g., Nelson et al., 2001;
Lopez-Poveda et al., 2003; Yasin and Plack, 2003; Plack,
2004; Rosengard et al., 2005; Stainsby and Moore, 2006�.

B. Stimuli

PTCs were measured for probe frequencies, fP, of 125,
250, 500, and 6000 Hz. For each probe frequency, masker
frequencies, fM, ranged from 0.5 to 3 times the probe fre-
quency. Typically 16 masker frequencies were used for each
probe frequency although the actual number varied across
listeners and masker-probe intervals. Maskers had a fixed
duration of 110 ms, including 5-ms raised-cosine onset and
offset ramps. The 500- and 6000-Hz probes had 5-ms raised-
cosine onset/offset ramps and no steady state portion, hence
a total duration of 10 ms. The 125- and 250-Hz probes also
had 5-ms onset/offset ramps but a 10-ms steady state, hence
a total duration of 20 ms. Longer durations were used for
these low-frequency probes in an attempt to decrease the
salience of spectral splatter and thus a potential increase in
probe detectability by off-frequency listening �Lopez-Poveda
et al., 2003; see also the following text�. The masker-probe
silent intervals, measured from masker offset to probe onset,
ranged from 2 to 70 ms. Their actual values differed across
listeners and probe frequencies with the aim of measuring
PTCs over the widest possible range of masker levels for
each listener. These were chosen by trial and error to guar-
antee that the levels for two masker frequencies, one at the
probe frequency and one approximately an octave below it,
were still lower than the set maximum level of the system
�see the following text�. The probe level was fixed at 9 dB
above each listener’s absolute threshold for the probe.

Stimuli were generated with a Tucker Davis
Technologies™ psychoacoustics workstation �System III� at
a sampling rate of 24.4 kHz and 24-bit resolution. All stimuli
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were played monaurally via the system’s headphone connec-
tions through the same pair of Etymotic ER2 earphones. Lis-
teners sat in a double-walled sound-attenuating room. The
sound pressure levels �SPLs� reported below are nominal
electrical levels.

C. Procedure

Masker levels at threshold were measured using a two-
interval, two-alternative forced-choice paradigm. A two-up,
one-down adaptive rule was used to estimate the 71% correct
point on the psychometric function �Levitt, 1971�. The
masker level was increased and decreased by 6 dB for the
first two reversals and by 2 dB thereafter. For each measure-
ment, the adaptive procedure continued �typically for 50 to
70 trials� until 12 reversals were recorded. The threshold
estimate was taken as the mean of the masker levels for the
final ten reversals. The estimate was discarded when the
standard deviation �SD� of these ten levels exceeded 6 dB.
At least three thresholds were obtained in this way for each
condition and their mean was taken as the actual threshold.
When the SD of the first three thresholds exceeded 6 dB, a
fourth threshold was measured and included in the mean.

The maximum allowed masker level was set to 106 dB
SPL. If the adaptive procedure called for a higher level on
two consecutive pairs of trials, then the level was set to
106 dB SPL. If the same happened for three consecutive
times, the run was aborted.

D. Listeners

PTCs were measured for three listeners, all of whom had
normal hearing at the audiometric frequencies according to
ANSI �1996�. Prior to measuring the PTCs, the listeners’
absolute thresholds for the probes were measured with an
adaptive two-down one-up adaptive procedure �Levitt,
1971�. Each threshold was measured at least three times and
the values were averaged. Results are shown in Table I.

E. Determination of the BF and the level at which it
occurs

The BF of each PTC was not identified directly as the
masker frequency with the lowest masker level. Such a pro-
cedure might have yielded biased results in a few instances
where several masker frequencies had similar levels
�±2 dB�. Instead, the BFs and the levels at which they oc-
curred �LBF� were obtained by fitting each side of each PTC
with a double-rounded exponential �roex� function �Patterson
et al., 1982�. The details of the fitting method can be found
in Yasin and Plack �2003�.

III. RESULTS

A. Psychophysical tuning curves

Figures 1–4 depict the PTCs for probe frequencies of
6000, 500, 250, and 125 Hz, respectively. In every figure,
each panel illustrates the results for a different listener. Sym-
bols illustrate the experimental PTCs and lines illustrate cor-
responding roex fits.

Let us first examine the results for a probe frequency of
6000 Hz �Fig. 1�. The PTCs for the shortest masker-probe
interval �2 ms� always had their tips near the probe fre-
quency �i.e., BF�6 kHz� and were asymmetric when plotted
on a log scale. That is, they were steeper for frequencies
higher than the BF than for lower frequencies. For the longer
masker-probe interval, the PTCs became broader for listeners
S2 and S3, but narrower for S1. One would expect that the
PTCs for the longer masker-probe interval would always be
broader than those for the shorter interval. There exist, how-
ever, examples where physiological tuning curves get nar-
rower with increasing response criterion, at least over a cer-

TABLE I. Listeners’ absolute thresholds for the probes �dB SPL�.

Probe frequency and duration

Listener
125 Hz
�20 ms�

250 Hz
�20 ms�

500 Hz
�10 ms�

6000 Hz
�10 ms�

S1 56.0 48.6 36.9 26.1
S2 51.4 52.3 43.9 40.9
S3 59.7 36.0 36.9 30.7

FIG. 1. Psychophysical tuning curves �PTCs� for a probe frequency of
6000 Hz. Each panel illustrates the results for a different listener, as identi-
fied by the number in the top-left corner. Symbols illustrate experimental
data. Lines illustrate roex fits. PTCs are illustrated for two different masker-
probe time intervals �in ms�, as indicated by the legend inset on each panel.
Error bars illustrate one standard error of the mean. The vertical dashed-
dotted line denotes the position of the probe frequency.
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tain range of criteria �for the BM: Fig. 11 of Ruggero et al.
�1997�; for the auditory nerve: Fig. 13 of Evans �1975��.
Therefore, the result for S1 is not unphysiological.

More interesting for the purpose of the present study is
that, for all three listeners, the tip frequency of the PTCs
decreased as the probe delay increased. That is, the BF de-
creased as LBF increased. The direction of this shift was con-
sistent with level-dependent BF shifts reported in other spe-
cies for basal sites of the BM �Ruggero et al., 1997; Rhode
and Recio, 2000� and for auditory nerve fibers with CFs
above approximately 1.5 kHz �Carney et al., 1999; Carney,
1999�. It is also consistent with the direction of the shifts
described psychophysically in humans using different meth-
ods �Moore et al., 2002�.

The PTCs for a probe frequency of 500 Hz �Fig. 2�
looked, overall, more symmetric in all conditions than those
for fP=6000 Hz. For the shortest masker-probe interval, the
tip frequency was somewhat higher than the probe fre-
quency. It shifted to a slightly different value with increasing
LBF. The direction of the shift was different for different
listeners. For S1, the BF decreased with increases in the
masker-probe interval. For S3, the BF hardly decreased with
increasing masker level. For S2, the BF first decreased and
then increased as the masker-probe interval increased. BF
shifts that reverse in direction with increasing sound level

have been reported �in other species� for the apical region of
the cochlear partition �CF�500 Hz� when the velocity of
vibration rather than displacement is considered �cf. Fig.
2.3B of Cooper, 2004�.

The PTCs for probe frequencies of 250 and 125 Hz
�Figs. 3 and 4, respectively� were alike, but they differed
qualitatively from those at 500 Hz. These PTCs appeared
more asymmetric than those at 500 Hz, with their high-
frequency slopes being steeper than the low-frequency ones
�e.g., S1 for a probe frequency of 250 Hz�. At 250 Hz �Fig.
3�, the BF for the shortest masker-probe interval was slightly
higher than the probe frequency for all three listeners. The
BF decreased monotonically with increasing masker level for
listener S1 only. For listeners S2 and S3, the BF first in-
creased and then decreased with increasing masker level. At
125 Hz �Fig. 4�, the BF for the shortest masker-probe inter-
val was slightly higher than the probe frequency for S3 and
S1, respectively. Remarkably, for S2 the BF �231.3 Hz� was
almost twice the probe frequency �125 Hz�. Also, the high-
frequency tails of these PTCs became unusually shallower as
the masker-probe interval increased. Possible reasons for
these results are discussed in the following text. At 125 Hz,
the BF decreased monotonically with increasing masker
level for all three listeners �Fig. 4�.

FIG. 2. As for Fig. 1 but for probe frequency of 500 Hz.
FIG. 3. As for Fig. 1 but for probe frequency of 250 Hz.
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B. The direction and magnitude of level-dependent
BF shifts

Figure 5 summarizes the main results pertaining to the
relationship between the BFs and their corresponding levels,
LBF, as determined by the roex fits. Each panel illustrates the
results for a different probe frequency. Each symbol illus-
trates the results for a different listener �as indicated by inset
in Fig. 5�d��. The figure plots deviations of the BF with re-
spect to the probe frequency �in octaves� against LBF relative
to the probe level. This form of representation serves two
purposes: �a� to identify the direction of any level-dependent
BF shift, and �b� to quantify the extent of the shift and com-
pare it across probe frequencies.

Figure 5 shows three striking results. First, the BF is
always lower at the highest than at the lowest masker levels,
except for S2 at 500 Hz, although in some cases �S2 at
500 Hz; S2 and S3 at 250 Hz� the BF varies nonmonotoni-
cally with increasing masker level. These results are incon-
sistent with most physiological observations in other mam-
malian species that monotonic level-dependent BF shifts
occur in opposite directions for apical and basal cochlear
sites �Rose et al., 1971; Carney et al., 1999; Carney, 1999;
Cheatham and Dallos, 2001�. Second, the magnitude of the
behaviorally estimated relative BF shift is considerably
greater for the lowest probe frequency tested. Third, in sev-
eral instances the probe frequency is lower than the BF at the
lowest masker levels and sometimes even when the masker
level equals the probe level �i.e., the plots do not go across
the �0, 0� point�. The latter is somewhat surprising because
one would expect that the BF be equal to the probe fre-

FIG. 4. As for Fig. 1 but for probe frequency of 125 Hz.

FIG. 5. The estimated BF as a function of the estimated
LBF. The BF is plotted relative to the probe frequency
�fP� in octaves. Positive/negative values indicate that
the BF is higher/lower than the probe frequency, re-
spectively. Different symbols illustrate the results for
different listeners as indicated by the inset in the bot-
tom, right panel. Each panel illustrates the results for a
different probe frequency. Note that different probe du-
rations were used for probe frequencies below and
above 500 Hz �Sec. II B�, and that different masker-
probe intervals were used for different listeners �see
Figs. 1–4�.
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quency when the relative level between the masker and the
probe is 0 dB. Interpretations of these results and their im-
plications are discussed below.

One last remark: an alternative way of estimating the BF
and LBF would have been to equate them to the frequency of
the most effective masker �i.e., the masker requiring the low-
est level instead of LBF estimated from roex fits� and the level
at which it occurs, respectively. This was done and the re-
sults �not shown� confirmed the main conclusions drawn
from Fig. 5.

IV. DISCUSSION

The goal of this study was to characterize the direction
of level-dependent BF shifts in the apical region of the hu-
man BM. Specifically we sought to assess whether the direc-
tion of the shift conforms to that inferred from auditory
nerve studies in other mammals �Rose et al., 1971; Carney et
al., 1999; Carney, 1999�. Those physiological studies suggest
that, with increases in the stimulus level, the BF decreases
for basal sites but increases for apical sites. The present re-
sults �summarized in Fig. 5� appear inconsistent with this
conclusion as the BF of PTCs decreased with increasing
level for low ��500 Hz� and high �6 kHz� probe frequencies
and the BF shift was sometimes nonmonotonic.

A. Comparisons with other psychoacoustical
and physiological results

To our knowledge, no other study has been carried out to
date with identical motivations or methods. Allowing for the
differences in motivations and methods, however, the present
findings agree in part with those from other masking studies.
Kidd and Feth �1981�, for instance, reported PTCs for sev-
eral probe frequencies and levels. Their PTCs were measured
using a similar method to the one employed here except that
they fixed the masker-probe interval �at 10 ms� and consid-
ered two probe levels: 10 and 20 dB SL. The tip frequency
of their 250-Hz PTCs decreased when the masker level in-
creased by �25 dB as a result of increasing the probe level
�see Fig. 1 in Kidd and Feth, 1981�. The present 250-Hz
PTCs have BFs that either decrease monotonically �S1� or
vary nonmonotonically �S2 and S3� with increasing masker
level �Fig. 5�b��. Nevertheless, their BFs decrease when the
masker level increases over a range comparable to that of
Kidd and Feth and therefore the two studies are mostly con-
sistent in this respect. No BF shift occurred in the 500-Hz
PTCs of Kidd and Feth.

The present results are consistent with previously re-
ported masking patterns for low- and high-frequency tonal
maskers. It has long been known that the peak of the mask-
ing pattern shifts to higher frequencies with increasing the
level of a high-frequency ��1 kHz� masker �e.g., Munson
and Gardner, 1950; Ehmer and Ehmer, 1969; Kidd and Feth,
1981�. This shift is consistent with the idea that the peak of
the BM traveling wave caused by the masker moves towards
the base of the cochlea with increasing the masker level.
Hence, it is consistent with the observation that the BF for a
given cochlear site decreases with increasing level. Less well
appreciated, however, is that a similar shift in the peak of the

masking pattern occurs for masker frequencies �500 Hz
�Table I in Ehmer and Ehmer, 1969; Tobias, 1977; Fig. 2 in
Kidd and Feth, 1981; reviewed by McFadden, 1986�. This is
consistent with the idea that the BF of apical cochlear sites
decreases with increasing level as occurs for basal sites.

That said, this earlier behavioral evidence must be taken
with caution, as the results of Tobias �1977� were almost
certainly affected by masker-probe interactions �e.g., beats,
suppression� �Munson and Gardner, 1950; Vogten, 1978;
Moore and Glasberg, 1981� and those of Kidd and Feth
�1981� and Ehmer and Ehmer �1969� by off-frequency listen-
ing �the effects of off-frequency listening in estimates of
level-dependent BF shifts are amply discussed on p. 73 of
Moore and Glasberg �2003��. Note that masker-probe inter-
actions are minimized in the present results thanks to using
nonsimultaneous masking. The use of a fixed, low-level
probe also minimized off-frequency listening �Nelson et al.,
2001�, although the fact that the BF shift was not zero when
the masker and the probe had identical levels at low probe
frequencies �Figs. 5�a� and 5�b�� indicates that off-frequency
listening may have still occurred here for some listeners �see
the following text�.

The present human results appear inconsistent with
those from earlier auditory nerve studies in other species
�Carney et al., 1999; Carney, 1999; Rose et al., 1971�, but
are consistent with the mechanical data of Cooper and Rhode
�1997� for a cochlear site with a CF�500 Hz. These data
show that the BF of cochlear partition motion decreases with
increases in the stimulus level, at least when the amplitude of
vibration is expressed in units of displacement �see Fig. 2.4B
in Cooper, 2004�. As for inner hair cells, the ac receptor
potential of apical units �CF�1000 Hz� peaks at a frequency
that decreases with increasing sound level �Figs. 3 and 4 in
Dallos, 1986; Fig. 10A in Dallos, 1985�. Interestingly, dc
�Fig. 10C in Dallos, 1985� and average �Fig. 3 in Cheatham
and Dallos, 2001� inner hair cell receptor potential responses
indicate upward BF shifts with increasing level.

B. Conjectures on the discrepancy
between psychoacoustical and physiological results

1. Distortion, energy splatter, and off-frequency
effects

Earphone harmonic distortion might have contributed to
the observed downward BF shifts. The first harmonic of low-
frequency, high-level maskers might have contributed, to-
gether with the masker, to masking the probe and, given that
distortion is greater at high levels, its contribution would
have increased with increasing masker level. This effect,
however, would be small �if at all existent� because the SPL
of the first harmonic was always 46 dB lower than the fun-
damental �as measured at the output of the earphones with a
sound level meter placed on a Zwislocki coupler�, even for
the maximum output SPL of the system.

The 5-ms ramps on the probes might have been too
short to prevent off-frequency probe detection by energy
splatter. This might explain why the BFs differed from the
probe frequency when they should have been equal �Fig. 5�,
particularly for PTCs below 500 Hz. If the significance of
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this effect varied across listeners, it might also explain the
remarkable large difference observed for S2 at 125 Hz. Pos-
sibly this effect could have been further reduced by increas-
ing the ramps on the probes. However, off-frequency listen-
ing is an inherent difficulty with tonal forward masking and
must always be considered in interpreting the results �Kidd
and Feth, 1981; O’Loughlin and Moore, 1981�.

Similarly, the 5-ms ramps on the masker might have
been too short to prevent off-frequency masking by masker-
energy splatter. This might account, at least in part, for the
downward BF shifts observed at 125 Hz because energy
splatter would be greater for high-level, low-frequency
maskers. This, however, could have happened only if the
splatter of masker energy were toward the base of the co-
chlea with increasing masker level, which is still in conflict
with the apicalward shift of the peak of BM traveling wave
with increasing level suggested by most physiological stud-
ies in other mammals. One possible explanation is that the
response characteristics of the apical region of the human
BM differ from those of the mammalian species for which
auditory nerve and inner hair cell responses exist. This, how-
ever, seems unlikely given that at least one of the relevant
auditory nerve studies �Rose et al., 1971� was carried out in
a primate species. Alternatively, our current interpretation of
PTCs �or of auditory nerve responses� may be incorrect, at
least for apical sites.

2. Influence by the acoustic reflexes

Low-frequency PTCs may have been influenced by the
middle-ear acoustic reflex �Møller, 2000�. The reflex starts to
operate for levels around 75–78 dB hearing level �Neumann
et al., 1996� and attenuates incoming sounds to the cochlea.
If it had been activated by the masker, its effect would not
have decayed entirely by the time that the probe was pre-
sented. This may have made the probe inaudible at masker
levels at which it would have been audible without the reflex.
The reflex would be more likely �and strongly� activated by
masker frequencies in the tails of the PTCs because their
levels are higher. In the present task, where the probe had to
be detected, this might have led to masker levels lower than
they would have been without the reflex and hence might
have “broadened” the PTCs. It is possible that this contrib-
uted to reducing the slope of the high-frequency tails of
some PTCs for the longer masker-probe intervals �e.g., S2
and S3 in Fig. 4�. On the other hand, the reflex might have
been activated also during the later portion of the masker,
thus reducing its ability to mask the probe. Therefore, the
reflex might have shaped the PTCs through a complex com-
bination of its effects, on the masker and on the probe.

It is doubtful, however, that activation of the acoustic
reflex accounts for the downward BF shifts with increasing
level observed at 125 and 250 Hz �Fig. 5�. First, the BFs for
all listeners and conditions occurred at SPLs below the
threshold level of reflex activation �75–78 dB HL according
to Neumann et al. �1996��. Also, the threshold SPL of reflex
activation decreases with increasing frequency from 100 to
500 Hz �cf. Fig. 12.9 of Møller, 2000�. Therefore, the above-
mentioned “broadening” effect of the reflex would be stron-
ger on the high- than on the low-frequency tails of low-

frequency PTCs. If anything, this would shift the BF upward
relative to what would be measured without the reflex.

It is also unlikely that the activation of the olivocochlear
efferent system �Guinan, 1996� accounts for the observed BF
shifts because the activation of medial olivocochlear effer-
ents reduces the sensitivity of low-CF auditory nerve without
affecting their BFs �cf. Fig. 1 of Guinan and Gifford, 1988�.

3. Influence by the inherent inner-hair-cell frequency
response

As explained above, the ac component of the receptor
potential of apical inner hair cells �CF�1000 Hz� peaks at a
frequency that decreases with increasing sound level �Figs. 3
and 4 in Dallos, 1986; Fig. 10A in Dallos, 1985�. This occurs
even when the BF of the associated BM response is level
independent �Shamma et al., 1986�. If the amount of �for-
ward� masking at low frequencies were proportional to the
amplitude of the ac receptor potential, this might explain the
downward BF shift observed in the present PTCs and in
earlier data, at least qualitatively. It might also explain, at
least in part, why the present human results indicate a down-
ward BF shift with increases in sound level while primate
auditory-nerve iso-intensity responses indicate an upward BF
shift �Rose et al., 1971�. The reason would be that auditory
nerve iso-intensity functions plot the average discharge rate
of the fibers, which is thought to be proportional to the dc �or
average� receptor potential �Robles and Ruggero, 2001� and
this peaks at frequencies that increase with increasing level
�Fig. 10C in Dallos, 1985; Shamma et al., 1986; Fig. 3 in
Cheatham and Dallos, 2001�. In summary, human low-
frequency PTCs may reflect the tuning of the ac component
of the inner hair cell receptor potential, which differs from
that of the associated BM �Shamma et al., 1986� and audi-
tory nerve average responses.

It is uncertain how this might happen but a possible
mechanism relates to the contribution of auditory-nerve post-
stimulus recovery to forward masking �e.g., Harris and Dal-
los, 1979; Meddis and O’Mard, 2006�. The magnitude of this
effect is commonly thought to depend on the average dis-
charge rate evoked by the masker. While this is almost cer-
tainly true for high-frequency maskers �Harris and Dallos,
1979, p. 1090�, it is conceivable that for very low frequency
maskers, the amount of masking depends on the �peak� dis-
charge rate over, say, the last cycle of the masker, which
would depend on the peak receptor potential. This needs ex-
perimental confirmation but appears plausible because in re-
sponse to very low frequency masker and probes, fibers
would discharge on every semicycle of the stimulus and
would have time to recover partly from firing during the
other semicycle. This would occur even when the stimulus
greatly exceeds the SPL that elicits saturation �average� dis-
charge rates �Rose et al., 1971�. Therefore, the fibers’ re-
sponse to the probe might be particularly conditioned by
their peak discharge over the preceding masker cycle.

The same would not apply to high-frequency stimuli.
For high-frequency stimuli the ac component of the receptor
potential is highly attenuated relative to the dc component
�Sellick and Russell, 1980�. Thus, both behavioral and physi-
ological frequency responses would “necessarily” follow the
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dc component of the receptor potential. The dc response of
the isolated inner hair cell �i.e., without the influence of BM
tuning� is approximately frequency independent �e.g., Fig.
12A in Lopez-Poveda and Eustaquio-Martin, 2006�. Conse-
quently, PTCs and auditory nerve responses would reflect the
tuning of BM responses more or less directly, as is com-
monly assumed.

Even if this conjecture were true, however, an important
issue would remain puzzling. Evidence for a BF increase
with increasing level comes not only from average-rate fre-
quency response functions of auditory nerve fibers �Rose et
al., 1971�. It also comes from the analysis of the instanta-
neous frequency of the fibers’ impulse responses �Carney et
al., 1999; Carney, 1999� and this is likely independent of the
magnitude of the ac or the dc components of the receptor
potential of inner hair cells.

V. SUMMARY AND CONCLUSIONS

It has been shown that the tip frequency of low-
frequency PTCs ��500 Hz� decreases with increases in the
level at which the tip occurs, albeit sometimes nonmonotoni-
cally. Based on the conventional interpretation of PTCs, this
would imply that the BF of BM apical sites decreases with
increasing level, an interpretation that appears inconsistent
with well-established evidence drawn from the analysis of
the responses of low-CF auditory nerve fibers in other mam-
mals. The reason for the inconsistency is uncertain. Activa-
tion of the middle-ear acoustic reflex probably contributed to
shaping the PTCs, but it is doubtful that this accounts for the
observed downward BF shifts with increasing level. It is pos-
sible that human apical cochlear responses differ from those
of other mammals �including some primates�. If this were the
case, the observed apical downward BF shifts with increas-
ing level might be partly due to off-frequency masking by
masker-energy splatter. An alternative explanation would be
that for low-frequency stimuli the amount of masking de-
pends on the amplitude of the ac component of the inner hair
cell receptor potential. This peaks at a frequency that de-
creases with increasing level even when the BF of the asso-
ciated BM response is level independent and when the aver-
age isointensity response of auditory fibers indicates an
upward BF shift with increasing level �Shamma et al., 1986�.
This conjecture needs proof.

In any case, the evidence shown indicates that it may be
erroneous to make inferences about the level-dependent fre-
quency response properties of the apical region of the BM
from low-frequency PTCs �or masking patterns�. Further, it
also may be erroneous to make such inferences from the
average frequency response characteristics of low-CF inner
hair cells or auditory nerve fibers �Shamma et al., 1986�.
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Contralateral influences of wideband inhibition on the effect
of onset asynchrony as a cue for auditory grouping
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Onset asynchrony is an important cue for segregating sound mixtures. A harmonic of a vowel that
begins before the other components contributes less to vowel quality. This asynchrony effect can be
partly reversed by accompanying the leading portion of the harmonic with an octave-higher captor
tone. The original interpretation was that the captor and leading portion formed a perceptual group,
but it has recently been shown that the captor effect depends on neither a common onset time nor
harmonic relations with the leading portion. Instead, it has been proposed that the captor effect
depends on wideband inhibition in the central auditory system. Physiological evidence suggests that
such inhibition occurs both within and across ears. Experiment 1 compared the efficacy of a
pure-tone captor presented in the same or opposite ear to the vowel and leading harmonic.
Contralateral presentation was at least as effective as ipsilateral presentation. Experiment 2 used
multicomponent captors in a more comprehensive evaluation of harmonic influences on captor
efficacy. Three captors with different fundamental frequencies were used, one of which formed a
consecutive harmonic series with the leading harmonic. All captors were equally effective,
irrespective of the harmonic relationship. These findings support and refine the inhibitory
account. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2721874�

PACS number�s�: 43.66.Ba, 43.66.Jh, 43.66.Rq, 43.71.Es �AJO� Pages: 3655–3665

I. INTRODUCTION

Differences in onset time provide an important grouping
cue for the perceptual segregation of temporally overlapping
sounds �e.g., Rasch, 1978; Bregman and Pinker, 1978; Dan-
nenbring and Bregman, 1978�. For example, a lead time of
only 30–50 ms is sufficient largely to abolish the contribu-
tion of a single component to the timbre of a complex tone,
such as the phonetic quality of a vowel �e.g., Darwin, 1984a,
1984b�. This effect may be attributable primarily to periph-
eral adaptation, because the neural response to the leading
component will have adapted substantially by the time the
vowel begins �Kiang et al., 1965; Westerman and Smith,
1984�. However, there are two lines of evidence suggesting
that peripheral adaptation cannot provide a complete account
of the effect of onset asynchrony. First, a component of a
short-duration vowel that ends after the others also makes a
reduced contribution to vowel quality �Darwin, 1984b; Dar-
win and Sutherland, 1984; Roberts and Moore, 1991�. This
effect of offset asynchrony can be as large as about half the
effect of an onset asynchrony. Second, accompanying the
leading portion of a component with a pure-tone captor can
partly reverse the effect of the onset asynchrony on judg-
ments of vowel quality �Darwin and Sutherland, 1984�.

The captor tone used by Darwin and Sutherland �1984�
was an octave higher than the leading component, and hence
too remote to cause any significant peripheral adaptation or
lateral suppression �Houtgast, 1974� in the auditory channel
centered on the leading component. They attributed the cap-
tor effect to the formation of a perceptual group consisting of

the captor and the leading portion, which allowed the con-
current portion to integrate better into the vowel percept.
However, Roberts and Holmes �2006a� have shown that cap-
tor efficacy does not depend on either a common onset time
or harmonic relations between the captor and the leading
portion, cues that should affect their perceptual grouping.
They also demonstrated that captor efficacy is influenced by
frequency separation, extending to about 1.5 octaves above
the leading portion, and that the presence of the captor has an
equivalent effect on judgments of vowel quality to that of
reducing the physical level of the leading portion. They pro-
posed that the captor effect arises from broadband inhibitory
interactions within the cochlear nucleus �CN�.

Figure 1 shows the inhibitory scheme proposed by Rob-
erts and Holmes �2006a� and illustrates how the response to
a 500 Hz tone �corresponding to the leading portion of the
asynchronous vowel component� may be modulated by the
presence of a spectrally remote captor tone. The essence of
the scheme is that the presence of the captor tone increases
the inhibition applied by wideband onset chopper �OC� cells
tuned to 500 Hz to narrowband transient chopper �CT� cells
tuned to the same frequency. This increase in inhibition re-
duces the ongoing excitatory response of the CT cells to the
leading portion while the captor is present, and may also lead
to a rebound excitation following the release from inhibition
at captor offset �see Holmes and Roberts, 2006, for a full
discussion�. Bleeck et al. �2005� have recently presented
physiological evidence that both kinds of inhibitory effect
occur in the ventral CN of the guinea pig.

Holmes and Roberts �2006� have since provided further
support for the inhibitory account of the captor effect, nota-
bly that a noise-band captor can be as effective as a pure-
tone captor of equal power and matched to its center fre-

a�Author to whom correspondence should be addressed. Electronic mail:
b.roberts@aston.ac.uk
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quency. Also, captor efficacy declines only gradually as
captor level is reduced �Roberts et al., in press�, which is
consistent with the wide dynamic range observed physiologi-
cally for inhibitory OC cells �Winter and Palmer, 1995�.
However, some properties of the captor effect are not con-
sistent with predictions arising from the proposed CN circuit,
indicating that this scheme cannot provide a complete ac-
count of the psychophysical findings. In particular, the decay
time for the captor effect after captor offset �80 ms or more�
is long compared to the values typically observed in physi-
ological studies of cells in the CN �e.g., Needham and Pa-
olini, 2003�. However, wideband inhibitory cells have been
identified by physiologists at several different levels in the
central auditory system, and longer time constants are asso-
ciated with neurons further along the auditory pathway than
the CN �e.g., Bartlett and Wang, 2005�. Therefore, Holmes
and Roberts �2006� broadened the original proposal, noting
that inhibitory interactions of the kind illustrated by the CN
circuit may occur at one �or more� of several levels in the
central auditory system.

If one accepts this kind of scheme, then what other prop-
erties might one expect it to display? One clear prediction
arises from physiological evidence that across-ear inhibitory
interactions occur throughout the central auditory system—
e.g., most neurons in dorsal CN are inhibited by contralateral
sounds �Young and Brownell, 1976; Joris and Smith, 1998�.
These across-ear interactions can be as strong as those oc-
curring within ear. In the context of the proposed inhibitory
scheme �Roberts and Holmes, 2006a�, it has recently been
shown that wideband inhibition from OC cells acts strongly
on contralateral as well as ipsilateral CT cells �Shore et al.,
2003�. The inhibition acts across ears via direct commissural

connections between the two cochlear nuclei. These physi-
ological findings suggest that a contralateral captor may be
as effective at influencing vowel judgments as one presented
in the same ear as the vowel and leading component. Even if
this is not the case, the approach can offer a useful experi-
mental tool so long as contralateral captors have an appre-
ciable influence on the effect of onset asynchrony. This is
because dichotic presentation allows the captor effect to be
quantified in the guaranteed absence of unwanted peripheral
effects, such as adaptation, lateral suppression, or combina-
tion tones.

To date, all studies that have used captors to explore the
effects of onset asynchrony on vowel-quality judgments have
employed either pure-tone or narrowband-noise captors
�Darwin and Sutherland, 1984; Roberts and Holmes, 2006a;
Holmes and Roberts, 2006�. This is primarily because there
is only a limited scope for varying the spectral properties of
the captor when it is present in the same ear as the vowel and
leading component. In particular: �i� the effects of lateral
suppression are asymmetric—there is greater upward spread
of suppression �Houtgast, 1974� and so more than an octave
separation would be needed to avoid suppression effects
when using a captor with a frequency below that of the lead-
ing component; �ii� the captor must be spectrally distant from
each of the first three formant peaks of the vowel, because
adaptation in the region of any one of them is likely to
change the phonetic quality of the vowel �Roberts and
Holmes, 2006a�; �iii� although the captor effect is wideband,
it is still band limited �Roberts and Holmes, 2006a�, which
leaves little room for maneuver once the other constraints
have been taken into account. Satisfying all three constraints
becomes especially restrictive in the context of multicompo-
nent captors, but dichotic presentation avoids these con-
straints and so offers a practical way of exploring the per-
ceptual effects of this kind of captor. This approach allows a
more rigorous test of the role of harmonic relations in captor
efficacy to be conducted than hitherto.

Dichotic presentation also provides an effective means
of exploring whether the captor effect is influenced by an-
other grouping principle—grouping by perceived location—
because dichotic presentation produces the most extreme lat-
eralization possible for the captor and the leading portion of
the asynchronous vowel component. There are several find-
ings demonstrating that presenting a single component in one
ear and the rest of a complex tone in the other ear reduces
significantly—but does not abolish—the reciprocal effects of
these sounds on each other’s perceptual properties. For ex-
ample, Darwin and Ciocca �1992� found that the effect of a
slightly mistuned harmonic �±3% � on the global pitch of a
complex tone was reduced by about a third when it was
presented in the contralateral ear to the rest of the complex.
Similarly, Brunstrom and Roberts �2001� found that the char-
acteristic shift in component pitch associated with mistuning
a harmonic was reduced by about a half when that compo-
nent and the rest of the complex were presented to opposite
ears. The substantial effects that remain under dichotic pre-
sentation are consistent with the notion that auditory lateral-
ization is sometimes a weak cue for simultaneous grouping
�see Bregman, 1990; Darwin, 1997�. This encourages the

FIG. 1. Schematic of a hypothetical neural circuit in the ventral cochlear
nucleus to account for the captor effect, as proposed by Roberts and Holmes
�2006a�. BF refers to the best frequency of a cell. The captor tone is as-
sumed to reduce the excitatory response of transient chopper �CT� cells,
tuned to the leading portion of the 500 Hz tone, by increasing the wideband
inhibitory input to these cells from onset chopper �OC� cells with the same
BF. Adapted with permission from “Asynchrony and the grouping of vowel
components: Captor tones revisited,” by B. Roberts and S. D. Holmes, 2006,
J. Acoust. Soc. Am., 119, p. 2916. Copyright 2006 by the Acoustical Society
of America.
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belief that the efficacy of a captor under dichotic presentation
will be sufficient for the approach to be a useful one, even if
grouping by location proves to have some influence on the
magnitude of the captor effect.

We began by comparing, for ipsilateral and contralateral
presentation, the capacity of a pure-tone captor partly to re-
verse the effect of onset asynchrony on judgments of vowel
quality �experiment 1�. Contralateral presentation of the cap-
tor was found to be at least as effective as ipsilateral presen-
tation. We then used dichotic presentation to explore whether
the magnitude of the captor effect generated by a multicom-
ponent captor is influenced by the formation of a harmonic
relationship with the leading component of the vowel �ex-
periment 2�. The efficacy of multicomponent captors was
found to be independent of this harmonic relationship. These
findings are consistent with the inhibitory account of the cap-
tor effect �Roberts and Holmes, 2006a; Holmes and Roberts,
2006�.

II. GENERAL METHOD

A. Overview

Both experiments used a paradigm designed to assess
the perceptual integration of additional energy in the first-
formant �F1� region of a vowel through its effect on phonetic
quality �Darwin, 1984a, 1984b; Darwin and Sutherland,
1984�. The English vowels / ( / and /�/ differ mainly in their
F1 frequency; / ( / has a lower F1 value than /�/. Therefore, a
continuum of vowel tokens can be synthesized that varies
only in F1 frequency but which spans the / ( /–/�/ phoneme
boundary. These tokens can be presented to listeners in a
forced-choice classification task, and the pattern of responses
can be used to estimate where the phoneme boundary lies
along this continuum.

Following Darwin and Sutherland �1984�, extra energy
was added to the 4th harmonic of vowels synthesized on a
fundamental �F0� frequency of 125 Hz �i.e., to 500 Hz�.
When this added energy is integrated into the vowel percept,
the perceived F1 frequency increases and the vowels sound
more like /�/. If each sound in this new continuum is speci-
fied as having the same nominal F1 frequency as its counter-
part in the original continuum, then this perceptual change
will result in a lower nominal F1 value at the phoneme
boundary. When the size of the energy increment is kept
constant across a set of conditions, differences in the size of
the boundary shift can be used to estimate how much the
extra energy integrates into the vowel percept in the different
stimulus contexts tested.

B. Stimuli and conditions

Amplitude and phase values for the vowel harmonics
were obtained from the vocal-tract transfer function using
cascade formant synthesis �Klatt, 1980�. Vowel stimuli in the
basic F1 continuum were synthesized with an F0 frequency
of 125 Hz and an F1 bandwidth of 90 Hz. All harmonics
were present up to the 40th �5 kHz�. Formants 2–5 were set
to frequencies of 2300, 2900, 3800, and 4600 Hz, with band-
widths of 120, 170, 1000, and 1000 Hz, respectively. These
parameters are identical to those used in our earlier studies

�Roberts and Holmes, 2006a; Holmes and Roberts, 2006�.
There were 20 vowels per continuum, with F1 values that
varied in 10 Hz steps from 360 to 550 Hz. Vowel stimuli
were 56 ms in duration �seven pitch periods�, including lin-
ear onset and offset ramps of 16 ms each. To ensure roughly
constant loudness across the basic continuum, all vowels
were normalized to give the same root-mean-square ampli-
tude. This continuum constituted the vowel-alone condition.

The continuum for the incremented-4th condition was
created by adding in phase a pure tone at the frequency of the
4th harmonic �500 Hz� to each vowel in the normalized basic
continuum. The additional tone had the same rise, steady-
state, and fall times as the corresponding vowel. Its level was
set to be 6 dB higher than the 4th harmonic, and so during
each vowel the 500 Hz component was boosted by 9.5 dB
relative to the value specified by the normalized transfer
function. The continuum for the leading-4th condition was
generated by extending the additional tone so that it began
240 ms before the vowel. Figure 2, parts �a� and �b�, shows
schematic spectrograms representing stimuli from the
incremented-4th and leading-4th conditions, respectively.

Each captor condition was created by accompanying ev-
ery vowel of the leading-4th condition with the appropriate
captor tone. The captor always began in synchrony with the
leading-4th harmonic and had 16-ms-long onset and offset

FIG. 2. Stimulus configurations used in this study for: �a� the incremented-
4th condition; �b� the leading-4th condition; �c� an example captor condi-
tion, for which the captor was a pure tone; �d� the corresponding captor-
control condition. Each part displays harmonics in the F1 region of a vowel
�the continuation of the spectrum is shown by a vertical dashed line�. In
each case, a tone has been added to the vowel to increase the level of its 4th
harmonic. The vowel and the additional 500 Hz tone were always presented
in the left ear. The captor was presented either in the left ear �ipsilateral
presentation� or in the right ear �contralateral presentation�. Adapted with
permission from “Asynchrony and the grouping of vowel components: Cap-
tor tones revisited,” by B. Roberts and S. D. Holmes, 2006, J. Acoust. Soc.
Am., 119, p. 2907. Copyright 2006 by the Acoustical Society of America.
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ramps. Captor offset always began at vowel onset, and so its
amplitude envelope reached zero at the same moment as the
envelope of the vowel reached steady state. The captors used
in the various captor conditions were set, for each member of
the continuum, to the same level as the corresponding added
500 Hz tone. For each captor condition, there was a corre-
sponding captor-control condition created using vowels from
the incremented-4th condition. These conditions differed
from their counterparts only in that the leading portion of the
4th harmonic was absent. The controls were included to mea-
sure the extent to which vowel quality is influenced by the
captor tones in the absence of leading energy at 500 Hz.
Phoneme boundaries for these control conditions should not
differ from the incremented-4th condition if the captor pro-
duces no perceptual change in the vowel. Figure 2, parts �c�
and �d�, shows schematic spectrograms of exemplar stimuli
from the captor and captor-control conditions, respectively.
In these examples, the captor is a pure tone.

All stimuli were synthesized at a sampling rate of
20 kHz using MITSYN �Henke, 1997� and stored on disk.
They were played back at 16 bit resolution via a sound card
�Turtle Beach, Santa Cruz� over Sennheiser HD480-II ear-
phones. Stimuli were checked using a spectrum analyzer
�Stanford Research Systems SR780�. The overall output
level of the sound card was set using the on-board analog
attenuator �coarse adjustment� and digital multiplication �fine
adjustment�, and it was calibrated using a sound-level meter
�Brüel and Kjaer, type 2209� coupled to the earphones by an
artificial ear �type 4153�. The presentation level for stimuli
from the vowel-alone condition was about 69 dB sound pres-
sure level �SPL�. The level of the most intense token from
the incremented-4th condition was about 76 dB SPL.

C. Listeners

Twelve listeners took part in each experiment. All vol-
unteers were native speakers of British English who reported
normal hearing. They were paid for their assistance and had
earlier successfully completed a screening procedure.
Screening used diotic presentation and was undertaken to
ensure that each listener �i� clearly distinguished between the
two vowel categories and produced monotonic identification
functions with clear phoneme boundaries; �ii� produced a
downward boundary shift when extra energy was added in
synchrony with the 4th harmonic, and that much of this shift
was lost when an onset asynchrony was introduced �e.g.,
Darwin 1984a, 1984b�; and �iii� showed a partial return of
the boundary when the leading portion of the 4th harmonic
was accompanied by a synchronous 1 kHz captor tone �Dar-
win and Sutherland, 1984�. For full details of the screening,
see Holmes and Roberts �2006�. About a third of the listeners
screened were excluded from the study, most often because a
boundary estimate fell outside the experimental range of F1
values in one or more conditions.

D. Procedure

Stimuli were played to the listeners in a double-walled
sound-attenuating chamber �Industrial Acoustics 1201A�. On
each trial, listeners responded using a keyboard to indicate

whether the vowel token was perceived as / ( / or /�/. Except
for the practice blocks, described below, listeners were not
allowed to repeat a stimulus before making their identifica-
tion. The next trial began 0.5 s after the return key was
pressed to confirm the choice. Listeners were asked to note
the displayed trial number for any accidental key presses;
these were corrected manually before data analysis. Listeners
were asked to focus on the vowel and to try to ignore any
additional sounds that might be present. No feedback was
provided.

A block of stimuli consisted of all 20 tokens for each
condition in the experiment and the stimulus order was ran-
domized anew for each repetition of a block. This ensured
that comparisons of the boundary position across conditions
were not influenced by systematic contrast or range effects
�e.g., Brady and Darwin, 1978�. Each experiment was run as
a single session that lasted about 40–70 min. The session
began with a practice block consisting of every second F1
step from the full set of stimuli for the main experiment. Ten
repetitions were presented to listeners during the main ex-
periment, and listeners typically took a short break after ev-
ery few hundred trials.

E. Data analysis

The data for each listener comprised the number of / ( /
responses out of ten repetitions for each nominal F1 value in
each condition. These data were analyzed following the pro-
cedures used in our earlier studies �see Roberts and Holmes,
2006a, for a full description�. An estimate of the phoneme
boundary was obtained by fitting a probit function �Finney,
1971� to a listener’s identification data for each condition;
the nominal F1 frequency at the phoneme boundary was de-
fined as the mean of the probit function. Changes in the F1
value at the phoneme boundary provide a measure of the
extent to which the contribution of the additional energy at
500 Hz to vowel quality varies across conditions. For each
experiment, a within-subjects analysis of variance �ANOVA�
was performed on the boundary estimates. Only a small
number of pairwise comparisons �two tailed� were required
from the large set of possible comparisons, and so they were
computed using the restricted least-significant-difference test
�Snedecor and Cochran, 1967�.

To obtain a controlled estimate of the efficacy of the
captor, a measure called the restoration effect was calculated.
The value of the restoration effect �in Hz� is defined as the
boundary difference between the leading-4th and
incremented-4th conditions, minus the boundary difference
between the captor condition and its control. Any unintended
effect that the captor may have on perceived vowel quality
�i.e., other than through modulating the influence of the
leading-4th harmonic� should be partialled out by comparing
each captor condition with its own control rather than with
the incremented-4th condition. To establish whether captor
efficacy varied across conditions, a within-subjects ANOVA
was performed on the calculated restoration values. It was
also important to show that the restoration effects obtained
were significantly greater than zero. Therefore, the one-
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sample t test �two tailed� was used to compare these restora-
tion values with zero.

III. EXPERIMENT 1

The classic study of Darwin and Sutherland �1984�, and
the recent follow-up studies �Roberts and Holmes, 2006a;
Holmes and Roberts, 2006; Roberts et al., in press�, all used
diotic presentation. In experiment 1, we used stimulus ar-
rangements very similar to those used by Darwin and Suth-
erland �1984�, but modified the design for ipsilateral and
contralateral presentation of the vowel �plus leading-4th har-
monic� and the pure-tone captor. According to the inhibitory
account, the effect of the captor under contralateral presen-
tation should be substantial and may even be comparable in
size with the effect of an otherwise identical captor under
ipsilateral presentation. Although a contralateral captor effect
of moderate size would not distinguish between the inhibi-
tory account and an account based on grouping by location, a
contralateral effect comparable in size with the effect for the
ipsilateral case would favor the inhibitory account.

A. Method

There were seven conditions: the three standard ones
�vowel alone, incremented 4th, and leading 4th�, plus two
captor conditions and their controls. The captors used were
1 kHz pure tones, 240 ms long, and synchronous with the
leading portion of the added 500 Hz tone �cf., Darwin and
Sutherland, 1984�. The vowel and the added tone were al-
ways presented in the left ear. The two captor conditions, and
their corresponding controls, differed from one another only
in the ear of presentation for the captor tones; either the left
ear �ipsilateral presentation� or the right ear �contralateral
presentation�. The number of trials in the main experiment
was 1400 �seven conditions � 20 F1 values � ten repeti-
tions�.

B. Results

Figure 3 shows the mean phoneme boundaries �and
inter-subject standard errors� for all conditions and the resto-
ration effect produced by each captor type. The restoration
effects are shown above the histogram bars as a boundary
shift in Hz, and also as a percentage of the boundary differ-
ence between the leading-4th and incremented-4th condi-
tions. The effect of condition on the position of the phoneme
boundary was highly significant �F�6,66�=69.20, p
�0.001�. Incrementing the level of the 4th harmonic low-
ered the phoneme boundary by 60.1 Hz relative to the
vowel-alone condition �t�11�=14.05, p�0.001�, which in-
dicates that most or all of the extra energy was integrated
into the vowel percept. The leading-4th condition led to a
phoneme boundary that was higher than that for the
incremented-4th condition �t�11�=14.59, p�0.001�, indi-
cating that the extra energy at 500 Hz was excluded from the
perceptual estimation of F1 frequency when it began 240 ms
before the vowel. However, the boundary for the leading-4th
condition was also significantly higher �by 30.1 Hz� than the
boundary for the vowel-alone condition �t�11�=5.85, p

�0.001�. The phoneme boundaries for the captor-control
conditions did not differ significantly from that for the
incremented-4th condition.

The efficacy of the captor at reducing the effect of the
onset asynchrony on the added 500 Hz tone was compared
for ipsilateral and contralateral presentation, using the com-
puted restoration values. Analysis of the restoration effects
revealed that there was no significant difference between
these modes of presentation �F�1,11�=3.40, p=0.092�, and
that the overall size of the restoration effect �about 24.5 Hz,
or 27%� was significantly above zero �t�11�=5.38, p
�0.001�. The results suggest that the 1 kHz captor was simi-
larly effective in both modes of presentation at reducing the
effect of applying an onset asynchrony to the added 500 Hz
tone. Note that the failure to find a significant reduction in
captor efficacy for contralateral presentation is unlikely to
reflect a lack of statistical power, because the observed size
of the restoration effect was actually smaller for ipsilateral
presentation. The size of the observed restoration effects is
similar, in percentage terms, to that reported for 1 kHz cap-
tors under diotic presentation for otherwise comparable con-
texts �Darwin and Sutherland, 1984; Roberts and Holmes,
2006a�.

FIG. 3. Results for experiment 1—effect of pure-tone captors under ipsilat-
eral and contralateral presentation. Mean phoneme boundaries are expressed
as nominal first-formant frequencies for 12 listeners �with inter-subject stan-
dard errors�. The boundary for the vowel-alone condition is indicated by the
open bar and dotted horizontal line. The boundary for the leading-4th con-
dition is shown by the square symbol and solid horizontal line, and the
boundary for the incremented-4th condition is shown by the narrow-hashed
bar. The boundaries for the captor conditions and for their controls are
shown by the solid bars and wide-hashed bars, respectively. The extent to
which each captor condition restores the effect of the leading-4th component
on vowel quality, relative to its own control, is shown above each pair of
bars. Each restoration effect is quoted as an F1 boundary shift in Hz and as
a percentage of the boundary difference between the leading-4th and
incremented-4th conditions. Note that the captor is at least as effective under
contralateral as under ipsilateral presentation.
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C. Discussion

Roberts and Holmes �2006a� found that captor efficacy
was not influenced by two grouping factors �common onset
time and harmonic relations� that would be expected to pro-
mote the perceptual integration of a pure-tone captor with the
leading portion of the 4th harmonic. The current experiment
shows that captor efficacy does not depend on a major
grouping cue for lateralization either, because it is not re-
duced when the captor and the leading portion are presented
to opposite ears rather than to the same ear. Instead, this
experiment supports an explanation for the captor effect in
terms of comparable degrees of within- and across-ear wide-
band inhibition operating within the central auditory system.

One aspect of the data that merits consideration is the
overshoot in the return of the boundary associated with the
leading-4th condition. This refers to the finding that the rise
in the phoneme boundary from the incremented-4th to the
leading-4th condition was greater than that required to reach
the boundary for the vowel-alone condition. This overshoot
effect has not been observed in earlier research using diotic
presentation. Furthermore, it does not seem to be an artifact
of participant sampling, because the screening data were ob-
tained using diotic presentation and indicated a much smaller
�8.6 Hz� and nonsignificant overshoot. The size and scale of
the overshoot observed in the main experiment is consistent
with the notion that all of the energy at 500 Hz �i.e., includ-
ing the original 4th harmonic of the unmodified vowel� has
been excluded from the vowel percept �cf., Darwin, 1984b,
1995�. However, such a total exclusion would constitute a
violation of the old-plus-new heuristic1 �Bregman, 1990� and
it is unclear why this should occur. Whatever the precise
cause of the overshoot, the apparent difference in the effect
of asynchrony for ipsilateral and diotic presentation implies
that contralateral processing can influence perception even
when both ears receive identical stimuli.

IV. EXPERIMENT 2

Roberts and Holmes �2006a, experiment 3� used pure-
tone captors to evaluate whether or not the captor effect first
demonstrated by Darwin and Sutherland �1984� depends on
harmonic relations between the captor and the leading por-
tion of the 4th harmonic �500 Hz�. Captor frequency was
varied over the range 900–2250 Hz, and included three val-
ues that matched the 2nd to 4th harmonics of 500 Hz �i.e.,
1000, 1500, and 2000 Hz�. Roberts and Holmes found that
captor efficacy depended on frequency proximity with the
leading portion rather than on harmonic relations. However,
there were some limitations of their experiment that pre-
vented a definitive conclusion that captor efficacy is entirely
independent of harmonic relations. First, the frequency range
over which a pure-tone captor was effective was limited such
that the 1.5 kHz captor fell on the upper skirt of the passband
and the 2 kHz captor fell outside it altogether. In addition,
neither of these captors formed a consecutive harmonic se-
ries with the leading 500 Hz component. Therefore, in prac-
tice, a frequency of 1 kHz was the only optimum value for
testing the harmonicity hypothesis using pure-tone captors.
Second, Roberts and Holmes noted that some researchers

�e.g., Bregman, 1990� have argued that at least three compo-
nents must be present before their simultaneous grouping can
be influenced by harmonic relations. For example, Bregman
and Doehring �1984� found that the middle component of a
three-tone complex could be captured into a sequential
stream more easily when it was mistuned relative to the other
components, but Bregman and Pinker �1978� did not find an
equivalent effect for two-tone complexes.

For diotic presentation, Roberts and Holmes �2006a�
noted that a two-component captor with frequencies of 1000
and 1500 Hz is the only captor complex that would form a
consecutive harmonic series with the leading 500 Hz compo-
nent �starting with this partial as the F0 component�, while
also avoiding significant adaptation in the region of F1 or F2.
Now that the efficacy of contralateral captors has been estab-
lished using dichotic presentation, we can avoid these con-
straints and use multicomponent captors to explore the ef-
fects of harmonic relations more thoroughly in the context of
judgments of vowel quality.

A. Method

There were nine conditions: the three standard ones
�vowel alone, incremented 4th, and leading 4th�, plus three
captor conditions and their controls. The captor configura-
tions used are illustrated in Fig. 4. The vowel and the added
500 Hz tone were always presented in the left ear, and the
captors were always presented in the right ear �contralateral
presentation�. This was to ensure that the captors did not
cause any adaptation or other peripheral effects in channels
responding to the F1 region of the vowel. Each captor was a
complex tone comprising harmonics 1–2 and 4–5 of F0,
240 ms long, and synchronous with the leading portion of
the added tone.2 The pure-tone captors used in experiment 1
were equal in level to the added 500 Hz tone. To ensure that
the overall level of each multicomponent captor was equal to
that of the corresponding added 500 Hz tone, each compo-
nent was set to 6 dB below the level of that tone. The three
captor conditions, and their corresponding controls, differed
from one another only in the F0 frequency of the captor
tones. The F0 frequency in one captor condition was set to
166.7 Hz, for which the added 500 Hz tone corresponds ex-
actly to the frequency of the captor’s missing 3rd harmonic
�shared-F0 captor�. The F0 frequency was set to 153.3 and
180.0 Hz in the other two captor conditions, for which the
added 500 Hz tone is mistuned from the frequency of the
missing 3rd harmonic by +8% and −8%, respectively
�different-F0 captors�. In the shared-F0 case, but not the
different-F0 cases, the grouping together of the captor and
the leading portion of the added 500 Hz tone would com-
plete a consecutive series of harmonics 1–5. These kinds of
stimulus arrangement were used by Ciocca and Darwin
�1993� to explore the effects of harmonic relations between a
multicomponent captor and the leading portion of a har-
monic in the context of global-pitch perception. The number
of trials in the main experiment was 1800 �nine conditions �
20 F1 values � ten repetitions�. Six of the 12 listeners also
took part in experiment 1.
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B. Results

Figure 5 shows the mean phoneme boundaries �and
inter-subject standard errors� for all conditions, and the res-
toration effect for each captor F0. The effect of condition on
the position of the phoneme boundary was highly significant
�F�8,88� � 33.14, p�0.001�. Incrementing the level of the
4th harmonic lowered the phoneme boundary by 57.1 Hz
relative to the vowel-alone condition �t�11�=9.09, p
�0.001�, which indicates that most or all of the extra energy
was integrated into the vowel percept. As before, the leading-
4th condition led to a phoneme boundary that was signifi-
cantly higher than for the incremented-4th condition �t�11�
=6.97, p�0.001�. However, the overshoot in boundary re-
turn of 22.3 Hz is somewhat smaller than that observed in
experiment 1, and did not quite reach statistical significance

�leading-4th versus vowel-alone: t�11�=2.05, p=0.066�.
Once again, the screening data indicated a much smaller
�6.6 Hz� overshoot for these listeners under diotic presenta-
tion. Given this, and the significant overshoot observed in
experiment 1, it seems reasonable to interpret these results as
consistent with the suggestion that applying a 240 ms asyn-
chrony to the added 500 Hz tone also led to an exclusion of
part �or all� of the original 500 Hz component from the
vowel percept. The boundaries for the captor-control condi-
tions did not differ significantly from that for the
incremented-4th condition.

Analysis of the restoration effects revealed that there
was no significant difference between the three captor F0s
�F�2,22� � 0.03, p=0.974�, and that the overall size of the
restoration effect �about 31.8 Hz, or 40%� was significantly

FIG. 4. Captor configurations used in experiment 2.
Three different multi-component captors were used,
each comprising harmonics 1–2 and 4–5 of F0. For the
shared-F0 captor �F0=166.7 Hz�, the leading-4th com-
ponent of the vowel in the opposite ear corresponds to
the missing 3rd harmonic of the captor. For the
different-F0 captors �F0=153.3 Hz,180 Hz�, the
leading-4th component is mistuned from the frequency
of the missing 3rd harmonic by +8% and −8%, respec-
tively. These frequency relationships are illustrated by
the dotted line in the spectral center of each captor.
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above zero �t�11�=3.33, p=0.007�. Note that the restoration
effects observed here for multicomponent captors under con-
tralateral presentation are similar in size to that observed for
the contralateral pure-tone captor used in experiment 1. The
key finding is that the shared-F0 and the different-F0 captors
produced a similar and substantial reduction in the effect of
applying an onset asynchrony to the added 500 Hz tone. Dif-
ferences between captors in F0 and frequency range were
small, and the shared-F0 captor was bracketed by the
different-F0 captors on these dimensions. Therefore, it is rea-
sonable to conclude that captor efficacy is not influenced by
whether or not the captor and the leading portion of the
added 500 Hz tone are harmonically related.

C. Discussion

The absence of an effect of harmonic relations on the
efficacy of multicomponent captors observed here contrasts
with the findings of Ciocca and Darwin �1993�. These au-
thors followed on from one of their earlier studies �Darwin
and Ciocca, 1992�, which had shown that the shift in global
pitch resulting from slightly mistuning a resolved harmonic
of a complex tone �Moore et al., 1985� can be reduced or
abolished by starting the mistuned harmonic before the other
partials. Ciocca and Darwin mistuned the 4th harmonic
�620 Hz� of a complex tone �F0=155 Hz, components 1–12,
flat spectrum� by about ±3% �exact values � 600 and
640 Hz� and explored the effect of accompanying the leading
portion of the mistuned component with a multicomponent
captor �components 1–2 and 4–5 of either F0=200 Hz or
213.3 Hz�, for which either the 600 or the 640 Hz leading
component, respectively, constituted the in-tune 3rd har-
monic of captor F0. Mismatching the captor F0 and the di-

rection of mistuning for the leading component led to a mis-
tuning with respect to the vacant 3rd harmonic position in
the captor of about 6%. All stimuli were presented diotically.
The duration of the leading portion was set to 0, 80, 160, or
320 ms �we used 240 ms�, and the captor was either present
�same duration as leading portion� or absent. For the longer
asynchronies used �160 and 320 ms�, the pitch shift was re-
liably larger when the captor was present than absent, but
only if it was harmonically related to the leading component.

The most likely reason for the discrepancy in findings
between the two studies is that captor efficacy was measured
in the context of vowel-quality �timbre� judgments in our
study but in the context of global-pitch judgments in the
study of Ciocca and Darwin �1993�. There are a number of
observations illustrating substantial differences in the ways
that the grouping cues of onset asynchrony and harmonic
relations are used for the perceptual estimation of global
pitch and timbre. For example, a harmonic must be mistuned
by more than ±3% before it begins to be excluded from the
global-pitch percept �Moore et al., 1985�, but can become
audible as a separate entity—with its own pure-tone-like
timbre—at much smaller mistunings �Moore et al., 1986;
Hartmann et al., 1990; Roberts and Brunstrom, 1998�. More-
over, much greater onset asynchronies are required largely to
abolish the contribution of a component to global pitch �typi-
cally 160 ms or more; e.g., Darwin and Ciocca, 1992� than to
vowel quality �typically 30–50 ms; e.g., Darwin, 1984a,
1984b; Roberts and Moore, 1991�. This difference is main-
tained even when the contributions to pitch and vowel qual-
ity are compared for the same component in the same spec-
tral context �Hukin and Darwin, 1995�.

Before accepting that the discrepancy in findings be-
tween our study and that of Ciocca and Darwin �1993� re-
flects differences in the use of harmonicity information in the
context of different perceptual judgments, we must consider
an alternative explanation based on differences in ear of pre-
sentation. The leading component and the captor were pre-
sented diotically in their study, but dichotically in ours, and
this difference may have affected the ability of harmonic
relations to influence captor efficacy. Although this account
cannot be ruled out completely, it seems very unlikely for the
following reasons:

�1� As noted in the Introduction, there are examples of clear
effects of harmonic relations on perception under di-
chotic presentation �Darwin and Ciocca, 1992; Brun-
strom and Roberts, 2001�. Indeed, Darwin et al. �1992�
presented two concurrent harmonic complexes �each
with a missing harmonic� to opposite ears plus a single
component to one ear only, and found that the added
component could affect the pitch of the complex in the
opposite ear �from which it was slightly mistuned� even
when it was exactly in tune with the complex in the same
ear. Of course, in our study the leading portion of the
500 Hz component in the opposite ear to the captor was
the only component that could potentially fill the vacant
harmonic position in the middle of the captor complex.
One might counter that these cross-ear effects all con-
cern pitch perception, but there are also examples of di-

FIG. 5. Results for experiment 2—the influence of harmonic relations on the
effect of multi-component captors under contralateral presentation. Phoneme
boundaries and restoration effects are displayed as for Fig. 3. Note that all
three captors are similarly effective, irrespective of whether they are har-
monically related to the leading-4th component.
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chotic fusion influencing the perception of timbre—
notably the duplex perception of speech �e.g., Rand,
1974; Mann and Liberman, 1983�.

�2� The captors that we used were exactly synchronous with
the leading portion of the 4th harmonic of the vowel.
This should encourage their grouping, and so reveal any
additional effect of harmonic relations that may be
present, even if the basic inhibitory effect of the captor
does not depend on a common onset time between the
captor and the leading portion �Roberts and Holmes,
2006a�. Furthermore, the captor components were cho-
sen such that the leading component would complete the
set of consecutive harmonics 1–5 in the shared-F0 con-
dition. All of these harmonics are resolved �Plomp,
1964�, and the set encompasses the dominance region for
pitch for the captor F0 used �Ritsma, 1967�. The duration
of the captors and the leading portion �240 ms� was eas-
ily long enough to maximize the opportunity for har-
monic fusion to take place—only for short-duration
stimuli does this grouping effect become weak or absent
�e.g., Turgeon et al., 2005�. That there is no hint in our
results of an effect of harmonic relations between the
captor and the leading component suggests that there is
no such effect to find in the context of judgments of
vowel quality.

�3� Finally, it is not necessarily the case that presenting a
pure-tone captor in the same ear as the leading compo-
nent provides an inadequate test of the effect of captor
harmonicity. Although Bregman �1990� has argued that
at least three components must be present before har-
monic relations can influence their perceptual grouping,
there is evidence indicating effects of harmonic relations
when only two components are present. For example,
Demany and Semal �1988, 1992� have shown that listen-
ers can detect mistuning between two pure tones from
the intervals of octave and perfect fifth—even though the
tones were presented to opposite ears. Furthermore, Rob-
erts and Holmes �2006b� have shown for stimuli com-
prising only two components, one an octave higher than
the other, that mistuning the lower component generates
a pitch shift on that component in the same direction as
the mistuning. This kind of pitch shift is typical of that
seen when a single harmonic is mistuned in a multicom-
ponent complex tone �e.g., Lin and Hartmann, 1998�,
and is often regarded as an indicator of the perceptual
organization of components in a complex tone �e.g.,
Roberts, 2005; Roberts and Brunstrom, 2003�. There-
fore, we suggest that the absence of an effect of har-
monic relations on captor efficacy when a pure-tone cap-
tor is presented in the same ear as the vowel and leading
component �Roberts and Holmes, 2006a� is not merely
an artifact of using two concurrent components. Rather,
we believe that there is no appreciable influence of har-
monic relations on captor efficacy in the context of
vowel-quality judgments.

V. CONCLUDING DISCUSSION

The capacity of a so-called captor partly to reverse the
reduction in the contribution of a component to vowel qual-

ity brought about by onset asynchrony �Darwin and Suther-
land, 1984� is at least as effective under contralateral as un-
der ipsilateral presentation. This finding is consistent with
physiological evidence that wideband inhibition in the cen-
tral auditory system can act strongly across as well as within
ear �e.g., Shore et al., 2003�. Furthermore, there is no evi-
dence of any effect of harmonic relations on captor efficacy,
either for pure-tone or complex-tone captors. If such an ef-
fect exists at all, it is clearly swamped by a more general
effect—presumably wideband inhibition—that is insensitive
to harmonic relations. Combined with the findings of previ-
ous studies �Roberts and Holmes, 2006a; Holmes and Rob-
erts, 2006�, it is now clear that the captor effect does not
depend on any of the major cues for simultaneous
grouping—common onset time, harmonic relations, or later-
alization. This suggests that the inhibitory interactions occur
at a relatively early stage of central auditory processing, be-
fore the influence of more cognitive mechanisms of auditory
grouping.

Roberts and Holmes �2006a� proposed that the psycho-
physical captor effect reflects the widespread operation of a
network of lateral inhibition that has evolved to enhance
spectral features in acoustic stimuli. One might speculate that
a similar level of within- and across-ear inhibition is a re-
quirement for such a mechanism, to avoid distortions in the
perceived lateralization of sounds. Consider, for example, a
stimulus arrangement in which both ears receive a 500 Hz
tone �of equal level and in phase�, but only the left ear re-
ceives a 1 kHz tone �matched in level to the 500 Hz tone�.
Roberts and Holmes �2006a� estimated that a 1 kHz captor
equal in level to a 500 Hz leading component reduced the
effective level of that component by about 6 dB. If this ef-
fective reduction occurred only in the �left� ear receiving the
captor, then the perceived lateralization of the 500 Hz tone
might be expected to shift rightwards from its originally cen-
tral position. This problem is avoided if the inhibition also
acts across ears.

It is interesting to consider further the differences be-
tween the mechanisms that underpin pitch and timbre per-
ception. The findings of Ciocca and Darwin �1993� indicate
not only that harmonic relations between the captor and the
leading component influence captor efficacy, but also that
captors that do not have this relationship are ineffective.
However, this need not imply that the inhibitory interactions
occurring in the context of timbre judgments do not apply to
pitch. Rather, it may be that a moderate reduction in the
effective level of the leading portion of a mistuned compo-
nent has little influence on the effect of the asynchrony on
pitch judgments, as might be expected if the pitch of a sound
is less affected than its timbre by changes in the relative level
of the components. We are aware of only one study germane
to this suggestion. Darwin et al. �1995� measured the effect
on the pitch of a complex tone of varying the level of a
slightly mistuned 4th harmonic �±3% �, relative to the level
of the other partials �flat spectrum�. In the contralateral case,
for which the mistuned harmonic cannot be masked by the
other partials, varying its relative level over the range tested
�+9 to −9 dB� had no appreciable effect on its contribution to
the pitch of the complex tone.3 This finding is consistent with
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our conjecture that wideband inhibition occurs in the con-
texts of pitch and timbre judgments, but that its effects are
apparent only in the latter case.

At this point, it is unclear whether the relevance of our
proposed inhibitory account is restricted primarily to timbre
perception, or whether it has broader implications for audi-
tory processing. For example, the persistence of wideband
inhibition that is implied by the slow decay of captor efficacy
after captor termination �80 ms or more; Holmes and Rob-
erts, 2006� may mean that accompanying a forward masker
with a concurrent suppressor acts not only to suppress the
masker �e.g., Shannon, 1976; O’Loughlin and Moore, 1981;
Yasin and Plack, 2003�, but also to inhibit the masker and the
following signal. Further research is required to elucidate
more generally the role of wideband inhibition in auditory
perception.
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1The old-plus-new heuristic states that part of a current sound that can be
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perceptually. This serves to enhance the representation of new sounds in
temporally overlapping mixtures.

2In the context of the inhibitory account, the bandwidth of each captor was
set such that all the components should fall comfortably within the fre-
quency range over which the proposed inhibitory interactions take place.
The psychophysical captor effect is known to extend up to about 1.5 oc-
taves above the frequency of the leading component �Roberts and Holmes,
2006a�. Although there is no psychophysical data for captors placed below
the frequency of the leading component, physiological evidence from the
guinea pig indicates that the average bandwidth of inhibitory OC cells
extends from about two octaves below to about one octave above best
frequency �Palmer et al., 1996�.

3This result also suggests an explanation for why the time constant observed
for the effect of onset asynchrony on the perceptual contribution of a com-
ponent to a complex tone is much longer for global pitch than for timbre
�e.g., Hukin and Darwin, 1995�. If the effect of starting one component
before the others is to reduce its effective level, then the consequence of
increasing the onset asynchrony will become apparent �and approach as-
ymptote� much later for pitch than for timbre judgments. One might
counter that Darwin et al. �1995� did not find a similar level independence
for pitch judgments when the mistuned harmonic was presented ipsilater-
ally. However, this was the case only when its level was reduced below that
of the other components, and so most probably arose from peripheral mask-
ing effects. A reduction in the effective level of a component arising from
an onset asynchrony would not be subject to such masking effects, and
hence is analogous to the contralateral case.
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This study examined the degree to which masker-spectral variability contributes to children’s
susceptibility to informational masking. Listeners were younger children �5–7 years�, older children
�8–10 years�, and adults �19–34 years�. Masked thresholds were measured using a 2IFC, adaptive
procedure for a 300-ms, 1000-Hz signal presented simultaneously with �1� broadband noise, �2� a
random-frequency ten-tone complex, or �3� a fixed-frequency ten-tone complex. Maskers were
presented at an overall level of 60 dB SPL. Thresholds were similar across age for the noise
condition. Thresholds for most children were higher than for most adults, however, for both ten-tone
conditions. The average difference in threshold between random and fixed ten-tone conditions was
comparable across age, suggesting a similar effect of reducing masker-spectral variability in
children and adults. Children appear more likely to be susceptible to informational masking than
adults, however, both with and in the absence of masker-spectral variability. The addition of a
masker fringe �delayed onset of signal relative to masker� provided a release from masking for fixed
and random ten-tone conditions in all age groups, suggesting at least part of the masking observed
for both ten-tone maskers was informational. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2723664�
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I. INTRODUCTION

Everyday listening environments are complex, dynamic,
and often unpredictable. Listeners must separate relevant
from irrelevant acoustic information even though the spec-
tral, level, and temporal characteristics of the waveforms
change over time. Understanding how infants and children
select and attend to the most informative components of a
complex sound under these conditions is a question of par-
ticular importance to the study of auditory development, be-
cause children must learn the characteristics of speech in this
uncertain environment.

To study how well adults attend to the relevant compo-
nents of complex sounds, performance has been examined
under conditions of stimulus uncertainty �e.g., Watson et al.,
1975; Neff and Green, 1987; Kidd et al., 2002; Alexander
and Lutfi, 2004�, created by random variations in either the
target signal or the irrelevant masker. Many studies of simul-
taneous masking with adults have shown large detrimental
effects produced by masker-spectral variability, created by
varying the frequency content of the masker each time it is
presented �e.g., Neff and Green, 1987�. Hallmark character-
istics of performance in these conditions include large indi-
vidual differences and elevated thresholds, despite little over-
lap in peripheral excitation expected between the fixed-
frequency target tone and the random-frequency multi-tonal
masker. Thus, this masking is typically referred to as “infor-

mational” masking to contrast with “energetic” masking pre-
dicted by peripheral power spectrum models of masking.

Informational masking is consistently observed under
conditions of maximal masker-spectral variability �i.e.,
random-frequency multi-tonal maskers�, but there is mount-
ing evidence that informational masking can also be pro-
duced by multi-tonal maskers with little or no variability.
First, thresholds for some listeners for maskers fixed across
trials or blocks of trials remain elevated above that predicted
from energy detection �e.g., Alexander and Lutfi, 2004;
Durlach et al., 2005; Leibold and Werner, 2006�. Second,
temporal cues that provide a release from masking with
random-frequency multi-tonal maskers �e.g., Neff, 1995� can
also reduce adults’ thresholds with fixed-frequency multi-
tonal maskers �Leibold et al., 2005�. Third, both infant and
adult listeners show large intra- and intersubject differences
in performance with fixed-frequency, multi-tonal maskers
�Wright and Saberi, 1999; Alexander and Lutfi, 2004;
Durlach et al., 2005; Leibold and Werner, 2006�. These find-
ings suggest the detrimental effects of random-frequency
multi-tonal maskers are not due solely to spectral variability
in the external stimulus. Instead, informational masking ap-
pears to reflect multiple mechanisms, including those con-
tributing to the separation of relevant and irrelevant acoustic
waveforms into independent auditory objects �e.g., Kidd et
al., 1994, 2002; Neff and Callaghan, 1988; Neff, 1995;
Durlach et al., 2003b�. Consistent with this viewpoint,
Durlach et al. �2003a� have argued that stimulus variability is
not required to produce informational masking, but that in-
formational masking may also be determined by the degree
of similarity between the signal and the masker.

a�Portions of these results were presented to the American Auditory Society
Annual Meeting in Scottsdale, AZ in March 2006.

b�Current affiliation: Department of Allied Health Sciences, University of
North Carolina School of Medicine, Chapel Hill, NC 27599. Electronic
mail: leibold@med.unc.edu
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There are several indications of perceptual development
in performance on informational masking tasks. Detrimental
effects of varying masker spectra appear larger in children
than adults �e.g., Allen and Wightman, 1995; Oh et al., 2001;
Wightman et al., 2003�. For example, studies by Oh et al.
�2001� and Wightman et al. �2003� examined the ability of
adults and children aged 4–16 years to detect a 1000-Hz pure
tone presented simultaneously with a random-frequency
multi-tonal complex. Adults and children were both suscep-
tible to informational masking in the presence of masker-
spectral variability, but children typically exhibited more
masking than adults. These increased effects of masker-
spectral variability in children relative to adults have been
hypothesized to reflect immaturities in the ability to selec-
tively attend to the auditory filter that contains the signal in
the presence of the random-frequency multi-tonal masker
�e.g., Lutfi et al., 2003�.

Children’s poor performance in random-frequency
multi-tonal masker conditions relative to adults has largely
been attributed to the effect of variability in the masker spec-
tra. Recent data, however, indicate effects of masker-spectral
variability are similar for infants and adults �Leibold and
Werner, 2006�. The discrepancy between the infant and child
findings, in part, depends on the reference condition used to
estimate informational masking. Masking in random-
frequency conditions can be compared to masking with
broadband-noise �peripheral� maskers or fixed-frequency
multi-tonal �minimal variability� maskers. In Leibold and
Werner, infants’ thresholds were higher than those of adults
with fixed-frequency maskers, but the increase in infants’
thresholds for random-compared to fixed-frequency maskers
was similar to adults’. Thus, infants appear more susceptible
to informational masking than adults in the presence of
multi-tonal maskers, even when the masker spectra do not
vary. To our knowledge, whether children are also suscep-
tible to informational masking in the presence of a remote-
frequency multi-tonal masker with fixed spectral components
has not been systematically examined.

The purpose of the current study was to compare the
susceptibility of both children and adults to masking pro-
duced by multi-tonal maskers with maximal masker-spectral
variability �random-frequency ten-tone maskers� and with no
masker-spectral variability �fixed-frequency ten-tone
maskers�. In particular, we were interested in the extent to
which informational masking contributed to children’s mask-
ing in conditions without masker-spectral variability. To ad-
dress this question, we examined whether the addition of a
temporal masker “fringe” �delayed onset of the signal rela-
tive to the masker� improved children’s performance in
fixed- and random-frequency multi-tonal masker conditions.
This temporal cue provides trained adult listeners with a
masking release for both random- and fixed-frequency multi-
tonal maskers, but not for broadband noise maskers �Leibold
et al., 2005�. Presumably, the temporal asynchrony provides
listeners with a cue for sound source determination in con-
ditions that produce informational masking. Hall et al.
�2005� demonstrated that children can use temporal differ-
ences in the onset of the signal and masker to improve per-
formance in an informational masking task related to the

present study. Following the multi-burst paradigm of Kidd et
al. �1994�, Hall et al. reported a similar average masking
release for children and adults when the masker started two
bursts before the signal relative to a reference condition in
which the masker and signal bursts began simultaneously.
Thus, if informational masking underlies elevated thresholds
for children in the presence of a simultaneous, fixed-
frequency multi-tonal masker, we would expect to observe a
release from masking with the temporal cue, as has been
observed for adults with similar stimuli �Leibold et al.,
2005�, and for children using a sequential multi-tonal masker
�Hall et al., 2005�.

II. EXPERIMENT 1: EFFECTS OF MASKER-SPECTRAL
VARIABILITY

In experiment 1, effects of masker-spectral variability
were examined in children and adults by comparing thresh-
olds for multi-tonal maskers with masker-spectral content
randomized with each presentation versus fixed throughout a
block of trials. In previous studies of children, the metric of
informational masking was the difference in performance be-
tween conditions using random-frequency multi-tonal
maskers and either quiet thresholds or conditions using equal
power, broadband-noise maskers �e.g., Allen and Wightman,
1995; Oh et al., 2001; Wightman et al., 2003�. Alternatively,
a multi-tonal masker sample can be used as a reference con-
dition to estimate the effect of masker-frequency variability
contributing to the total amount of informational masking
�Leibold and Werner, 2006�. The fixed-frequency multi-tonal
masker sample is matched to the random-frequency multi-
tonal masker in as many aspects as possible except spectral
variability, consistent with the minimal-uncertainty condi-
tions first described by Watson et al. �1976�. The difference
in performance across random- and fixed-frequency multi-
tonal conditions aids greater separation of effects of masker-
frequency variability from other factors believed to contrib-
ute to information masking, such as signal-masker similarity.

A. Method

1. Listeners

Twenty-two children �5–10 years� and 11 adults �19–34
years� participated in all conditions. Eleven children were
aged 5 to 7 years �younger children� and 11 children were
aged 8 to 10 years �older children�. The rationale for includ-
ing both younger and older children is that attentional pro-
cesses appear to mature rapidly around 5–7 years �reviewed
by Ruff and Rothbart, 1996, Chap. 3�. Moreover, younger
children appear more susceptible than older children to the
effects of varying the spectral content of a multi-tonal
masker �e.g., Wightman et al., 2003�. Thus, differences in
performance might well be expected across these two age
groups of children as well as across children and adults.
Younger children had a mean age �years:months� of 6:7
�range: 5:4 to 7:6�, older children had a mean age of 9:0
�range: 8:0 to 10:5�, and adults had a mean age of 27:3
�range: 19:1 to 34:10�. All listeners had normal hearing �re:
ANSI, 1996� and reported no risk factors for hearing loss.
Listeners were tested individually in a single-walled, sound-
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treated room in a 2-h session, with the exception of three
younger children tested in two, 1-h sessions. Regular breaks
were provided, typically after completion of every two con-
ditions for children and after every four conditions for adults.
An additional four children �ages 5, 5, 5, and 7 years� were
tested, but were excluded from data analysis because they
did not meet the training criteria, outlined below.

2. Stimuli and conditions

In all conditions, the signal was a 300-ms, 1000-Hz
tone. There were three types of maskers: broadband noise
�300–3000 Hz�; random-frequency ten-tone complex �ran-
dom�; and fixed-frequency ten-tone complex �fixed�. Compo-
nents for the ten-tone maskers were drawn randomly from a
range of 300–3000 Hz, excluding a 160-Hz protected region
around the signal. Component amplitudes were equal. The
signal and maskers included 5-ms, cosine-squared, rise/fall
ramps. Maskers were presented simultaneously with the sig-
nal �when present� for 300 ms at an overall level of 60 dB
SPL, regardless of the masker type. Thus, individual compo-
nents for random and fixed maskers were presented at 50 dB
SPL.

Stimuli were played through a 24-bit digital-to-analog
converter �Digital Audio Labs� at a sampling rate of 25 kHz.
All stimuli were presented to the listener’s left ear through
Sennheiser HD-25 earphones. The experiment was con-
trolled by a computer using custom software. In the random
condition, 50 masker samples were generated and stored. A
different masker sample was drawn from this file on each
presentation. In the fixed condition, a single sample was gen-
erated and used on every presentation within and across
blocks of trials. No attempt was made to select the masker
properties of the fixed ten-tone masker sample. The first
sample drawn randomly was used for all listeners, resulting
in sinusoidal components at 407, 434, 1085, 1093, 1122,
1192, 1534, 1827, 1968, and 2160 Hz. Given that consider-
able variability in threshold across different masker samples
has been observed in previous studies of trained adults
�Wright and Saberi, 1999; Durlach et al., 2005�, the same
masker sample was used across listeners for the fixed condi-
tion.

3. Procedure

For testing, the child sat in front of a video monitor with
a touch-screen display and listened to sounds presented via
headphones. An experimenter sat inside the booth with the
child, initiated test trials, and entered the child’s responses.
Adults were tested using the same procedure, except they
were alone in the booth and initiated trials and entered re-
sponses directly using the touch-screen display. For all lis-
teners, correct responses were rewarded by an engaging im-
age presented on the monitor in a video game format.

Signal thresholds were measured using a two-interval,
forced-choice �2IFC� adaptive procedure that estimated
70.7% on the psychometric function �Levitt, 1971�. The sig-
nal occurred in either interval with equal a priori probability.
The signal was presented alone in a 300-ms warning interval
prior to each trial. The level of this pretrial signal cue was
matched to the level of the signal for each trial. Sessions
consisted of one training phase and one testing phase. In the
training phase, the signal was presented at a clearly audible
level, based on previous studies and pilot data. The training
phase ended when the listener responded correctly to a mini-
mum of five consecutive training trials. As noted earlier, four
children were unable to meet the training criteria.1 In the
testing phase, the starting level for the signal was approxi-
mately 10 dB above the expected threshold for each age
group and condition. An initial step size of 4 dB was de-
creased to 2 dB after the second reversal. Testing continued
until eight reversals were obtained and threshold was com-
puted as the mean of the last six reversals. Threshold was
initially measured for the signal presented in quiet. Testing
order for masker conditions described in experiments 1 and 2
�discussed below� was randomized across listeners.

B. Results and discussion

1. Quiet thresholds

Figure 1 presents thresholds for the 1000-Hz signal in
quiet for younger children �left panel�, older children �middle
panel�, and adults �right panel�. Data for individual listeners
are rank ordered from youngest to oldest. The solid horizon-
tal line represents the average threshold in quiet across lis-
teners for each age group. Quiet thresholds ranged from −4.7
to 23.0 dB SPL �mean=9.2 dB SPL� for younger children

FIG. 1. Quiet thresholds for the 1000-Hz signal are plotted for individual listeners, with listeners ordered by their age in years:months. Data across panels are
for younger children �5–7 years�, older children �8–10 years�, and adults. Solid horizontal lines indicate the mean group threshold.
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�5–7 years�, from −3.3 to 18.0 dB SPL �mean=6.1 dB SPL�
for older children �8–10 years�, and from −1.3 to 16.3 dB
SPL �mean=3.9 dB SPL� for adults. A one-way analysis of
variance �ANOVA� indicated no significant difference in
quiet threshold across the three age groups �F�2,32�=1.6;
p=0.2�.

2. Group differences

The data were examined in terms of both amount of
masking �masked threshold minus quiet threshold� and
masked threshold. The pattern of results was similar for the
two measures. Given no significant group differences in
quiet thresholds and the increased potential measurement er-
ror for amount of masking �i.e., using both quiet thresholds
and masked thresholds�, masked thresholds were selected.

Figure 2 presents average masked thresholds across lis-
teners with standard deviations �SDs� for broadband noise,
random-frequency, and fixed-frequency masker conditions.
Open bars indicate performance for younger children, filled
bars indicate performance for older children, and hatched
bars indicate performance for adults. For the broadband
noise condition, only small differences in average perfor-
mance were observed across age, with thresholds of 48.5 dB
SPL �SD=4.6� for younger children, 47.2 dB SPL �SD
=2.6� for older children, and 45.2 dB SPL �SD=2.8� for
adults. In contrast, a clear developmental effect in average
threshold was evident for both the random and fixed condi-
tions. Average thresholds for the random condition were
78.0 dB SPL �SD=5.1� for younger children, 71.7 dB SPL
�SD=7.9� for older children, and 65.3 dB SPL �SD=8.7� for
adults. Corresponding average thresholds for the fixed con-
dition were 69.4 dB SPL �SD=6.7�, 66.9 dB SPL �SD
=11.9�, and 56.5 dB SPL �SD=7.9�.

Age differences were analyzed with a repeated-measures
ANOVA with Masker Type �broadband noise versus random
versus fixed� as a within-subjects factor and Age �younger
children versus older children versus adults� as a between-
subjects factor. All effects were significant: Masker Type
�F�2,60�=155.3; p�0.001�, Age �F�2,30�=9.7; p=0.001�,

and Masker Type � Age �F�4,60�=2.9; p=0.03�. Post-hoc
comparisons were performed to examine the interaction of
masker type and age group.2 For the broadband noise condi-
tion, as expected, no differences in threshold across age were
found. These findings are consistent with previous studies
that have reported similar masking across preschoolers,
school-aged children, and adults with a broadband noise
masker �e.g., Wightman et al., 2003� and provide evidence
that children are adultlike in their ability to detect a tonal
signal in the presence of a broadband noise. Thus, average
performance for younger children, older children, and adults
is similar in a condition thought to involve little informa-
tional masking.

As in previous studies �e.g., Allen and Wightman, 1995;
Oh et al., 2001; Wightman et al., 2003�, children’s thresholds
were substantially higher than adults when presentation-by-
presentation variability in the spectra of a multi-tonal masker
was present. The average child-adult difference in threshold
for the random condition was 12.7 dB for younger children
and 6.4 dB for older children. Note also that the average
threshold for older children was 6.3 dB lower than the aver-
age threshold for younger children. These results are in
agreement with the hypothesis that children are more suscep-
tible to informational masking associated with masker-
spectral uncertainty than adults and that younger children are
more susceptible than older children.

This study tested adults with little training in the mask-
ing tasks. Consistent with previous studies of “trained”
adults using similar stimuli �i.e., adults who completed hun-
dreds of trials of simultaneous multi-tonal masker condi-
tions�, the current study with untrained adults found that the
adults’ average threshold was lower in the fixed multi-tonal
masker condition than in the random condition �Wright and
Saberi, 1999; Alexander and Lutfi, 2004; Durlach et al.,
2005�. Thus, reducing masker-spectral variability produced a
substantial decrease in informational masking for untrained
as well as trained adult listeners. As in the random-masker
condition, however, children’s thresholds remained higher
than adults for the fixed condition. The average child-adult
difference in threshold for fixed maskers was 12.9 dB for
younger children and 10.4 dB for older children. In contrast
to the random condition, however, thresholds for younger
children were elevated by only a small amount �2.5 dB� rela-
tive to older children in the fixed condition. These results
suggest that younger and older children are, on average,
more susceptible to masking than adults in both random and
fixed masker conditions. That is, neither younger nor older
children appear to take full advantage of the cues available in
fixing the masker spectra.

3. Individual differences

Consistent with previous studies of informational mask-
ing for adults �e.g., Neff and Dethlefs, 1995� and for children
�e.g., Oh et al., 2001�, individual differences in performance
were considerable. Given the large between-subjects vari-
ability, the trends observed in the group data may not accu-
rately reflect performance for individual listeners. Figure 3
presents thresholds for individual listeners for each age
group �across panels�. Open triangles indicate the broadband

FIG. 2. Average masked thresholds across listeners �with SDs� for each of
the three age groups �open bars for younger children, solid bars for older
children, and hatched bars for adults� are presented for the three types of
maskers: broadband noise �BBN�, ten-tone random frequency �Random�,
and ten-tone fixed frequency �Fixed�.
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noise condition, open squares indicate the random condition,
and filled circles indicate the fixed condition. The effect of
masker-spectral variability, defined as the difference in
threshold between the random and fixed conditions, is shown
by the gray vertical lines connecting symbols for each lis-
tener.

For the broadband noise condition, the same pattern of
results summarized by the average data in Fig. 2 was ob-
served for individual listeners. Thresholds for the broadband
noise masker condition were lower than for either multi-
tonal masker condition, with the exception of one older child
�age 8:0� with a slightly higher threshold for the broadband
noise �46 dB SPL� compared to the fixed �44 dB� condition.
Performance for most listeners was similar, with thresholds
at or below 50 dB SPL. Several children, however, had con-
siderable difficulty detecting the 1000-Hz tone in the pres-
ence of the broadband noise. Most notably, one of the young-
est listeners �age 5:7� had a threshold of 61 dB SPL, an
elevation of 11 dB relative to the average threshold for
younger children. In addition, one older child �age 8:5� had a
threshold of 53 dB SPL. Previous studies have noted an in-
creased susceptibility to masking by a broadband noise
masker in some preschoolers and have suggested this in-
creased masking reflects informational masking. Wightman
et al. �2003� provided strong evidence for this hypothesis,
demonstrating that several preschoolers in their study were
susceptible to masking by a contralateral broadband noise
masker.

Thresholds for most listeners were highest for the ran-
dom condition. The exceptions were one younger child �age
7:4�, two older children �age 8:6 and age 10:4�, and one adult
�34�, for whom performance was similar across random and
fixed conditions. For the children, that occurred because both
thresholds were high, that is, there was no reduction in
threshold with reduced variability. For the adults, the oppo-
site was true in that both thresholds were low, that is, perfor-
mance was not degraded with high variability. Among adults,
thresholds for the random condition varied widely, ranging
from 52.7 to 79.3 dB SPL. Less variability in threshold was
observed for the two groups of children, although individual
differences remained substantial. For 10 of 11 older children,
thresholds ranged from 65.7 to 84.0 dB SPL. Note, however,

the atypically low threshold �53.7 dB� for one older child
�age 8:0�. Thresholds were consistently high for the younger
children, ranging from 70.7 to 85.3 dB SPL.

A large range of performance was also observed across
listeners for the fixed condition. Although thresholds for the
fixed condition were elevated relative to adults by an average
of 13 dB for younger children and 10 dB for older children,
overlap in the distribution of performance across the three
age groups was evident. Thresholds for 5 of 11 adults fell
within 6 dB of their thresholds for the noise condition. In
contrast, the remaining six adults had elevations in threshold
of 10–24 dB for the fixed condition relative to performance
in the presence of the noise. Similar threshold elevations and
large individual differences in performance have been re-
ported in previous studies of trained adult listeners for detec-
tion of a tonal signal in the presence of a multi-tonal masker
with fixed spectra �e.g., Wright and Saberi, 1999; Alexander
and Lutfi, 2004; Durlach et al., 2005�. Thresholds for both
groups of children in the fixed condition were generally
higher than observed for most adults, and children’s thresh-
olds rarely fell within the lower range of thresholds observed
for the broadband noise condition. Thresholds for 9 of 11
older children in the fixed condition were elevated by 14 dB
or more �range=14–36 dB� relative to thresholds in the
broadband noise condition. Thresholds for all of the younger
children in the fixed condition were elevated by 11 dB or
more �range=11–34 dB�. Two older children �ages 8:0 and
9:5�, however, showed considerably lower thresholds in the
fixed conditions �43.7 and 47.0 dB SPL� relative to their
peers, with similar thresholds for the fixed and broadband
noise masker conditions. Note, however, that the child with
the lowest threshold in the random condition �8:0� still had
lower thresholds when the masker spectra were fixed com-
pared to when the masker spectra were varied. Thus, some
children can develop effective strategies to improve detec-
tion for the tonal signal in the presence of the multi-tonal
masker with fixed or random spectra.

In summary, thresholds for most children were higher
than thresholds for most adults for both random and fixed
conditions. These findings suggest that younger and older
children are more likely to be susceptible to informational

FIG. 3. Masked thresholds are plotted for individual listeners, with listeners ordered by their age in years:months. Data across panels are for younger children
�5–7 years�, older children �8–10 years�, and adults. Symbols indicate the broadband-noise �open triangles�, random-frequency �open squares�, and fixed-
frequency �filled circles� masker conditions. Vertical lines indicate the release from masking �random minus fixed ten-tone threshold� for each listener.
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masking than adults in the presence of a multi-tonal masker
whether the spectra are randomized or fixed. Several chil-
dren, however, had performance similar to most of the
adults, in that their thresholds were considerably lower than
the other children and also more similar to their thresholds
for broadband noise. As noted, one older child �age 8:0�
performed as well as “low threshold” adults in both random
and fixed conditions. Previous studies of informational
masking in children have also reported large individual dif-
ferences in performance. For example, Allen and Wightman
�1995� measured detection thresholds in 17 children aged 3
to 4 years for a 1000-Hz tone in the presence of a broadband
noise plus a remote-frequency random tonal masker. Thresh-
olds could not be measured at or below 90 dB SPL for ten
children. For the remaining seven children, however, the av-
erage increase in threshold with the distractors was 13 dB,
compared with an average increase in threshold of 11 dB
with the distractors for adults.

4. Effects of masker-spectral variability

The major question addressed by experiment 1 was
whether the effect of masker-spectral variability is larger for
children than for adults. If the effect of masker-spectral vari-
ability is defined as the difference in threshold between the
fixed and random conditions, the conclusion is that children
do not appear more susceptible to the external variability
than adults. The filled circles in Fig. 4 show the effect of
masker-spectral variability �random minus fixed threshold�
for individual listeners and for the average across listeners
�solid horizontal lines�, with data for the three age groups
across panels. Listeners are ordered as in Fig. 3.

The average increase in masking with masker-spectral
variability was 8.6 dB �SD=5.7� for younger children,
4.8 dB �SD=8.5� for older children, and 8.8 dB �SD=9.4�
for adults. A one-way ANOVA on the difference in threshold
across the random and fixed conditions indicated no signifi-
cant effect of Age �F�2,32�=0.8; p=0.4�.

Individual differences in the effect of masker-spectral
variability were striking. For younger children, 10 of 11 lis-
teners showed elevations in threshold of 3 dB or greater
when masker-spectral variability was present, with effects

ranging from 4 to 17 dB. The remaining listener �age 7:4�
was the one who showed similar, relatively high thresholds
for both fixed and random conditions �see corresponding
data in Fig. 3�. For older children, 6 of 11 listeners showed
an increase in thresholds of 3 dB or greater when masker-
spectral variability was present, with effects ranging from 5
to 23 dB. Four listeners �ages 8:5, 8:6, 9:0, and 10:4�, how-
ever, showed only small threshold changes �less than 3 dB�
and one listener �age 9:0� actually showed a 10 dB decrease
in masking when masker-spectral variability was present. For
adults, 8 of 11 listeners showed increases in threshold of
3 dB or greater when masker-spectral uncertainty was intro-
duced, with effects ranging from 3 to 27 dB. The remaining
3 adults �ages 19, 22, and 34� showed little or no change in
performance. Thresholds in the fixed condition were a sig-
nificant predictor of the increase in threshold with masker-
spectral variability for younger children �r=−0.67; p=0.03�
and for older children �r=−0.75; p=0.008�. That is, children
with the lowest thresholds in the fixed condition were more
susceptible to further masking with the introduction of
masker-spectral variability than were children with the high-
est thresholds. Thresholds in the fixed condition were not a
significant predictor of the further masking with masker-
spectral variability for adults �r=−0.51; p=0.11�.

The rationale for including the fixed masker condition
was to provide a reference condition that was matched to the
random condition in as many aspects as possible except for
masker-spectral variability.3 When the effect of masker-
spectral variability is defined as the difference in threshold
between the random and fixed conditions, children do not
appear to be more susceptible to masker-spectral variability
than adults. These findings seem inconsistent with earlier
studies that reported children were more susceptible to the
effects of masker-spectral variability than adults �e.g., Allen
and Wightman, 1995; Oh et al., 2001; Wightman et al.,
2003�. This apparent discrepancy appears to reflect differ-
ences in the reference condition used to estimate the effects
of the external spectral variability and emphasizes the impor-
tance of separating informational masking produced by
masker-spectral variability from informational masking pro-
duced by other factors. Most previous studies of informa-

FIG. 4. The release from masking produced by reducing spectral uncertainty is plotted for each listener and for the average across listeners �Av� using the
same format as Fig. 3. Masking release using the broadband noise condition as the reference �random minus broadband noise thresholds� is shown by open
triangles and masking release using the fixed condition as the reference �random minus fixed thresholds� is shown by filled circles. The dotted and solid
horizontal lines in each panel indicate the mean group threshold for the broadband noise and fixed-frequency reference conditions, respectively.
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tional masking have estimated the effect of masker-spectral
variability relative to performance in quiet or performance in
broadband noise. The open triangles in Fig. 4 show the re-
lease from masking �random minus noise threshold� for in-
dividual listeners and the average across listeners �dotted
horizontal lines� when the broadband noise condition was
used as the reference. A one-way ANOVA on these differ-
ence scores indicated a significant effect of Age �F�2,32�
=4.5; p=0.02�. Thus, the current data indicate child-adult
differences when the effect of spectral variability is defined
relative to the noise condition, consistent with previous stud-
ies. The fact that most children’s thresholds are elevated rela-
tive to adults for fixed-frequency multi-tonal maskers sug-
gests, however, that masker-spectral variability is not the
primary factor responsible for the child-adult differences in
informational masking observed in the current study.

Although the data are limited, the results of two recent
studies support the idea that detrimental effects of external
spectral stimulus variability are not greater for children com-
pared to adults when minimal-uncertainty conditions are
used as the reference. First, Leibold and Werner �2006� mea-
sured detection thresholds for a 1000-Hz tone in the presence
of remote-frequency two-tone maskers for 6–9-month-old in-
fants and untrained adults. As in the current study, the fre-
quency content of the two-tone maskers was either random-
ized or fixed. The difference in threshold between the
random and fixed two-tone maskers was similar across in-
fants and adults. As with children, infants’ thresholds were
higher than adults in both the random- and fixed-frequency
conditions. Second, Buss et al. �2006� recently reported that
children aged 5 to 10 years were less susceptible to external
stimulus variability in an intensity discrimination task.
Thresholds for both children and adults increased with the
introduction of a level rove, but the increase in threshold was
smaller for children compared to adults. The authors sug-
gested that children’s performance was limited by an in-
creased level of internal noise relative to adults.

The mechanisms responsible for children’s increased
susceptibility to masking in the fixed condition relative to
adults are unknown, as are the factors that elevate adults’
thresholds in this condition. Given that cochlear function ap-
pears to be mature by 6 months of age �reviewed by Werner,
1996�, however, it is difficult to attribute the child-adult age
differences in threshold for the fixed condition to develop-
mental changes in energetic masking. Instead, the elevated
thresholds and large variability both within and across age
groups are consistent with age differences in informational
masking. This conclusion is further supported by the consis-
tent and similar performance in noise across all age groups.

III. EXPERIMENT 2: EFFECT OF MASKER FRINGE

In experiment 1, thresholds for most listeners were
higher for the random- relative to the fixed-frequency condi-
tion. Thresholds for the 1000-Hz signal remained consider-
ably elevated, however, in the presence of the fixed masker,
with most children exhibiting poorer performance than most
adults. The purpose of experiment 2 was to determine
whether a temporal cue in the form of a masker “fringe”

would provide a release from masking for fixed and random
conditions for listeners in each age group. Based on Neff
�1995�, a temporal offset between masker and signal should
reduce informational masking, but have little effect on ener-
getic masking �e.g., thresholds with broadband noise
maskers�. In a recent study testing trained adults, as much as
21 dB of masking release was observed with a 100-ms
masker fringe for random-frequency ten-tone maskers and
9 dB of masking release for fixed-frequency ten-tone
maskers �Leibold et al., 2005�. In contrast, no masking re-
lease was observed with the masker fringe when the masker
was broadband noise. Children have also been shown to ben-
efit from a similar temporal cue when both the signal and
masker consist of multi-tonal sequences �Hall et al., 2005�.
Thus, if the elevated thresholds for children for the fixed
condition observed in experiment 1 reflect informational
masking, adding the masker fringe should produce a further
reduction in threshold.

A. Method

1. Listeners, stimuli, conditions, and procedure

All aspects of experiment 2 were the same as experiment
1, except that masker duration was increased to 500 ms. The
300-ms signal, when present, was temporally centered in the
masker, with a 100-ms masker fringe preceding and follow-
ing each signal. The frequency components of the fixed
masker sample were identical across no-fringe and fringe
conditions. The data were collected at the same time as ex-
periment 1, with testing order randomized across conditions.

B. Results

1. Group differences

Figure 5 shows average masked thresholds for younger
children, older children, and adults for conditions without
�open bars� and with �filled bars� the masker fringe. Thresh-
olds for broadband noise, random, and fixed maskers are
plotted across panels. Data for no-fringe conditions are re-
plotted from Fig. 2. The difference in threshold between no-
fringe and fringe conditions defines the release from masking
produced by the temporal fringe for each masker type. For
the broadband noise masker, little or no differences in per-
formance were observed across no-fringe and fringe condi-
tions for any age group. The average threshold reduction in
the broadband noise condition was −0.8 dB �SD=2.9� for
younger children, −1.2 dB �SD=4.2� for older children, and
0.1 dB �SD=3.0� for adults. In contrast, reductions in aver-
age threshold were evident for both random and fixed con-
ditions with the masker fringe, with average reductions in the
random condition of 9.0 dB �SD=9.5� for younger children,
11.8 dB �SD=6.2� for older children, and 15.3 dB �SD
=6.2� for adults. The average masking release in the fixed
condition was 9.3 dB �SD=10.3� for younger children,
15.0 dB �SD=8.7� for older children, and 8.5 dB �SD=7.1�
for adults. These findings are consistent with previous stud-
ies that have reported informational masking release with a
masker fringe for trained adults for similar stimuli �Leibold
et al., 2005� and for children with multi-tonal sequences
�Hall et al., 2005�, and provide further evidence that at least
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part of the masking observed in both random and fixed no-
fringe conditions for children and adults is informational.

To examine whether these effects of the masker fringe
were significant, a repeated measures ANOVA with Masker
Type as a within-subjects factor and Age as a between-
subjects factor was performed on the difference in threshold
between no-fringe and fringe conditions. The analysis con-
firmed a significant main effect of Masker Type �F�2,60�
=35.3; p�0.001�, indicating differences in effectiveness of
the masker fringe across the three masker types. The main
effect of Age was not significant �p�0.3�, indicating the
release from masking was similar for children and adults.
The Masker Type � Age interaction was also not significant
�p�0.1�. A one-way ANOVA on the difference in threshold
across the no-fringe and fringe conditions indicated a signifi-
cant release from masking for both the fixed �F�1,30�
=51.0; p�0.001� and random �F�1,30�=85.9; p�0.001�
conditions, but not for the broadband noise condition
�F�1,30�=1.2; p=0.3�.

2. Individual differences

Considerable individual differences in masking release
were evident both within and across age groups for the

multi-tonal maskers. Figure 6 shows the release from mask-
ing associated with the masker fringe �no-fringe minus fringe
threshold� for individual listeners, using the same format as
Fig. 3. Data at or below the dotted horizontal line indicate no
release from masking with the temporal cue. The temporal
cue had little effect in the broadband noise condition, with
the exception of one 5-year-old �5:7� who had the atypically
elevated threshold of 61 dB SPL in the no-fringe condition
�5.7 dB of masking release�, and an 8-year-old �8:6� with
6.7 dB of release. These results confirm little influence of
informational masking for most listeners for the broadband
noise condition.

The majority of listeners in all age groups benefitted
from the temporal cue in the random condition. For younger
children, 8 of 11 children showed a masking release of 3 dB
or greater with the masker fringe, with reductions in thresh-
old ranging from 5 to 28 dB. Exceptions include a 5-year-old
�5:11� and a 7-year-old �7:4� with little or no masking release
and a 5-year-old �5:7� with a 3-dB threshold increase in the
fringe relative to the no-fringe random condition. For older
children, 10 of 11 listeners showed a masking release of
3 dB or greater with the fringe, with reductions ranging from
6 to 22 dB. The remaining listener, an 8-year-old �8:8�, did

FIG. 5. Average masked thresholds �with SDs� across listeners in each age group are presented for no-fringe �open bars� and fringe �filled bars� conditions.
Data for broadband noise �BBN�, random-frequency �Random�, and fixed-frequency �Fixed� masker conditions are plotted across panels.

FIG. 6. Release from masking associated with the temporal masker fringe �no-fringe minus fringe threshold� is plotted for individual listeners for younger
children, older children, and adults �across panels�. Open triangles, open squares, and filled circles are for the broadband noise, random, and fixed conditions,
respectively. Data at or below the dotted horizontal line indicate an absence of masking release.
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not benefit from the temporal fringe. All adults showed a
masking release of 3 dB or more with the masker fringe in
the random condition, with reductions ranging from 9 to
25 dB. These data indicate that children as young as age 5
can use temporal cues to reduce informational masking in the
presence of a random-frequency multi-tonal masker.

Of particular interest to the current study, Fig. 6 shows
that thresholds for most listeners also improved with the
masker fringe for the fixed-frequency condition. For younger
children, 9 of 11 listeners showed a masking release of 3 dB
or greater, with effects ranging from 4 to 31 dB. One listener
�age 7:5� showed similar performance across the no-fringe
and fringe fixed conditions. The remaining listener �age 5:11�
showed a 7-dB increase in masking with the masker fringe.
For older children, 10 of 11 listeners showed a masking re-
lease of 3 dB or greater with the masker fringe, with reduc-
tions ranging from 3 to 28 dB. The remaining listener �age
8:0� showed no masking release. Note that this was also the
listener with the atypically low threshold in the no-fringe
fixed condition, thus limiting the potential for further reduc-
tions in threshold. For adults, 8 of 11 listeners showed a
masking release of 3 dB or greater with the masker fringe,
with reductions ranging from 4 to 23 dB. Little or no mask-
ing release was observed for the remaining three listeners
�ages 20, 24, and 31�.

In summary, both adults and children appear susceptible
to some degree of informational masking under conditions
without masker-spectral uncertainty. No evidence of system-
atic differences in amount of masking release associated with
the temporal fringe was observed across the three age groups
for the fixed condition. However, the combination of reduc-
ing masker-spectral variability and adding a temporal cue
�i.e., the fixed-fringe condition� yielded more thresholds that
were similar to thresholds observed in broadband noise for
adults than for children. In particular, thresholds for younger
children remain notably elevated above adults even when
both cues are available.

3. Developmental changes in benefit from reduced
spectral uncertainty and temporal cues

Reports of sizeable reductions in informational masking
for adults in the presence of cues thought to promote sound
source determination indicate that informational masking
may reflect, in whole or in part, an inability to perform sound
source determination �e.g., Kidd et al., 1994; Neff, 1995;
Richards and Neff, 2004�.The current data suggest that most
children can effectively use spectral and temporal cues to
distinguish between relevant and irrelevant complex sounds.
This result is in partial agreement with results from Hall et
al. �2005�, who found no significant differences in release
from informational masking between children and adults as-
sociated with a temporal asynchrony cue between the signal
and the masker. Inconsistent with the current findings, how-
ever, Hall et al. observed less masking release for children
relative to adults associated with a spectral cue, that is, when
masker spectral variability was manipulated to aid perfor-
mance. Differences in methodology across the two studies
make it difficult to determine the basis for this discrepancy
or may be the reason for different results. In the current

study, masking release was examined using a simultaneous-
masking detection paradigm �e.g., Neff and Green, 1987�. In
this paradigm, reductions in informational masking are typi-
cally observed when masker-spectral variability is decreased.
Presumably, the reduced masker variability aids in sound
source determination by increasing the saliency of the signal.
In contrast, Hall et al. examined children’s masking release
using the multiburst pattern recognition paradigm similar to
that of Kidd et al. �1994�. In this paradigm, reductions in
informational masking are typically observed when masker-
spectral variability is increased. Presumably, the fixed-
frequency signal bursts contrast with the random-frequency
masker bursts to aid in perceptual segregation.

Although children benefited from the masker fringe in
both fixed and random conditions in the present study,
thresholds for children remained elevated relative to thresh-
olds for adults in the presence of a spectral cue �fixed no-
fringe threshold�, a temporal cue �random fringe threshold�,
and combined spectral and temporal cues �fixed fringe
threshold�. The mechanisms responsible for the persistence
of masking in children despite the availability of both spec-
tral and temporal cues are unknown. Durlach et al. �2003a�
have suggested that informational masking is largely deter-
mined by signal-masker similarity. One possible explanation
for children’s apparent susceptibility to informational mask-
ing for the fixed fringe condition is that the effect of similar-
ity might be larger for children than for adults. However,
thresholds for 3–4 year-old children are elevated relative to
adults when the signal is a pure tone and the masker is a
broadband noise with a spectral notch surrounding the signal
frequency �Allen et al., 1989; Hall and Grose, 1991�. The
degree of stimulus similarity between a notched-noise
masker and tonal signal seems much smaller than the present
case of a tonal signal and multi-tonal masker, yet younger
children perform more poorly than adults in both cases. It is
interesting to note that differences in threshold between
4-year-old children and adults are larger for noise conditions
with a spectral notch surrounding the signal frequency than
for noise conditions without a notch �Hall and Grose, 1991�,
an effect that can be accounted for by age differences in
detection efficiency and different growths of loudness in
noise maskers with and without a spectral notch. It is pos-
sible that a similar mechanism is responsible for the larger
child-adult differences in threshold observed in the current
study for multi-tonal maskers with a spectral gap around the
signal frequency than for the overlapping noise masker.

Providing children with the opportunity to improve per-
formance by reducing masker-spectral variability or adding a
fringe does not mean they will or can take maximum advan-
tage from these cues. The consistent amount of masking re-
lease observed across age groups with the introductions of
these cues, however, argues that children can make effective
use of the information provided by either the spectral or tem-
poral cue. Buss et al. �2006� have recently argued that a
higher level of internal noise in children relative to adults
limits performance in an intensity discrimination task.
Higher internal noise levels might likewise influence the cur-
rent data in the fixed fringe condition. Alternatively, the chil-
dren’s increased susceptibility to masking in the fixed fringe
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condition might reflect immaturities in the ability to perform
sound source determination. The parameters associated with
sound source determination have not been studied exten-
sively during development and are not well understood even
for trained adult listeners. Children might use other cues in
these conditions or perform sound source determination in a
different way than adults. Finally, there are little data on
effects of training on children’s performance in informational
masking tasks. In particular, the effect of reducing spectral
uncertainty or introducing a temporal fringe on the rate or
degree of improvement is unknown. Understanding both the
degree and rate of training in these conditions might provide
an additional approach to assess the ability or ease with
which children �or adults� can use various cues to reduce
informational masking.

IV. SUMMARY AND CONCLUSIONS

The results of the present study indicate that both chil-
dren and adults show informational masking in the absence
of masker-spectral variability when the masker is a fixed-
frequency ten-tone complex. More children than adults, how-
ever, show informational masking with fixed-frequency
maskers. When the effects of masker-spectral variability are
estimated as the difference in threshold between the random-
and fixed-frequency conditions, children do not show larger
effects of masker-spectral variability than adults. Instead,
thresholds for most children were elevated relative to thresh-
olds for most adults in both random and fixed conditions.
Release from masking observed for all age groups in the
fixed condition with the addition of a temporal cue �masker
fringe� suggests contributions of informational masking de-
spite the absence of masker-spectral variability. The masker
fringe is presumed to aid perceptual segregation of the signal
from the masker tones for the ten-tone masker. The mecha-
nisms responsible for children’s increased thresholds to
masking relative to adults for conditions with both reduced
masker-spectral variability and a masker fringe require fur-
ther investigation.
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1Three of the four children excluded from the present study were able to
meet the training criteria when the pretrial signal cue was removed. The use
of a pretrial signal cue was intended to aid performance, as has been dem-
onstrated in previous studies of trained adults for a fixed-frequency signal
and a random-frequency multi-tonal masker �e.g., Richards and Neff,
2004�. The current results suggest that young children and adults use this
cue differently, however, which should be investigated in future studies.

2In this mixed-model design, post-hoc statistical tests are not recommended
unless sphericity is nonsignificant, because of an inflated type I error rate if
this assumption is violated. In the present experiment, sphericity was found
to be nonsignificant �p=0.3� and Bonferroni corrections were used for the
post-hoc tests as a conservative approach. The criterion for significance was
set at p�0.05.

3The current study used a single, randomly selected masker sample for the
fixed masker. Multi-tonal masker samples can differ widely in masking

effectiveness �e.g., Neff and Callaghan, 1987; Wright and Saberi, 1999�.
This threshold variability is thought to reflect, at least in part, differences in
peripheral excitation across masker samples. Thus, it is important to con-
sider whether the specific masker sample used for the fixed-frequency
masker here is representative of the average energetic masking produced by
the random-frequency maskers. To examine this issue, threshold for the
1000-Hz tone in the presence of the fixed-frequency sample was predicted
using the Moore et al. �1997� excitation-based model of loudness. The
predicted threshold, obtained by finding the level at which the partial loud-
ness of the 1000-Hz signal was equal to 2 phons was 39.6 dB SPL. To
examine whether the specific masker sample used for the fixed-frequency
masker is representative of the average excitation-based masking produced
by the random-frequency maskers, threshold for the 1000-Hz tone was also
predicted for each of ten additional, randomly selected ten-component
masker samples. The predicted thresholds for these ten samples ranged
from 9.3 to 45.9 dB SPL �mean=30.1 dB SPL�. Thus, the predicted periph-
eral masking for the specific masker sample used for fixed conditions in the
current study falls within this range, although it is higher than the average
predicted threshold. Note also that the predicted threshold underestimates
observed thresholds by an average of 29.8 dB for younger children,
27.3 dB for older children, and 16.9 dB for adults for the fixed, no-fringe
condition, providing additional evidence that at least part of the masking
observed in the fixed condition is informational.
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For human listeners, cues for vertical-plane localization are provided by direction-dependent pinna
filtering. This study quantified listeners’ weighting of the spectral cues from each ear as a function
of stimulus lateral angle, interaural time difference �ITD�, and interaural level difference �ILD�.
Subjects indicated the apparent position of headphone-presented noise bursts synthesized in virtual
auditory space. The synthesis filters for the two ears either corresponded to the same location or to
two different locations separated vertically by 20 deg. Weighting of each ear’s spectral information
was determined by a multiple regression between the elevations to which each ear’s spectrum
corresponded and the vertical component of listeners’ responses. The apparent horizontal source
location was controlled either by choosing synthesis filters corresponding to locations on or 30 deg
left or right of the median plane or by attenuating or delaying the signal at one ear. For broadband
stimuli, spectral weighting and apparent lateral angle were determined primarily by ITD. Only for
high-pass stimuli were weighting and lateral angle determined primarily by ILD. The results suggest
that the weighting of monaural spectral cues and the perceived lateral angle of a sound source
depend similarly on ITD, ILD, and stimulus spectral range. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2722048�

PACS number�s�: 43.66.Qp, 43.66.Ba �RAL� Pages: 3677–3688

I. INTRODUCTION

For human listeners, the primary cues for sound local-
ization in the vertical dimension are provided by the
direction-dependent acoustical filtering of the pinnae, head,
and upper body. The resulting spectral cues complement the
binaural cues of interaural time difference �ITD� and inter-
aural level difference �ILD�, which are the primary determi-
nants of apparent location in the horizontal dimension. The
spectral cues are often referred to as monaural cues, because,
in principle, information from a single ear is sufficient to
specify the location of a sound source. Although some uni-
laterally deaf listeners can localize well in both the horizon-
tal and vertical dimensions �Slattery and Middlebrooks,
1994�, normal-hearing listeners require access to both the
binaural difference cues and the spectral cues in order to
localize accurately �Wightman and Kistler, 1997b; Martin et
al., 2004�.

Under normal circumstances, a listener receives infor-
mation about a sound source’s location in space simulta-
neously from the left- and right-ear monaural spectra. The
manner in which these two sources of information are com-
bined by the auditory system has been addressed in a number
of previous studies �Musicant and Butler, 1984; Humanski
and Butler, 1988; Wightman and Kistler, 1999; Morimoto,
2001; Hofman and Van Opstal, 2003; Jin et al., 2004�, in
each of which localization accuracy was compared between
normal listening conditions and conditions in which the
spectral cues at one ear were distorted or degraded �a good-

ear/bad-ear paradigm�. The spectral distortion was achieved
either by filling or occluding the hollows of the pinna or, as
in Wightman and Kistler �1999� and Jin et al. �2004�, by
presenting the stimuli in a virtual acoustic space while alter-
ing the synthesis of the spectral cues for one ear. In all of
those studies, listeners exhibited impaired vertical-plane lo-
calization performance for targets on the bad-ear side. That
impairment lessened as the target location was moved across
the midline to the good-ear side, and localization perfor-
mance was normal for locations more than �40 deg from the
midline on the good-ear side. Those studies therefore dem-
onstrated that the spectral cues from each ear have decreased
influence when that ear is contralateral to the target and that
the influence of a contralateral “bad” ear is negligible for
targets sufficiently displaced from the midline.

Quantification of the weighting of the information from
each ear is difficult using the good-ear/bad-ear method, be-
cause the location �if any� corresponding to the unnatural
spectrum at the “bad” ear is unknown. Hofman and Van Op-
stal �2003� have proposed a measure of the influence of the
“good” ear using that method, but in the present study, an
alternative approach was used in which there was a mis-
match between the locations specified by the left-ear and
right-ear monaural spectra, but in which those monaural
spectra were not themselves degraded �a good-ear/good-ear
paradigm�. This was achieved using virtual auditory space
methods �e.g., Wightman and Kistler, 1989a� and individual
measurement of each listener’s directional transfer functions
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�DTFs—the directional component of the head-related trans-
fer functions, HRTFs�. A direct computation of the weight
given to the information from each ear was made possible by
manipulating only the interaural relationship between the
monaural spectral cues while preserving the natural
spectrum-to-space mapping at each ear.

The present study focused on the proximal stimulus pa-
rameters �those directly available to the auditory system:
ILD, ITD, and spectral range� influencing the binaural
weighting of information from each ear, whereas previous
studies examined primarily the effect of the physical location
of the source. One obvious hypothesis is that the influence of
the spectrum at each ear is determined by the relative inten-
sity of the signal at that ear, and therefore that the binaural
weighting of the spectral cues depends only upon ILD. Al-
ternatively, the weighting might depend upon ITD, which has
been shown to be the primary determinant of apparent lateral
angle for sounds containing low frequencies �Wightman and
Kistler, 1992; Macpherson and Middlebrooks, 2002�, or
upon some combination of all the stimulus properties that
vary with source lateral angle.

To conceptualize the role of ILD or ITD in the binaural
combination of monaural spectral information, it is helpful to
refer to two alternative mechanisms proposed by Hofman
and Van Opstal �2003�. These are spatial averaging �Fig.
1�a��, in which each of the monaural spectra is mapped in-
dependently to a particular location in space and then the
spatial estimates are combined in a weighted average, and
spectral averaging �Fig. 1�b��, in which the left- and right-
ear spectra are combined and the resulting single spectrum
mapped to space. In both models, the weighting �wR or wL�
applied to the information in each channel depends, via an
unspecified mechanism, monotonically on the lateral location
of the sound source. The auditory system, of course, does not
have direct access to the source’s true lateral location, which
must be derived from the proximal binaural difference cues.
The influence of those cues as the focus of the present study
is illustrated in Fig. 1�c�.

The present study was not designed to distinguish be-
tween the spatial averaging and spectral averaging models,
and in fact the relatively small mismatch introduced between
left- and right-ear spectra should have produced similar re-
sults from either mechanism. The method used to compute
the weighting factors—a multiple linear regression between
the elevations to which each ear’s spectrum corresponded
and the listeners’ resulting elevation judgments—directly
represents the spatial averaging model. That model was best
suited to predicting responses to our manipulated stimuli be-
cause each monaural spectrum-to-location mapping stage re-
ceived as input only normal DTF spectra �from each “good”
ear�, and it was therefore reasonable to assume that the out-
put monaural location estimates corresponded accurately to
the input DTF measurement locations without making any
assumptions about how the mapping itself was accom-
plished. In the spectral averaging model, even a good-ear/
good-ear stimulus could result in an unnatural �or “bad”�
combined binaural spectrum. If the magnitude of the mis-
match were small, however, that spectrum should be close to
the natural combined spectrum for a location intermediate

between those presented to each ear, and thus the model
should also behave approximately linearly. The regression
computation should therefore yield accurate values for the
weights for either model.

The results of the present study demonstrate that the
binaural weighting of monaural cues can be determined ei-
ther by ILD or by ITD, depending upon the spectral range of
the stimulus. In particular, the results demonstrate that
weights are determined primarily by ILD only for high-pass
stimuli, and that, in stimuli containing low frequencies, it is
possible both to change the weighting without altering the
stimulus ILD �by altering the ITD� and to maintain equal
binaural weighting in stimuli with substantial ILDs �by
maintaining near-zero ITD�. The relationship between stimu-
lus spectral range, ILD, and ITD in determining the binaural
weighting parallels the relationship between those stimulus
properties in the determination of perceived lateral angle
�Macpherson and Middlebrooks, 2002�.

II. METHODS

A. Subjects

Thirteen paid listeners �eight female and five male� aged
19–26 years �mean 21 years� were recruited from the Uni-

FIG. 1. Two conceptual models of the binaural weighting of monaural spec-
tral cues proposed by Hofman and Van Opstal �2003�. �a� Spatial averaging
model. �b� Spectral averaging model. HR and HL are the spectra at the ears
including the right- and left-ear head-related transfer functions. HB is the
combined binaural spectrum. ER and EL are the independent monaural esti-
mates of source elevation. EB is the final elevation estimate from the com-
bined binaural information. �c� Proximal cues influencing the weighting co-
efficients.
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versity of Michigan community. All listeners had hearing
loss �10 dB at octave frequencies from 0.25 to 8 kHz as
determined by standard clinical audiometry. None had previ-
ous experience in sound localization or other psychoacoustic
experiments. Before data collection began, all were given
instruction and several hours of practice in free-field and
virtual auditory space localization tasks using flat-spectrum,
broadband noise targets. Listeners practised localization of
those virtual-space targets until informal inspection of their
data indicated that their performance had stabilized. No trial-
by-trial feedback was provided during this training nor dur-
ing the experiments.

B. Directional transfer function measurement

In order to permit the synthesis of individualized virtual
auditory space stimuli, each listener’s DTFs were measured
using the procedure described by Middlebrooks �1999a�.
Briefly, 512-point, 50-kHz Golay code pairs �Golay, 1961;
Zhou et al., 1992� were presented from a loudspeaker �Infin-
ity 32.3 CF� positioned 1.2 m from the listener’s head. The
loudspeaker was mounted on a movable hoop covered with
sound-absorbing foam and was located in a sound-
attenuating, double-walled anechoic chamber �2.6�3.7
�3.2 m3 of usable space�, the walls and ceiling of which
were lined with glass-fiber wedges �1 m deep and the floor
with sound-absorbing Sonex foam wedges �15 cm deep.
Measurements were made at 400 locations approximately
evenly distributed in space ��10-deg separation� around the
listener’s head, which was held in a level and forward-facing
orientation for the duration of the procedure �8–10 min�.
The responses to these excitation signals were recorded si-
multaneously by two miniature electret microphones
�Knowles, model 1934� inserted approximately 5 mm into
the listeners’ ear canals. This was deep enough to capture all
spatial information independent of any ear canal resonances
�Middlebrooks et al., 1989; Hammershøi and Møller, 1996�.

HRTFs were computed by cross correlation of excitation
and response, Fourier transformation, and the removal of the
measured loudspeaker transfer function. The loudspeaker
transfer function used for that correction was obtained simi-
larly, in the absence of the listener, by recording the on-axis
response to the Golay code excitation with a 1

2-in. reference
microphone �Larson Davis, model 2540� positioned at the
location of the listener’s head. DTFs for each ear were com-
puted from the HRTFs by dividing each HRTF by the root-
mean-square average magnitude spectrum �i.e., the nondirec-
tional component� of the set of HRTFs for that ear. The
nondirectional components also contained the transfer func-
tions of the microphones and any fixed-geometry reflections
from the foam-covered hoop that supported the loudspeaker,
which were thus removed by this procedure. Directional im-
pulse responses were computed from the DTFs via inverse
Fourier transform, were windowed to 5.12 ms �256 samples�
in duration, and contained no obvious reflections from cham-
ber surfaces.

C. Stimulus synthesis and presentation

The target stimuli consisted of 100-ms bursts of flat-
spectrum, random-phase noise with 1-ms squared-cosine on-
set and offset ramps. Stimulus waveforms were synthesized
digitally using the inverse Fourier transform method, and the
pass-band spectra of the stimuli ranged either from 0.5 to
16 kHz �broadband conditions� or from 4 to 16 kHz �high-
pass conditions� with no energy beyond those frequencies.
For convenience, the spectral range stimulus parameter will
be referred to as bandwidth. Each waveform was then con-
volved with the time-domain counterparts of the right- and
left-ear DTFs corresponding to the desired locations for pre-
sentation via headphones in virtual auditory space. The DTF
filters for the two ears either corresponded to the same loca-
tion �the natural situation� or to two different locations dis-
placed horizontally from the vertical median plane by the
same angle, but separated vertically by 20 deg �an artificial
situation�. That is, the left and right monaural spectra could
“point” to the same location or to two different locations.

In some conditions �described fully in Sec. II D�, such
interaurally mismatched stimuli were presented without
other manipulation using DTF filters corresponding to loca-
tions on or 30 deg to the left or right of the vertical median
plane �lateral angles of 0, −30, or +30 deg, respectively�. In
other conditions, DTF filters only from midline locations
were used, and the interaural time difference �ITD� and in-
teraural level difference �ILD� cues present in the stimulus
after DTF filtering were manipulated by imposing a whole-
waveform delay �300 �s� or attenuation �10 dB� on the sig-
nal at one ear or the other. The imposition of delay or attenu-
ation will be referred to as adding ITD or ILD bias to the
stimulus, and the DTF filter lateral angle, the ILD bias, or the
ILD bias will be referred to as the lateralizing parameter.

Stimuli were presented at a sampling rate of 50 kHz.
The signal chain consisted of digital-to-analog converters
and analog attenuators �Tucker-Davis Technologies �TDT�
models DD1 and PA4�, custom built low-pass reconstruction
filters �eighth-order elliptical, 20-kHz cutoff�, a headphone
amplifier �TDT model HB6�, and circumaural headphones
�Sennheiser model HD 265�. We did not attempt a rigorous
equalization of the headphone response. Rather, the “diffuse-
field equalized” headphone response itself restored an ap-
proximation of the diffuse-field component removed in the
computation of the DTFs, and the listener’s own ear canal
restored the ear canal resonance. Listeners can localize accu-
rately in the virtual auditory space generated by this method
�Middlebrooks, 1999b�. Stimuli were presented at sound
pressure levels equivalent to free-field presentation at
50–60 dB �relative to 20 �Pa rms�. The stimulus level was
roved randomly trial-by-trial within that range.

D. Stimulus locations and conditions

Target and response locations were described in the two-
pole, lateral-angle, and elevation coordinate system shown
in Fig. 2�a�. Lateral angle is defined as the angle between a
location and the vertical median plane, with positive values
to the listener’s right. Elevation is defined as the angle be-
tween a location and the horizontal plane, with positive val-
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ues above the horizontal plane. The front- or rear-hemisphere
position of each response location was also recorded. All
target locations lay in the front hemisphere.

In order to promote a uniform response strategy for ma-
nipulated and unmanipulated stimuli, in each block of 118–
142 trials, approximately 50% of the trials were faithfully
synthesized, natural targets with no interaural mismatch of
spectral cues. These were drawn from the locations shown in
Fig. 2�b�, which lay at lateral angles of ±10, ±20, or ±40 deg
and at elevations between −50 and +50 deg. Equal numbers
of broadband and high-pass natural stimuli were interleaved
with the experimental stimuli in each trial block.

In order to evaluate the binaural weighting of the mon-
aural spectral cues as a function both of a target’s physical
lateral angle and, independently, of ILD and ITD, six stimu-
lus conditions were devised. These consisted of lateral-
angle, ILD-bias, and ITD-bias conditions, each with a broad-
band and high-pass variant.

For the lateral-angle condition, the chosen DTF loca-
tions are shown in Figs. 2�c�–2�e�, in which filled and open
circles indicate the elevations �ER and EL� of the right- and

left-ear DTF filters, respectively. The elevation deviation
�ER−EL� was 0, +20, or −20 deg �Figs. 2�c�–2�e�, respec-
tively�, and elevations were distributed in 10-deg increments
between −30 and +30 deg. The lateral angles of the filters
were −30, 0, or +30 deg, and for each stimulus, the right-
and left-ear filters had the same lateral angle �although for
clarity, the symbols have been offset horizontally in Fig. 2�.

In the ILD- and ITD-bias conditions, only the midline
DTF-filter locations �indicated by the shaded regions in Figs.
2�c�–2�e�� were used, with elevation deviations identical to
those in the lateral-angle condition. For such midline loca-
tions, the natural ILD is close to 0 dB and the natural ITD is
close to 0 �s. These natural binaural difference cues were
altered by applying ILD bias of −10, 0, or +10 dB or ITD
bias of −300, 0, or +300 �s. Those delay and attenuation
values were chosen because they approximate the values of
ITD and overall ILD corresponding to a broadband source
30 deg from the midline, and thus provide some equivalence
between the lateralizing parameters in each condition. The
ILD bias manipulation did not replicate the natural variation
of ILD across frequency, but we have shown previously that
application of 10 dB ILD bias to a high-pass stimulus �or
300 �s ITD bias to a broadband stimulus� produces shifts in
apparent lateral angle of �30 deg and that the details of the
interaural level spectrum are relatively unimportant
�Macpherson and Middlebrooks, 2002�.

Broadband and high-pass stimuli were intermixed within
trial blocks in all lateral-angle, ILD-bias, and ITD-bias con-
ditions. Stimuli for the ILD-bias and ITD-bias conditions
were intermixed within blocks, but stimuli for the lateral-
angle condition were presented in separate blocks. Listeners
typically completed four to six trial blocks in each experi-
mental session. Over the course of multiple experimental
sessions �extending over 2–3 months�, each individual ex-
perimental stimulus �with a particular target elevation, eleva-
tion deviation, bandwidth, and bias or lateral angle� was pre-
sented four times to each listener. In total, each listener
responded to 4200 trials distributed over 22 blocks each con-
sisting of 118–142 trials.

E. Response procedures

The virtual auditory space stimuli were presented over
headphones while the listener stood at the center of the dark-
ened anechoic chamber. Listeners indicated the apparent lo-
cation of a target either by head-pointing �turning the body
and tilting the head to orient the face in the appropriate di-
rection� or by using an acoustic pointer �a joystick-
controlled virtual auditory space pointer sound alternated
with the target and its position adjusted until they were
aligned�. Six listeners used the head-pointing method, and
seven used the acoustic pointer. Each subject used only one
of these methods throughout the experiment, but all were
initially trained in head-pointing to free-field targets before
proceeding to practice with virtual-space targets and the as-
signed response method. Using the head-pointing response
method, each block of 118–142 trials took 8–15 min to com-
plete, whereas each acoustic-pointer block took 15–30 min.
On average, the listeners using the acoustic-pointer method

FIG. 2. Coordinate system, target locations, and stimulus conditions. �a� The
two-pole, lateral-angle, and elevation coordinate system. �b� Locations of
the natural �unmanipulated� stimuli that were interleaved with the experi-
mental stimuli in each condition. �c�–�e� Locations of the right- ��� and
left-ear ��� DTF filters used in lateral-angle conditions. Right- and left-ear
locations are horizontally offset for clarity. ILD- and ITD-bias conditions
used the set of midline locations and elevation deviations indicated by the
shading in panels �c�–�e� each presented with ILD biases of −10, 0, or
+10 dB, or ITD biases of −300, 0, or, +300 �s.
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exhibited greater absolute localization accuracy for unma-
nipulated targets �see Sec. III A�, but no systematic differ-
ences were observed between the final results for the two
groups of listeners.

1. Head-pointing response method

In order to constrain the listener’s head orientation at the
time of stimulus presentation, the following procedure was
used in the head-pointing task. At the beginning of each trial,
the listener oriented toward a light-emitting diode �LED� po-
sitioned at eye-level 60 cm away. This LED indicated the
same head orientation as that used in the DTF measurement
procedure. The listener initiated each trial by pressing a
hand-held button, and this also triggered an initial measure-
ment of the listener’s head orientation by a head-mounted
electromagnetic tracking device �Polhemus FASTRAK�. If the
head orientation deviated from the LED fixation direction by
�5 deg either horizontally or vertically, the LED began to
blink, indicating that the listener should adjust his or her
head position to achieve fixation. Once this was achieved,
the LED was extinguished and, after 500 ms, head position
measured again. If fixation had been not been maintained,
the LED again began to blink and the head-adjustment phase
was repeated, otherwise the stimulus was presented. After
hearing the stimulus, the listener oriented toward its apparent
location, then pressed the button again, which triggered a
final measurement of head orientation. This head-orientation
measurement constituted the listener’s response.

2. Acoustic pointer response method

In the acoustic pointer response method, a trial was ini-
tiated when the listener pressed a hand-held button. The tar-
get stimulus was then presented repeatedly with an inter-
stimulus interval of 300 ms. A second button press turned on
the pointer stimulus �a DTF-filtered, 200-Hz train of single-
sample impulses�, which then alternated with the target with
an interstimulus interval of 200 ms. The listener manipulated
the location of the pointer by adjusting the orientation of a
20-cm wooden rod, fixed at one end, that could rotate freely
about vertical and horizontal axes. The orientation of the rod
was measured with the same electromagnetic tracking device
used in the head-pointing response method. Listeners were
instructed to press the button a third time when the apparent
locations of the alternating target and pointer stimuli were
aligned. The final location of the pointer stimulus constituted
the listener’s response. Listeners were instructed to hold their
heads level and oriented in the forward direction during this
procedure. Compliance with this instruction was monitored
periodically via an infrared video camera.

The DTF filters used to generate the spatialized pointer
stimulus were those corresponding to the DTF measurement
location closest to the rod’s orientation. No spatial interpola-
tion was used, and therefore the resolution of the pointer
location was �10 deg. A pulse train was chosen for the
pointer in order to provide a timbre distinct from that of the
noise-burst targets, and thus to discourage listeners from
matching its location to those of the noise-burst targets on
the basis of nonspatial stimulus characteristics. For each lis-

tener using the acoustic pointer method, performance in lo-
calizing the pulse-train pointer stimulus itself was evaluated
in separate trial blocks using virtual auditory space presenta-
tion and the head-pointing response method. All listeners
were able to localize the pulse-train pointer stimulus with
accuracy similar to that for a broadband noise target.

All stimulus generation, stimulus presentation, and data
collection tasks were controlled by custom software written
in MATLAB �The Mathworks, Inc.� running on an Intel-based
personal computer.

III. RESULTS

A. Comparison of head-pointing and acoustic-pointer
performance

The head-pointing and acoustic-pointer procedures both
provided listeners with a means of indicating the apparent
location of the virtual space targets, but differed in several
fundamental respects. As implemented in this study, head-
pointing was an absolute localization task based on a single
presentation of the stimulus, whereas the acoustic-pointer
task was not an absolute localization task �it required the
comparison of two apparent locations� and involved multiple
stimulus presentations as the target and pointer alternated.
Both tasks included a motor component related to the final
response �orientation of the head or of the pointer stick�, but,
in head-pointing, undershoots in response elevation might be
more expected because of the effort required to tilt the head
away from the horizontal plane. Finally, head-pointing pro-
vides a continuous measure of reported location, whereas
acoustic-pointer responses were quantized to �10 deg, simi-
larly to the 10-deg resolution volunteered by many listeners
using a verbal response method �e.g., Wightman and Kistler,
1989b�.

To compare the localization performance of listeners us-
ing the head-pointing or acoustic-pointer methods, we com-
puted the rate of front-hemisphere responses, the elevation
gain and scatter, and the lateral-angle gain and scatter for
those stimuli �of either broadband or high-pass bandwidth� in
the lateral-angle condition with ER=EL �i.e., unmanipulated
virtual-space targets�. Elevation gain, gE, was defined as the
regression coefficient between the target and response eleva-
tions following the linear model given in Eq. �1� �Hofman
and Van Opstal, 1998�. Systematic offset in responses was
represented by the coefficient goE. Lateral-angle gain and
offset, g� and go�, were defined similarly for the horizontal
component of the responses as in Eq. �2�. Scatter values were
defined as the standard deviation of the regression line re-
siduals. Gains and scatters were computed using front-
hemisphere �i.e., nonreversed� responses only. Gain values of
1 indicate veridical localization of the stimuli, and values
less than or greater than 1 indicate systematic undershoots or
overshoots, respectively:

ÊRESP = gE · ETARG + goE, �1�

�̂RESP = g� · �TARG + go�. �2�

As a group, listeners using the acoustic pointer exhibited
more accurate localization performance than those using
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head-pointing, although group differences for most measures
were not statistically significant. For both groups, across lis-
teners and cases �here, combinations of bandwidth and lat-
eral angle�, the median �and therefore modal� front-
hemisphere response rates were 1, but there were fewer
instances of large numbers of front-to-back reversals for the
acoustic-pointer group �2/24 cases �0.9� than for the head-
pointing group �11/36 cases �0.9�. The Wilcoxon rank-sum
statistic for the two distributions was significantly different
from 0 �z�TW�=3.34, p�0.001�. Across listeners and cases,
the acoustic-pointer group had elevation gain closer to 1
�mean 0.85; s.d. 0.38� than the head-pointing group �mean
0.73; s.d. 0.34�, but the difference was not statistically sig-
nificant �t�76�=1.41, p�0.10�. Elevation scatter was higher
in the acoustic pointer group �mean 10.48 deg; s.d. 3.80 deg�
than in the head-pointing group �mean 8.75 deg; s.d.
4.01 deg�, but the difference was not statistically significant
�t�76�=−1.96, p�0.05�. Across listeners and bandwidths,
lateral-angle gain was close to 1 for the acoustic-pointer lis-
teners �mean 1.03; s.d. 0.14�, and indicated overshooting for
the head-pointing group �mean1.22; s.d. 0.32�, but the differ-
ence was not statistically significant �t�24�=2.03, p�0.05�.
Lateral-angle scatter was lower for acoustic-pointer listeners
�mean 6.51 deg; s.d. 2.42 deg� than for head-pointing listen-
ers �mean 9.83 deg; s.d. 2.22 deg�, and this difference was
statistically significant �t�24�=3.63, p�0.01�.

We considered the possibility that the somewhat more
accurate performance of the listeners using the acoustic
pointer was an artifact of the �10-deg quantization of their
responses. To assess the effect of that quantization, we re-
computed the elevation and lateral-angle gain and scatter sta-
tistics for the head-pointing listeners after replacing each re-
sponse location with the closest DTF measurement location.
The elevation and lateral-angle gain values were unaffected
�after rounding to two decimal places�, but the elevation and
lateral-angle scatter values increased slightly to 9.34 and
10.14 deg, respectively. Thus, quantization seems unlikely to
have resulted in overestimation of the acoustic-pointer listen-
ers’ localization accuracy.

We consider the differences between the localization
performance of the groups using the acoustic-pointer and
head-pointing methods to be largely quantitative, rather than
qualitative. When combining data from different listeners,
we employed normalization procedures to account for indi-
vidual differences in elevation and lateral-angle gain, and
intermixed the data from the two groups in the analyses be-
low. We show in Sec. III E that the end results of the binaural
weighting analysis are similar for the two groups.

B. Treatment of front-back confusions

Any localization responses that fell in the rear hemi-
sphere were necessarily front-to-back confusions because all
target stimuli were presented from the front hemisphere. We
computed the rate of front-hemisphere responses separately
for stimuli with natural �ER=EL� and manipulated �ER

�EL� pairs of spectral cues across listeners and cases in each
condition. For each condition, we used a paired-sample t test
to test the significance of differences between the rates for

natural and manipulated stimuli. That test controlled for in-
tersubject differences in reversal rates. The rate of reversals
varied as a function of the stimulus condition, but not as a
function of the match or mismatch between the spectral cues
presented to each ear, as shown in Table I. Only in the high-
pass ILD-bias condition was the rate of front-hemisphere re-
sponses significantly different between matched and mis-
matched stimuli, and the magnitude of this difference was
rather small. Front-hemisphere response rates were substan-
tially reduced only in the broadband ITD-bias and ILD-bias
conditions. The more numerous reversals in those conditions
are presumably related to the conflict necessarily introduced
between ITD and ILD cues; increases in the rate of front-
back confusions for similar stimuli have been reported in
previous studies from this laboratory and others �e.g., Wight-
man and Kistler, 1992, 1997a; Macpherson and Middle-
brooks, 2002�.

The occurrence of a front-back reversal is evidence for a
misinterpretation of, or ambiguity in, the spectral cues indi-
cating the front-back location of the source. If such responses
were accurate in the elevation and lateral-angle dimensions,
it would be reasonable to analyze those components of re-
versed responses along with those from nonreversed re-
sponses. We computed the elevation and lateral-angle gain
and scatter for cases yielding both front- and rear-hemisphere
responses to decide whether that course of action was advis-
able. Across listeners, conditions, and cases, reversed re-
sponses exhibited significantly lower elevation gain �front:
mean 0.73, s.d. 0.34; rear: mean 0.42, s.d. 0.32; t�279�
=6.52, p�0.001� and significantly higher elevation scatter
�front: mean 9.40 deg, s.d; 3.445 deg; rear: mean 11.11 deg,
s.d. 4.57 deg; t�279�=3.22, p�0.01�. Across listeners and
cases in the broadband and high-pass lateral-angle conditions
�the only conditions for which lateral-angle gain could be
computed�, lateral-angle gain was similar for nonreversed
and reversed responses �front: mean 1.12, s.d. 0.25; rear:
mean 1.07, s.d. 0.73; t�30�=0.33, p�0.50�, but lateral-angle
scatter was significantly higher for reversed responses �front:
mean 8.04 deg, s.d. 2.84 deg; rear: mean 15.77 deg, s.d.
1.28 deg; t�30�=6.46, p�0.001�.

We concluded from these results that reversed responses
were substantially less accurate than nonreversed responses,
and we therefore excluded reversed responses from most of
our analyses. In the broadband ITD-bias and ILD-bias con-

TABLE I. Proportion of front-hemisphere responses for unmanipulated
�ER=EL� and manipulated �ER�EL� stimuli in each condition. The right-
hand column lists the p value yielded by a paired-sample t test of the frontal
response rate across listeners and values of the lateralizing parameter.

Proportion front responses

Lateralizing
parameter

Spectral
range ER=EL ER�EL p�t�38��

LAT BB 0.912 0.896 0.095
LAT HP 0.975 0.973 0.696
ILD BB 0.554 0.532 0.088
ILD HP 0.962 0.943 0.043*

ITD BB 0.664 0.652 0.271
ITD HP 0.960 0.964 0.676
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ditions, that strategy resulted in the exclusion of a sizable
fraction of the data, and therefore in each of the following
Results sections we discuss the consequences of relaxing the
exclusion of reversals.

C. Computation of binaural weighting coefficients

The binaural weighting of spectral information was de-
termined for each listener, and for targets of each bandwidth
at each lateral angle, ILD bias, or ITD bias, by a multiple
linear regression between the elevations to which each ear’s
spectrum “pointed” �ER and EL� and the vertical component
of listeners’ judgments �ERESP�, following the linear model
given in Eq. �3�. That model is an elaboration of the
elevation-gain model of Eq. �1� for the situation in which
spectral cues possibly corresponding to mismatched eleva-
tions are presented to each ear:

ÊRESP = wR · ER + wL · EL + wo. �3�

In each case, the weights were the resulting regression coef-
ficients, wR and wL, computed for trials with nonzero eleva-
tion deviation �ER�EL� and for front-hemisphere responses
only. Any mean offset in the responses was represented by
the regression coefficient wo.

The quality of the linear model fit was quantified by the
coefficient of multiple correlation, r, between the observed

�ERESP� and predicted �ÊRESP� response elevations. In the
majority of cases, the linear model provided a good fit to the
elevation component of the listeners’ localization judgments.
The distribution of r values is shown in Fig. 3; the median

value of r across all cases was 0.78. If reversed responses
were also included in the analysis, the median value of r was
significantly reduced to 0.73 �Wilcoxon rank-sum test;
z�TW�=2.84, p�0.001�.

We assessed the reliability of the regression weights in
each case by testing the null hypothesis that wR=wL=0 using
the F test for multiple regression with �=0.05 �Hayes, 1988,
Eq. 15.19.3�. The weights from cases in which the F statistic
did not reach significance were treated as missing data and
were not used in subsequent analyses. Possible reasons for
this outcome in a particular case include inconsistency in
listeners’ responses and high reversal rates, which would re-
duce the number of front-hemisphere data on which to com-
pute the regression. In cases for which the F statistic was
significant, we refer to wR and wL as a significant weight
pair. If a listener’s data generated significant weight pairs at
each of the three values of the lateralizing parameter in a
particular condition, the result was considered to be a signifi-
cant weighting pattern.

To illustrate the effects of elevation deviation and the
computation of wR and wL, the elevation components of the
localization judgments of one listener �S154� in the high-
pass, lateral-angle condition are shown in Fig. 4. From left-
to-right, the panels show the data for targets at −30, 0, and
+30 deg lateral angle, respectively. The right-ear elevation,
ER, is plotted on the horizontal axis, and the response eleva-
tion on the vertical axis. Filled and open symbols indicate
trials in which the left-ear elevation, EL, was 20 deg higher
or lower, respectively, than the right-ear elevation. In such
plots, if the right ear spectrum alone controlled the perceived
elevation, the responses should fall close to ER, and therefore
all points �both open and closed symbols� should fall close to
the diagonal, as is seen in the rightmost panel. If the left ear
spectrum did influence the percept, responses should be sys-
tematically displaced above or below ER, and therefore the
closed symbols should be displaced above the diagonal and
the open symbols displaced below it, as is seen in the left-
most panel.

In the condition represented in the leftmost panel of Fig.
4, targets were 30 deg to the left of the midline, and the
change in the elevation deviation parameter from −20 to +20
degrees is reflected in the vertical separation of the responses
in the two cases. In the center panel, targets lay on the mid-
line, and it is apparent that the effect of elevation deviation
was less strong in this case. In the rightmost panel, targets

FIG. 3. Distribution of the coefficient of multiple correlation, r, for the
linear model fit to data from all listeners, conditions, and cases. Regressions
were computed using front-hemisphere �nonreversed� responses only �filled
bars� or both front- and rear-hemisphere responses �open bars�.

FIG. 4. Elevation components of lis-
tener Sl54’s responses in the high-
pass, lateral-angle condition. Horizon-
tal axes: right-ear target elevation;
vertical axes: elevation component of
responses. Symbols show the re-
sponses for trials in which the left-ear
DTF filter location was 20 deg higher
��� or lower ��� than the right. Sym-
bol positions have been jittered hori-
zontally and vertically for clarity. Left,
center, and right panels: targets pre-
sented at lateral angles of −30, 0, and
+30 deg, respectively.
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lay 30 deg to the right of the midline, and the vertical dis-
placement of responses related to changes in elevation devia-
tion for the left ear can be seen to be negligible. Thus, these
data show that the spectrum at the ear contralateral to the
target had little influence in determining the apparent eleva-
tion of the stimulus, and this is borne out in the computed
weights, which, for a particular ear, decrease from close to 1
for 30-deg ipsilateral targets to �0 for 30-deg contralateral
targets.

D. Weighting coefficients as a function of stimulus
parameters

A full set of weighting coefficients, wR and wL, is plotted
as an example in Fig. 5 for listener S154, for whose data the
linear model provided a consistently good fit in each of the
six conditions �r�0.73 in all cases�. Weights for broadband
conditions are plotted in the left-column panels, high-pass
conditions in the right-column panels, and lateral-angle, ILD
bias, and ITD-bias conditions in the first, second, and third
rows of panels, respectively. Open symbols represent the
left-ear weighting coefficients, and closed symbols the right-
ear coefficients. The weights are plotted as a function of the
lateralizing parameter �lateral angle, ILD or ITD� in each
condition, and error bars indicate the standard errors of the
coefficients �Hayes, 1988, Eq. 15.21.3�. Inset panels show
the lateral-angle component of the corresponding localiza-
tion responses at each value of the lateralizing parameter
along with a regression line fit to those data.

In most conditions, the weights for a particular ear for
listener S154 showed a monotonic decrease as the lateraliz-
ing parameter changed from favoring that ear to favoring the
other. Cases in which the lateralizing parameter was 0, for
which the perceived location was close to the midline,
yielded approximately equal values for wR and wL, indicating
a balance of influence for the spectral cues from the two ears.
In the lateral-angle conditions �Fig. 5, top row�, the change
in weights from left to right was large, with weights for the
ear ipsilateral to the target close to 1 and weights for the
contralateral ear close to 0. In most of the ILD- and ITD-bias
conditions, a similar pattern was observed for this listener,
but the range of weight values was smaller than in the
lateral-angle conditions. In the broadband ILD-bias condition
�second row, left panel�, however, the weights changed very
little, and remained close to a value of 0.5 as ILD bias was
varied. In the ITD-bias conditions �bottom row�, the weights
changed somewhat less for high-pass stimuli than for broad-
band stimuli.

The binaural weighting of the monaural spectral cues
varied from condition-to-condition in a manner related to the
apparent lateral angle of targets presented with each value of
the lateralizing parameters. For example, in the broadband
and high-pass lateral-angle conditions �Fig. 5, upper left and
right panels, respectively�, targets were localized quite accu-
rately in lateral angle, and the regression lines indicated a
mean apparent lateral angle of �28 deg for targets presented
from 30 deg lateral angle. In contrast, the mean apparent
lateral angle for targets presented with a 10-dB ILD bias in
the broadband ILD-bias condition �second row, left panel�
was �12 deg and therefore much closer to the midline. As

FIG. 5. Computed weighting coefficients and corresponding lateral-angle
response components for listener S154 in each condition. Left column:
broadband conditions; right column: high-pass conditions. First row: lateral-
angle conditions; middle row: ILD-bias conditions; bottom row: ITD-bias
conditions. Symbols indicate the computed right- ��� and left-ear ��� re-
gression coefficients. Error bars indicate the standard errors of the coeffi-
cients. Inset panels show the lateral-angle components of the responses at
each value of the lateralizing parameter �lateral angle, ITD bias or ILD bias�
with fitted regression lines.
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noted above, the monaural spectral weights, wR and wL, in
that condition changed little when ILD bias was applied, but
a robust change was observed in the lateral-angle conditions
when the targets were displaced from the midline. These data
suggest that the binaural weighting of the monaural spectral
cues is not determined by a single binaural difference cue,
but by a combination of those cues similar to that generating
the perceived lateral location of the source. The relation be-
tween the response lateral-angle data and the weighting co-
efficients is analyzed in detail in Sec. III E.

To compute a mean weighting pattern across all listen-
ers, weights for each listener in each condition were first
normalized by dividing by a mean elevation gain, gE. That
was the mean of the elevation gains �Eq. �1�� computed in-
dividually at each of the three values �negative, 0, and posi-
tive� of the lateralizing parameter, and using only the
0-elevation-deviation trials �ER=EL�. The normalization was
intended to correct for systematic listener- and response-
method-dependent differences in response strategy �Sec.
II E 2�. We expected zero-elevation-deviation �ER=EL�
stimuli to be localized accurately in the vertical dimension
because they possessed a full and natural complement of
high-frequency spectral cues, and we assumed therefore that
nonunity elevation gains indicated a nonoptimal response
strategy. When ER=EL, the bivariate weighting model �Eq.
�3�� simplifies to the elevation gain model for unmanipulated
stimuli �Eq. �1�� with gE= �wR+wL�=�w. To test the assump-
tion that gE=�w, we computed a linear regression between
those two variables across all 159 cases yielding significant

weight pairs. This produced the result �ŵ=0.84gE+0.14 and
a correlation coefficient of 0.80. The near-unity slope and
high correlation of that fit suggest that gE and �w were re-
lated as expected. Dividing the weights by gE therefore
yielded values approximating those that would have been
derived from a listener exhibiting unity elevation gain. Nor-
malized weights for a particular listener were included in the
mean only if their data yielded a full significant weighting
pattern in a particular condition.

To represent the mean lateral-angle responses in each
condition, we first calculated for each listener a linear regres-
sion between those responses and the corresponding values
of the lateralizing parameter. For the lateral-angle conditions,
the lateral-angle-response slope of the resulting linear fit
was a dimensionless lateral-angle gain, whereas for the ILD-
and ITD-bias conditions, it was a value with units of deg/dB
or deg/�s, respectively. We then normalized those values by
dividing each by the listener’s lateral-angle gain computed
using all front-hemisphere responses to the broadband natu-
ral targets that were interleaved with the experimental stimuli
�Fig. 2�b��. Those were the only naturally lateralized targets
presented in the blocks of trials for ILD- and ITD-bias con-
ditions. Finally, we computed the across-listener mean and
standard errors of the normalized lateral-angle-response
slope values.

The mean weighting pattern and lateral-angle-response
slope in each condition are shown in Fig. 6, which follows
the same panel layout as Fig. 5. The patterns of mean
weights were in general similar to those for individual lis-
tener S154 �Fig. 5�; the mean weight for a particular ear

decreased monotonically as the lateralizing parameter
changed from favoring that ear to favoring the other ear, and
left- and right-ear weights were approximately equal for mid-
line or 0-bias cases. In the lateral-angle conditions, the mean
weight for the ear contralateral to targets displaced 30 deg
from the midline was small ��0.2�, and the weight for the

FIG. 6. Mean patterns of weighting coefficients and mean lateral-angle
slopes in each condition. Left column: broadband conditions; right column:
high-pass conditions. First row: lateral-angle conditions; middle row: ILD-
bias conditions; bottom row: ITD-bias conditions. Symbols indicate the
mean right- ��� and left-ear ��� weights. The number of listeners whose
data contributed to each weighting pattern is indicated in each panel. Error
bars indicate the standard errors of the means. Inset panels show the mean
value of the lateral-angle-response slope.
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ipsilateral ear was close to 1. Similar, although slightly at-
tenuated, monotonic changes in weight from side-to-side
were observed in the high-pass ILD-bias condition �right col-
umn, second row� and the broadband ITD-bias condition
�left column, third row�. In contrast, in the broadband ILD-
bias �left column, second row� and high-pass ITD-bias �right
column, third row� conditions, only small changes from the
approximately equal weights in the 0-bias cases were ob-
served when bias was applied.

In some conditions, some individual listeners’ weighting
patterns did deviate markedly from the means shown in Fig.
6. In the high-pass ITD-bias condition, three listeners �in-
cluding S154, Fig. 5� exhibited side-to-side changes in wR

and wL much larger than those for the mean weights. Con-
versely, weight changes much smaller than those of the
means were sometimes seen in the high-pass ILD-bias con-
dition �two listeners�, the broadband lateral-angle condition
�two listeners�, and the high-pass lateral-angle condition �one
listener�. Most listeners’ data yielded weighting patterns that
were approximately symmetrical for the left and right ears,
as suggested by the mean weighting patterns. For 5 of the 13
listeners, however, the mean value of wR, across conditions
and values of the lateralizing parameter, wR, was statistically
different from wL �t test, p�0.05�. Two listeners’ weights
favored the left ear, and three listeners’ weights favored the
right ear. The magnitude of wR−wL ranged from 0.20 to 0.52
for these listeners.

There were only two instances of marked deviations
from the mean lateral-angle-response slopes. One listener’s
slope in the broadband ILD-bias condition was approxi-
mately one-half that of the mean. One other listener’s slope
in the broadband ITD-bias condition was also approximately
one-half that of that mean.

The numbers of listeners whose data met the criteria for
inclusion in each mean weighting pattern are given in the
panels of Fig. 6. Listeners using head-pointing and the
acoustic pointer contributed approximately equally to the
means, with five or six from each group in the lateral-angle
and high-pass ITD-bias and ILD-bias conditions, two from
the head-pointing group and two from the acoustic-pointer
group in the broadband ILD-bias condition, and four from
the head-pointing group and two from the acoustic-pointer
group in the broadband ITD-bias condition. The low num-
bers of listeners yielding significant weighting patterns in the
broadband ILD- and ITD-bias conditions are presumably due
to the increased rate of front-to-back confusions in those
conditions and the subsequent exclusion of those trials from
the weight computation �Sec. III B�. To explore the effect of
including rear-hemisphere responses, we recomputed the
weights and mean weighting patterns using all responses.
The inclusion of reversals increased the number of listeners
contributing significant weighting patterns only in the broad-
band ILD- and ITD-bias conditions �from four to six and six
to eight, respectively�, and produced no qualitative changes
in the mean patterns except the introduction of a slight non-
monotonicity in wR in the broadband ILD-bias condition.

E. Weighting coefficients as a function of apparent
lateral angle

The relation between changes in apparent lateral angle
and changes in monaural weighting coefficients was quanti-
fied through the definition of 	w and 	�, the mean side-to-
side changes in weighting coefficient and apparent lateral
angle in a particular condition, as given in Eqs. �4�–�7�:

	wR = wR
+ − wR

− , �4�

	wL = wL
− − wL

+, �5�

	w = 1
2 �	wR + 	wL� , �6�

	� = �+ − �−. �7�

In these equations, wR
+ and wL

+ are the right- and left-ear
weights found for the positive value of the lateralizing pa-
rameter, wR

− and wL
− are the weights found for the negative

value of the lateralizing parameter, and �+ and �− are the
mean response lateral angles for the positive and negative
values of the lateralizing parameter. The interpretations of
	wR and 	wL as the overall side-to-side change in each ear’s
weighting and of 	� as the mean side-to-side change in the
response lateral angle are illustrated in Figs. 7�a� and 7�b�.
To account for differences in response strategies between
listeners and pointing methods, the values of 	w and 	�

FIG. 7. Mean change in weighting coefficients as a function of mean change
in apparent lateral angle. �a� Definition of 	w as the mean side-to-side
weight-change. �b� Definition of 	� as the mean side-to-side change in
response lateral angle. �c� Mean weight change �	w, vertical axis� plotted
against mean lateral-angle change �	�, horizontal axis� for each listener and
condition �significant weighting patterns only�. Symbols indicate lateral-
angle �� , � �, ILD-bias �� , � �, and ITD-bias �� , � � conditions. Open
symbols: broadband conditions; closed symbols: high-pass conditions.
Doubled-bordered symbols �e.g., ��: head-pointing listeners; plain symbols:
acoustic-pointer listeners. �d� Means and standard errors of 	w and 	� in
each condition.
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were normalized by dividing by elevation gain and lateral-
angle gain as detailed in Sec. III D.

	w and 	� were computed for each listener and each
condition yielding a significant weighting pattern, and these
variables are plotted against each other in Fig. 7�c�. Circles,
triangles, and squares represent lateral-angle, ILD-bias, and
ITD-bias conditions, respectively; open and closed symbols
represent broadband and high-pass conditions, respectively;
and doubled-bordered and plain symbols represent head-
pointing and acoustic-pointer listeners, respectively. Data
points for listeners using the head-pointing and acoustic-
pointer response methods were intermixed, indicating that
there was no systematic difference between the results for
the two groups.

The mean values �symbols� and standard errors �error
bars� of 	w and 	� are plotted in Fig. 7�d�, which re-
presents the correspondence between mean weighting pat-
terns and mean lateral-angle responses visible in Fig. 6. The
lateral-angle conditions produced large mean changes in the
apparent lateral angle and in the weighting coefficients, the
broadband ITD-bias and high-pass ILD-bias conditions pro-
duced slightly smaller, although similar, changes, but the
high-pass ITD-bias and broadband ILD-bias conditions pro-
duced very small changes in both apparent lateral angles and
weights.

It is apparent that 	w and 	� are positively correlated,
and a linear regression yielded a significant correlation coef-
ficient of 0.53 �p�0.001�. Including reversed responses in
the analysis reduced the correlation to 0.49. We recomputed
the correlation for front-hemisphere responses excluding
cases in which responses were particularly inaccurate in the
vertical dimension. Such cases were defined as those in
which listeners’ elevation gain fell in the lowest quartile,
gE�0.55. The resulting correlation between 	w and 	� in-
creased to 0.64, suggesting that the relationship between the
weights and apparent lateral angle is stronger among the lis-
teners with more accurate localization performance. Further
excluding the five outlying points in the lower right of Fig.
7�c� yielded a correlation of 0.84.

IV. DISCUSSION AND CONCLUSIONS

The computed weighting patterns obtained in the lateral-
angle conditions of the present experiment are consistent
with the finding from previous studies that the spectrum at
the ear contralateral to a sound source more than �40 deg
from the midline contributes negligibly to vertical-plane lo-
calization �Musicant and Butler, 1984; Humanski and Butler,
1988; Wightman and Kistler, 1999; Morimoto, 2001; Hof-
man and Van Opstal, 2003�. In both the broadband and high-
pass lateral-angle conditions, weighting coefficients were
close to 1 for the ear ipsilateral to a target 30 deg off the
midline and �0.2 for the ear contralateral to such a target.
For sources on the midline, ipsilateral- and contralateral-ear
weights were approximately equal for a majority of listeners,
suggesting that the spectrum at each ear had similar influence
on the apparent elevation of the source.

In the lateral-angle conditions of the present study and in
previous free-field studies, varying the lateral angle of the

source was necessarily accompanied by the natural covaria-
tion of the proximal cues �ILD and ITD� that determine the
apparent lateral angle. The ILD-bias and ITD-bias conditions
of the present study were intended to dissociate the effects of
these two cues. The results demonstrate that both ILD and
ITD can independently, and with similar effectiveness, drive
the left- and right-ear weighting coefficients away from the
equal-valued state observed for midline sources. Although
that finding does not discriminate between the two concep-
tual models proposed by Hofman and Van Opstal �2003�,
some specific variants of those models can be ruled out.

Based on the hypothesis that binaural weighting is de-
termined by ILD alone, one plausible and simple mechanism
for the combination of monaural spectral cues might be
termed passive spectral averaging, in which the reduction in
the influence of the contralateral ear results not from an ex-
plicit weighting applied by the auditory system, but from the
acoustical attenuation provided by the head. Spectral local-
ization cues exist primarily at frequencies above �6 kHz
�Hebrank and Wright, 1974�, and at these high frequencies,
head-shadowing and pinna filtering can produce ILDs in ex-
cess of 20 dB. Simply summing the energy spectra from
each ear with fixed and equal weights could account for the
diminished influence of the contralateral ear that has been
observed experimentally.

In the spatial averaging model �and the spectral averag-
ing model controlled by ITD�, a passive mechanism is not
possible, and the weighting must be based on an explicit
representation of the binaural difference cue. The computa-
tional model of sound localization proposed by Middle-
brooks �1992� employed spatial averaging controlled by ILD
in weighting the two channels of monaural spectra informa-
tion, whereas the model proposed by Macpherson �1998�
employed spatial averaging controlled by ITD but not by
ILD. Those models used only the shape of the spectrum at
each ear, and not the absolute sound level. It can be assumed
that the spectrum-to-location mapping stage of the spatial or
spectral averaging model is level independent because for
stimuli presented at sensation levels above �30 dB and of
duration greater than a few tens of ms, vertical plane local-
ization is relatively unaffected by stimulus level �Vliegen
and Van Opstal, 2004; Sabin et al., 2005�.

Although the passive spectral averaging model and the
computational model implemented by Middlebrooks �1992�
are consistent with the finding that changes in ILD can alter
the weighting coefficients in the absence of changes in ITD,
they are both inconsistent with the converse finding that ITD
can drive weight changes with equal sound level at each ear.
In the broadband ITD-bias condition, robust weight changes
were produced by the application of ITD bias, but this ma-
nipulation had no effect on the energy of the signals at each
ear nor on the interaural energy ratio. The computational
model of Macpherson �1998�, in which the binaural weight-
ing was based solely on ITD, is inconsistent with the ob-
served ILD-driven changes in weighting coefficients.

The effects of the ILD- and ITD-bias manipulations on
the binaural weighting coefficients were mediated by the
spectral ranges of the stimuli. In the broadband ILD-bias
condition, the mean weighting pattern exhibited a small side-
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to-side change in weights, whereas the same ILD-bias values
resulted in much larger weight changes in the high-pass con-
dition. Conversely, only in the broadband condition did ITD
bias produce large changes in weights. Those results directly
parallel the effects of spectral range on the weighting of ILD
and ITD themselves in the determination of apparent lateral
angle. For stimuli containing low-frequency ��1.5 kHz�
components, such as the broadband noise bursts in the
present study, ITD is the dominant lateral-angle cue, and ILD
alone is relatively ineffective in displacing an auditory image
from the midline �Wightman and Kistler, 1992, 1997b;
Macpherson and Middlebrooks, 2002�. For high-pass stimuli,
which lack low-frequency components, ITD is a weak
lateral-angle cue and ILD is the dominant determinant of
apparent lateral angle.

The results of this study therefore show that stimulus
spectral range interacts similarly with ITD- and ILD-driven
changes in apparent lateral angle and with ITD- and ILD-
driven changes in binaural spectral-cue weighting coeffi-
cients. That similarity suggests a connection between the
process combining the binaural difference cues, which deter-
mine apparent horizontal position, and that combining the
monaural spectral cues, which determine apparent vertical-
plane location. Whether the weighting coefficients are caus-
ally derived from the apparent lateral angle, or whether both
weights and perceived location are derived from a common
or similar spectrum-dependent weighted average of ILD and
ITD, cannot be determined from the present results. If the
apparent lateral angle and the binaural difference cues could
be controlled independently, the effect of each on the weight-
ing coefficients could be independently established, but it is
not obvious how this might be accomplished because ITD
and ILD appear to be the only variables with a significant
effect on apparent lateral angle �Macpherson and Middle-
brooks, 2002�. The present study does, however, indicate an
intriguing correlation between perceived lateral location and
the weighting of monaural spectral cues.
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Transverse pressure distributions in a simple model ear canal
occluded by a hearing aid test fixture
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The sound field in a model ear canal with a hearing aid test fixture has been investigated
experimentally and theoretically. Large transverse variations of sound pressure level, as much as
20 dB at 8 kHz, were found across the inner face of the hearing aid. Variations are greatest near the
outlet port of the receiver and the vent port. Deeper into the canal, the transverse variations are less
significant and, at depths greater than 4 mm, only a longitudinal variation remains. The model canal
was cylindrical, 7.5 mm diameter, and terminated with a Zwislocki coupler to represent absorption
by the human middle ear. The outer end of the canal was driven by the receiver in the hearing aid
test fixture, with the acoustic output entering the canal through a 1 mm port. The hearing aid was
provided with a 20-mm-long vent, either 1 or 2 mm in diameter. The sound field inside the canal
was measured using a specially designed 0.2-mm-diam probe microphone �Daigle and Stinson, J.
Acoust. Soc. Am. 116, 2618 �2004��. In parallel, calculations of the interior sound field were
performed using a boundary element technique and found to agree well with measurements. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2722214�

PACS number�s�: 43.66.Ts, 43.64.Ha, 43.20.Mv, 43.20.Rz �BLM� Pages: 3689–3702

I. INTRODUCTION

The sound field inside an ear canal occluded by a hear-
ing aid can be spatially complex, with significant implica-
tions for the design of a sound delivery system. Often, the
ear canal and its terminating eardrum impedance are treated
as a simple compliant cavity �i.e., the 2 cc coupler�. At fre-
quencies above 2 kHz or so, longitudinal sound pressure
variations arise, as standing wave patterns become
apparent.1,2 At frequencies above the canal resonance
�4–6 kHz, for the occluded canal�, the curvature and area
function of the ear canal need to be taken into account but
the sound field through most of the canal can still be de-
scribed using a pseudo-one-dimensional approach.3,4 Such an
approach, though, will not be applicable in the immediate
vicinity of the inner face of a hearing aid. There, with acous-
tical energy entering by way of a small port connected to the
receiver, we have a situation similar to that described by
Burkhard and Sachs,5 in which sound entered a coupler cav-
ity by way of a small port: Large variations of sound pres-
sure, longitudinal and transverse, were measured using a
probe microphone, signifying the presence of higher-order
evanescent acoustic modes. Their Fig. 2 reveals a difference
of 20 dB between two transverse positions a few millimeters
apart, at 3.5 kHz. Given these results, large variations of
sound pressure in the vicinity of the inner face of a hearing
aid must be anticipated.

With sound pressure variations of this magnitude, the
estimation of the eardrum sound pressure in the fitting of an
aid could be compromised, whether using a calculated elec-
troacoustic output of the receiver or probe measurements
where the probe is located too near the inner face of the

hearing aid. This suggests that some of the reported ineffec-
tiveness of hearing aids6,7 might be explained by uncertain-
ties introduced by variations in sound pressure near the hear-
ing aid. Recently, Ryan et al.8 suggested the use of a second
hearing aid microphone to sense the sound pressure inside
canal, for reduction of the occlusion effect using active noise
control. For such a scheme to be effective, the relationship
between sound pressures at receiver and microphone posi-
tions, as part of the control loop, must be established.

In this paper, the spatial variations in sound pressure will
be determined in a model ear canal occluded by a hearing aid
test fixture, both experimentally and numerically. For this
initial phase of investigation, a simple cylindrical canal was
utilized, terminated with a Zwislocki coupler. The hearing
aid test fixture contains receiver, vent, and an inner micro-
phone. Measurements were made with a specially designed
microprobe,9 0.2 mm in diameter. The results will confirm
that there are, indeed, significant variations in sound pressure
in the vicinity of the inner face of a hearing aid.

II. MODEL EAR CANAL

A. Experimental approach

Consider the representative hearing aid in a human ear
canal as sketched in Fig. 1�a�. Sound picked up by an outer
microphone, located either in the mold of the aid or in a unit
behind the ear, is processed and an electrical signal sent to
the receiver, generating sound in the ear canal. To deal with
the occlusion effect, a vent will generally be present, allow-
ing some sound to radiate back outside the hearing aid. Fol-
lowing the suggestion of Ryan et al.,8 we anticipate that a
second, inner microphone could be useful and include such a
microphone in our consideration. We are interested in the
acoustical interactions among receiver, vent, and inner mi-a�Electronic mail: mike.stinson@nrc-cnrc.gc.ca
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crophone, so the ear canal sound field, particularly across the
inner face of the hearing aid, is of primary interest.

An accurate measurement of this sound field inside real
ear canals would be difficult. Instead, we will investigate the
local sound field inside a model ear canal. The apparatus
used is sketched in Fig. 1�b�. A stainless steel test fixture
represents the hearing aid: built into it are a receiver, a vent,
and an inner microphone. The test fixture mates with the
middle canal section, a straight tube with a circular hole of
7.5 mm diameter and length of 4 mm. The test fixture has
been carefully machined to achieve a snug acoustically
sealed fit in the middle canal section yet permit the fixture to
rotate smoothly within the section. Forming the inner portion
of the ear canal and providing an acoustical termination simi-
lar to that in human ear canals is a Zwislocki coupler.10 The
cylindrical cavity is 12.75 mm long and has a diameter of
7.44 mm. An Etymotic ER-11 microphone terminates the
model canal, and provides a measurement of the sound pres-
sure at this position. The total canal length in the model ear
canal is 16.75 mm.

The interior sound field is measured with a microprobe
system, making use of a probe having a 200 �m outside
diameter. It is essential that microprobes of this size be used.
Larger probes �such as that of the Bruel & Kjaer 4170 probe
microphone� would affect the sound field they are measuring
in this small volume and would not have, as will be seen
later, the spatial resolution that is necessary. There are four
holes in the middle canal section giving access to the micro-
probe. They permit measurements at four longitudinal posi-
tions, 0.15, 0.70, 1.07, and 2.07 mm, measured from the in-
ner face of the hearing aid test fixture. At the first of these,
the microprobe is as close to the face of the hearing aid as
was practical. During measurements, the three holes not be-
ing used were sealed with clear tape.

The use of a simple cylindrical model canal permits the
investigation of effect of vent and receiver without the added
complexity of ear canal geometry.3,4

Two different test fixtures were used, one with a vent
tube of 1 mm inner diameter �i.d.� and the other with a vent
tube of 2.2 mm i.d. In both cases, the vent tube was 20 mm
long and its opening into the canal located 2.01 mm from the
center axis of the canal. The receiver was a Knowles EH-
9833. It communicated with the interior of the canal by way
of a 10 mm sound delivery tube of 1 mm i.d.; the center of

this tube was located 2.49 mm from the canal axis. The inner
microphone was a Knowles FG-3329, coupled to the canal
volume through a port 0.5 mm long and 1 mm i.d.; the port
center was 1.75 mm from the canal axis. The receiver, vent,
and microphone ports are located in the test fixture in an
approximately triangular arrangement.

The model ear canal and hearing aid test fixture are
shown in the photograph of Fig. 2. The system is oriented so
that the test fixture is upwards; vent and receiver are seen
coming out of the top. The test fixture plugs into the middle
canal section which, in turns, connects on to the Zwislocki
coupler. The Etymotic microphone is below the coupler and
not evident in this view. The microprobe can be seen as it
approaches an access hole in the middle canal section. The
whole assembly is mounted on a turntable. The microprobe
system is rigidly mounted on a motorized translation stage;
positioning along the direction of the probe is controlled to
better than 0.01 mm. Two other translation stages, oriented
perpendicularly, give complete three-dimensional �3D� con-
trol of the position of the microprobe.

Output from the microprobe and the Etymotic micro-
phone were measured using a Stanford Research SR785 sig-
nal analyzer. Results were obtained at 1024 frequencies
spaced logarithmically between 200 Hz and 10 kHz, for an
input level to the receiver of 200 mV peak.

FIG. 1. �a� Sketch of a stylized hearing aid mounted in
a human ear canal. A receiver produces sound and a
port directs it into the ear canal; a vent is present, to
reduce the occlusion effect; potentially, an inner micro-
phone is also present to sense the interior sound field.
�b� Sketch of the model ear canal used for this study. A
hearing aid test fixture contains receiver, vent, and inner
microphone.

FIG. 2. Photograph of the model ear canal and hearing aid test fixture, with
microprobe approaching an access hole.
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B. Measurement locations

We wish to map out pressure variations within the model
canal, particularly near the hearing aid test fixture. The lon-
gitudinal variations are determined along the horizontal lines
shown in Fig. 3. The z axis shown follows the center of the
canal, with position z being measured from the inner face of
the hearing aid. Three other parallel axes are aligned with the
centers of the receiver, inner microphone, and vent. Longitu-
dinal measurements are obtained at the four z permitted by
the microprobe access holes and at the innermost end of the
canal �i.e., at the Etymotic microphone�.

Transverse variations of sound pressure are obtained
through cross sections at each longitudinal position. Transla-
tion of the microprobe into and out of an access hole gives us
the sound pressure along one radial line in a cross section.
By rotating the test fixture within the middle canal section,
the variations along different radial lines relative to the test
fixture can be obtained. In Fig. 3, the three transverse axes
used, across receiver �tr�, vent �tv�, and the inner microphone
�tm�, are shown. The solid dots show the 19 measurement
positions used for each ear canal cross section. It should be
noted that the microprobe can extend only 4 mm or so into
the canal. To reach the final measurement points on each
transverse axis, a rotation of the test fixture by 180° is re-
quired.

C. Load impedances

The interior sound field will be affected by the acousti-
cal loads presented by the various elements in the model
canal. Figure 4 compares the impedances of vents, Zwislocki
coupler, Etymotic microphone, and inner microphone.
Shown as the dashed line for comparison is the characteristic
impedance Z0 of the model canal.

The impedance of the Zwislocki coupler and the Ety-
motic microphone, at the terminating end of the canal, were
determined experimentally. Acoustical signals were gener-
ated by the hearing aid receiver to produce a standing wave

in the model canal. A Bruel & Kjaer 4170 probe microphone
was inserted through the vent to measure the sound pressure
along the length, and the pressure distribution analyzed to
determine the terminating impedance due to both Zwislocki
coupler and Etymotic microphone. Repeating the measure-
ment with the Etymotic microphone replaced by a solid plug,
the terminating impedance due solely to the coupler was ob-
tained, and comparison of the results then gave the load im-
pedance due to the Etymotic microphone. In the analysis, the
effective position of the Zwislocki coupler impedance was
assumed to be 3.6 mm from the inner end of the canal, based
on inspection of the location of the four inner branches of the
coupler.

The vent impedance was calculated, treating the vent as
an acoustical transmission line �with viscous and thermal
boundary layer effects included� with appropriate end correc-
tions. The details of the calculation may be found in the
Appendix. For both large and small vents, there is a mini-
mum at about 8 kHz, due to a length resonance in the tube.
The impedance at the minimum is still relatively high for the
small diameter vent, but for the large vent it is lower than the
other impedances and would be expected to have a signifi-
cant effect on the canal sound field.

The acoustic input impedance for the inner microphone
in the test fixture was not measured. Instead, a calculation
using a PSPICE representation11 gave the impedance shown
in Fig. 4. Its magnitude is relatively large and would not be
expected to be a factor.

III. THEORY

A. One-dimensional approximation

The diameter of the ear canal is small compared to the
wavelength, for the frequencies �up to 10 kHz� being consid-
ered. A one-dimensional treatment can be effective in de-

FIG. 3. Definition of the longitudinal and transverse measurement axes. The
central z axis measures longitudinal position from the inner face of the
hearing aid test fixture. Parallel axes, centered at receiver, vent, and inner
microphone, were also used. The microprobe was translated along three
transverse axes, one passing across the position of the receiver, one across
the vent position, and one across the inner microphone position. For each
transverse slice through the model ear canal, 19 measurement positions �in-
dicated by the solid dots� were used.

FIG. 4. Acoustic impedances of the Zwislocki coupler, the large and small
vents, and the Etymotic and inner microphones. The impedances may be
converted to cgs units noting that 1 cgs acoustic � is 105 Pa s m−3. The
characteristic impedance �94 cgs acoustic �� of the model ear canal is in-
dicated by the dashed line.
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scribing the interior sound fields over much of the ear canal
length.3,4 Near the inner face of the hearing aid, though,
“spreading inertance” effects are expected,5 leading to break-
down of the one-dimensional approximation. It will be useful
to see how this approximation compares to the full 3D solu-
tion.

It is assumed, in this approximation, that there are no
transverse variations so the pressure field can be described
using a single spatial variable z shown in Fig. 1�b�. The ear
canal cross-sectional area is constant—plane wave solutions
exp± ikz describe the propagation into and out of the canal.
This leads to the analogous circuit representation shown in
Fig. 5. The acoustical load at the innermost end of the model
canal is ZEty due to the Etymotic microphone. A transfer
matrix T2 relates sound pressure pTM and volume velocity
uTM at this location to the sound pressure p1 and volume
velocity u1 at the position of the four branches in the Zwis-
locki coupler, as

�p1

u1
� = � cos kL1 Z0 sin kL1

sin kL1/Z0 cos kL1
��pTM

uTM
� , �1�

where L1 is the distance between innermost end and the four
branch location, k is the wave number, and Z0 is the charac-
teristic impedance of the canal. Some of the volume velocity
is tapped off by the Zwislocki impedance at the four branch
location. The sound pressure p2 at the hearing aid end of the
canal and the volume velocity u2 entering the canal are ob-
tained from p1 and u1� through the transfer matrix T1,

�p2

u2
� = � cos kL2 Z0 sin kL2

sin kL2/Z0 cos kL2
��p1

u1�
� , �2�

with L2 being the distance from hearing aid to four branch
location. The volume velocity output uo from the hearing aid
receiver is split between the acoustical loads presented by the
vent �Zvent�, the inner microphone �Zmic�, and the canal. Stan-
dard circuit analysis yields all the quantities, given a speci-
fication for receiver output. Because uo could not be mea-
sured easily and could not be calculated directly with any
confidence, we rely on the calibration obtained from the 3D
boundary element analysis. The assumed one-dimensional
nature of the sound field prohibits any transverse sound field
variations.

B. Three-dimensional solution

The full 3D calculation of sound field in the model ear
canal is performed using the LMS SYSNOISE computa-
tional bundle. A boundary element method �BEM� is utilized,
with direct, interior, and element options selected. A mesh of
2832 elements �12 triangular and 2820 quadrilateral� bound-
ing the enclosed volume was generated using Altair Hyper-

Mesh and is shown in Fig. 6. The requirement that all ele-
ments have dimensions less than 1/8 wavelength for a BEM
calculation is easily met, for the frequencies up to 10 kHz
that will be used. The size of mesh elements at the hearing
aid end of the canal is considerable smaller �0.15 mm or so�
than elsewhere, for two reasons. First, smaller elements were
needed to capture the geometrical details of the hearing aid
components. Second, smaller elements are necessary to en-
able evaluation of interior sound pressures at points very
close to the face of the hearing aid: After running the BEM
code and establishing sound pressures and normal velocities
on the bounding surface elements, interior sound fields are
evaluated at selected locations, i.e., the field points. Field
points must be no closer to the bounding surface than the
local size of the surface mesh elements, else numerical arti-
facts arise.

In Fig. 6�a�, the model ear canal has been rotated to
show the elements used in representing the inner micro-
phone, the receiver, and the vents. The 28 elements repre-
senting the inner microphone have a total area of 0.765 mm2

and the 28 elements representing the receiver outlet port,
0.812 mm2. An inner circle of 28 elements, 0.812 mm2 area,
models the small vent, and an outer annulus of 76 elements,
2.872 mm2 area, is added to form the large vent representa-
tion. In Fig. 6�b�, the canal is rotated the other way to show
the 21 elements, area 9.24 mm2, that represent the terminat-

FIG. 5. Analogous circuit for the one-dimensional model of the ear canal.
The acoustic excitation is provided by the volume velocity output of the
receiver uo.

FIG. 6. The boundary element mesh used for the numerical calculations. In
�a�, the canal has been rotated to show the test fixture end of the canal. The
elements representing the vent, receiver, and inner microphone are indicated
by shading �upper left, upper right, and lower middle, respectively�. For the
vents, the inner light gray elements correspond to the small vent and the
surrounding darker elements are added to form the large vent. The mesh
elements are smaller at this hearing aid end of the canal to permit resolution
of changes in sound pressure over small distances near the hearing aid. In
�b�, the terminating end of the model canal is shown. The shaded circular
area corresponds to the Etymotic microphone. The band of elements around
the circumference of the canal corresponds to the four-branch impedance of
the Zwislocki coupler.
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ing Etymotic microphone. A band of 24 elements between
z=12.75 mm and z=13.55 mm represents the impedance
presented by the four branches of the Zwislocki coupler;
these elements have a total area of 18.67 mm2.

In SYSNOISE, impedance boundary conditions are
handled by assigning specific admittance values to appropri-
ate mesh elements. For each impedance component, given a
target acoustical impedance Zx and a total area Ax of repre-
sentative mesh elements, a specific admittance 1/ �AxZx� is
assigned to each element.

The elements representing the outlet port of the receiver
are assigned a velocity: This is the acoustical excitation driv-
ing the system. A generic PSPICE model11 gave an estimate
uo� for the driving volume velocity of the receiver, assuming
an electrical input of 200 mV peak. A velocity uo� /Ar, where
Ar is the area of the outlet port of the receiver, was used in
the BEM calculations. However, this estimate does not ac-
count for individual variations between receivers. Therefore,
all calculations were normalized using a comparison of ex-
periment to theory at one reference location, z=0.15 mm on
the center axis. This effectively determines the actual re-
ceiver volume velocity uo. The difference between uo� and uo

was not insignificant, being as much as 10 dB and varying
with frequency. This calibration was performed separately
for the small and large vent cases—the two uo obtained were
the same, within 1 to 2 dB, except at 8 kHz where a 4 dB
difference was observed.

A sample BEM calculation is shown in Fig. 7. For this
example, the model canal with the large vent was used with
a sound frequency of 8 kHz. Figure 7�a� shows the sound
pressure on the bounding surface of the model ear canal. The
different colors correspond to different sound pressure levels,
as given by the color bar scale. A region of high SPL is noted
at the position of the receiver port. At the vent, a region of
low SPL is evident in this case. At other frequencies and for
the small vent model canal, such regions of pronounced low
vent SPL were not noted. In Fig. 7�b�, the sound pressures at
interior points on longitudinal slices are shown. There are
clearly transverse variations in sound pressure near the face
of the hearing aid. Deeper into the canal, these transverse
variations die off, leaving only a longitudinal standing wave.

IV. RESULTS

The results of the measurements and numerical calcula-
tions are brought together here. It is noted that for the ex-
periments, we have a large number of frequencies at a rela-
tively small number of positions. For the calculations, we
have a relatively small number of frequencies but results are
generated at a large number of positions.

A. Frequency responses

At each measurement position, the sound pressure was
determined as a function of frequency. In Fig. 8, the fre-
quency response curves using the model canal with the large
vent are collected together. The four panels Figs. 8�a�–8�d�,
show the results at the four transverse measurement planes,
for z equal to 0.15, 0.70, 1.07, and 2.07 mm, respectively.
Both magnitude and phase are shown. The different curves
correspond to different transverse positions: For the solid
curve, the probe tip was at the center axis of the model canal;
for the dashed curve, the probe was over the inner micro-
phone �see Fig. 3�a��; for the dash-dotted curve, the probe
was over the vent; and for the dotted curve, the probe was
over the receiver. The numerical BEM calculations are plot-
ted on these same graphs. Shown as open circles, triangles,
inverted triangles, and squares are the calculated values for
positions over the center axis, inner microphone, vent, and
receiver. Note that all phases, calculation and experiment, are
reported relative to the phase obtained at the z=0.15 mm
center axis position.

Large transverse variations of SPL are evident: There is
more than a 15 dB difference from the receiver position to
the opposite side of the canal. There is a 10 dB difference
between the vent position and the center axis near
8 kHz—this corresponds to the length resonance of the vent
tube. The variations are most evident near the plane of the
hearing aid, i.e., the z=0.15 mm position. As the probe
moves away from the hearing aid surface, the curves come
closer together, so by z=2.07 mm, variations are less than
about 4 dB.

The agreement between experiment and numerical cal-
culations is generally good, with differences typically less
than 1 to 2 dB and 10° phase. Near 8 kHz, though, theory
and experiment do differ by more. The sound field calcula-
tion is quite sensitive to the assumed vent impedance func-
tion near the 8 kHz resonance of the vent tube: Small differ-
ences �in the end corrections applied, for example� lead to a
shift in the frequency response dip, yielding uncertainties of
5 dB or so at this frequency.

In Fig. 9, frequency response curves for the small vent
model canal have been collected together. The definition of
curves and symbols is the same as in Fig. 8. Significant
transverse variations in SPL are noted for this model ear
canal also. Agreement between numerical calculations and
experiment is also good. The impedance for the small vent is
larger and does not affect the ear canal sound field to the
same extent as for the large vent case.

FIG. 7. Color plots showing the sound pressure level calculated using the
boundary element method. The calculation is for the model canal with a
large vent, at 8 kHz. In �a�, the sound pressure level on the bounding surface
of the model canal is shown. The longitudinal standing wave pattern along z
is evident. In �b�, the interior sound pressure level, on longitudinal slices, is
shown. Higher SPL �red� are evident in the vicinity of the receiver, lower
SPL �blue�, near the vent.
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B. Longitudinal variations

The variation of sound pressure along the length of the
model canals is displayed in Figs. 10 and 11, for the large
vent and small vent cases, respectively. In each figure, the
three panels �a�, �b� and �c� show the results for 2, 4, and
8 kHz. The longitudinal variations are tracked along four

different parallel lines, as indicated in Fig. 3. Note that for
Figs. 10 and 11 �and the figures that follow these�, symbols
are used to represent the experimental data and continuous
curves are used to represent the numerical calculations, a
reversal of what was used for Figs. 8 and 9. The solid curve
corresponds to the numerical prediction along the center axis

FIG. 8. Sound pressure, magnitude, and phase, as a function of frequency at various locations in the model canal having the large diameter vent. Measure-
ments are shown with the curves, the numerical BEM results are shown with the symbols. The different panels �a�–�d� correspond to different longitudinal
positions, z being the distance from the face of the hearing aid. On each panel, the difference curves correspond to different transverse locations, either at the
center of the canal, over the inner microphone, over the vent, or over the receiver.
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of the canal; the corresponding experimental results are
shown with the open circles. Along the line passing through
the center of the inner microphone, we have the dashed curve
for numerical predictions and open triangles for experiment.
Similarly, for the line through the vent we have dash-dotted

line and inverted triangles, and for the line through the re-
ceiver, dotted line and open squares. At the innermost end of
the canal, z=16.75 mm, there is an additional experimental
point obtained from the Etymotic microphone at this loca-
tion.

FIG. 9. Sound pressure, magnitude, and phase, as a function of frequency at various locations in the model canal having the small diameter vent. The
definition of symbols and curves is the same as in Fig. 8.
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The variation with transverse position is evident at the
hearing aid end of each model canal. However, the variation
decreases as longitudinal position increases, so that 3 or
4 mm away from the face of the hearing aid the four curves
have converged and there is essentially plane wave propaga-
tion.

FIG. 10. Longitudinal variation in sound pressure, magnitude, and phase, in
the large vent model ear canal. Panels �a�, �b�, and �c� correspond to fre-
quencies of 2, 4, and 8 kHz. The different curves and symbols correspond to
longitudinal lines located at different transverse positions, passing along the
center z axis and through the inner microphone, vent, and receiver. The
symbols indicate the measured results; the curves are the BEM calculations.
The differences in sound pressure near the hearing aid for different trans-
verse positions are evident. For longitudinal positions greater than 4 or
5 mm, all results converge. The dotted curve gives the prediction from a
simple one-dimensional model.

FIG. 11. Longitudinal variation in sound pressure, magnitude, and phase, in
the small vent model ear canal. The definition of symbols and curves is the
same as in Fig. 10.
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Also shown in Figs. 10 and 11 as dotted curves are the
standing wave patterns predicted from the one-dimensional
model described in Sec. III A. By its nature, it cannot predict
the observed transverse variations near the hearing aid. In
most cases, though, this model follows the center line results
fairly well. The shape of the standing wave pattern at larger
z is correctly obtained, not surprising since this shape is con-
trolled by the impedances at the innermost end �Zwislocki
coupler and Etymotic microphone�. For the large vent case at
8 kHz, the one-dimensional model shows a constant shift in
magnitude from the other results. This is a result of using the
BEM-derived receiver output uo coupled with the sensitivity
of the sound field pressure distribution to the assumed vent
impedance.

C. Transverse variations

The detailed transverse variations are examined more
closely in the next series of figures. Referring to Fig. 3, the
sound pressure along the three transverse axes will be re-
ported, for the four transverse cross sections considered.

In Fig. 12, we show the variation of sound pressure
along a transverse line that passes through the receiver, for
the large vent case. Results for three frequencies, 2, 4, and
8 kHz, magnitude and phase, are presented in Figs.
12�a�–12�c�. On each panel, there are numerical calculations
shown by solid, dotted, dash-dotted, and dashed lines and
experimental results shown by circle, triangle, inverted tri-
angle, and square corresponding to the four positions z used
for the transverse slices. The transverse variations of sound
pressure become increasingly large as frequency increases.
At 8 kHz, along the line closest to the face of the hearing aid
�z=0.15 mm�, there is a variation of nearly 20 dB. The
4 kHz results demonstrate that large variations in the phase
component can also arise.

In Figs. 13 and 14, results are presented for transverse
lines passing through the inner microphone and through the
vent positions, for the large vent case. The definitions of the
curves and the symbols are the same as for Fig. 12. Varia-
tions of sound pressure are not as great as observed in Fig.
12, but 5 dB effects at 8 kHz across the vent are observed.
Across the inner microphone, variations are less than about
2 dB.

In Figs. 15–17, results are presented for the small vent
case, examining transverse variations along lines passing
through receiver, inner microphone, and vent positions, re-
spectively. Curves, symbols, and panels are the same as for
Fig. 12. Significant variations of sound pressure are observed
for this model canal also. The biggest variations, up to
12 dB, are observed in the vicinity of the receiver. The varia-
tions across the vent are comparable to those across the inner
microphone position, both being less than 2 or 3 dB. The
acoustic input impedance of the small vent is relatively large
compared to the other impedances involved �Fig. 4� so it is
not expected to contribute significant absorption

V. DISCUSSION

The largest transverse variations in sound pressure occur
in the vicinity of the receiver. Sound radiating from the port

of the receiver into the canal spreads roughly hemispheri-
cally and dominates the local sound field. There are also

FIG. 12. Transverse variation in sound pressure, magnitude, and phase,
along a line that passes across the receiver position �as shown in Fig. 3�, for
the large vent model ear canal. For the abscissa, the canal center axis is at
0 mm and the receiver is centered about 2.49 mm. Panels �a�, �b�, and �c�
correspond to frequencies of 2, 4, and 8 kHz. The different curves and
symbols correspond to data at different longitudinal positions, z=0.15, 0.70,
1.07, and 2.07 mm. The symbols indicate the measured results, the curves
are the BEM calculations.
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significant variations in sound pressure near the vent at
8 kHz. For this frequency, in our model experiments, the
vent impedance is low �see Fig. 4� and there will be signifi-
cant acoustic energy lost from the canal interior and radiated

out through the vent. Real hearing aids will present a differ-
ent vent impedance, and variations proximal to the vent
would arise at different frequencies. The inner microphone
presents a relatively high impedance that does not affect the
canal sound field to any obvious extent.

FIG. 13. Transverse variation in sound pressure, magnitude, and phase,
along a line that passes across the inner microphone position, for the large
vent model ear canal. The microphone is centered about −1.75 mm. �??� The
definition of symbols and curves is the same as in Fig. 12.

FIG. 14. Transverse variation in sound pressure, magnitude, and phase,
along a line that passes across the vent position, for the large vent model ear
canal. The vent is centered about 2.01 mm. The definition of symbols and
curves is the same as in Fig. 12.
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The numerical results are in reasonable agreement with
the experimental results, both showing the same qualitative
features overall. There are some differences, though. They

can be attributed to two main factors. First, the sound pres-
sure shows very large spatial variations in the vicinity of the
hearing aid, where the microprobe is located. An uncertainty
of 0.1 mm in the positioning of the microprobe can lead to

FIG. 15. Transverse variation in sound pressure, magnitude, and phase,
along a line that passes across the receiver position, for the small vent model
ear canal. The receiver is centered about 2.49 mm. The definition of sym-
bols and curves is the same as in Fig. 12.

FIG. 16. Transverse variation in sound pressure, magnitude, and phase,
along a line that passes across the inner microphone position, for the small
vent model ear canal. The microphone is centered about −1.75 mm. �??� The
definition of symbols and curves is the same as in Fig. 12.
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an uncertainty of 1 to 2 dB in the regions of large sound
pressure gradients. The other factor is the uncertainty in the
vent impedance assumed for the numerical calculations, near
the 8 kHz resonance, for the large vent model. Subsidiary
calculations show that slight modifications of the vent im-

pedance �e.g., adjusting the length of the vent tube or the end
corrections used� can lead to quite different sound pressure
distributions near the vent.

The simple one-dimensional model cannot predict the
transverse variations of sound pressure. But away from the
face of the hearing aid, more than 3 to 4 mm into the canal,
the sound field is essentially one dimensional and the simple
model does a reasonable job. In all the longitudinal results of
Figs. 10 and 11, this model gives the correct shape of the
standing wave pattern, i.e., the location of the standing wave
minima and their depth relative to the maxima. This is not
surprising because the shape of the standing wave patterns,
for both simple model and the BEM calculations, is con-
trolled by the terminating impedance �Zwislocki coupler and
Etymotic microphone�. In most of the cases shown, the one-
dimensional and BEM models are also in agreement about
the overall SPL. However, for the large vent model at 8 kHz,
the one-dimensional model prediction is 4 dB lower than the
BEM result. This is the situation for which the vent imped-
ance is smaller than the characteristic impedance of the ca-
nal. Since the one-dimensional model effectively places this
impedance at the same position as the receiver, the shunting
effect on the receiver output will be overestimated, as com-
pared to the true 3D case for which the vent and receiver are
separated by several millimeters.

VI. CONCLUDING REMARKS

Large transverse variations of sound pressure level, up
to 20 dB, are found in the vicinity of the inner face of a
hearing aid, both through measurements on a model canal
and through numerical calculations using a boundary ele-
ment method. The most dramatic variations are immediately
adjacent to the face of the hearing aid, particularly near the
receiver outlet port. About 3 or 4 mm away from the hearing
aid, into the canal, the transverse variations are negligible
and only the longitudinal standing wave is present. These
results are consistent with the work by Burkhard and Sachs5

on the sound field in couplers.
The use of a 0.2-mm-diam probe microphone9 was criti-

cal in these experiments. A larger probe would not have been
able to resolve the large variations of sound pressure levels
occurring over distances of less than 1 mm.

Ryan et al.8 have suggested the use of a second micro-
phone in a hearing aid to sense the canal sound field for use
in adaptive feedback control of noise and occlusion effect.
Clearly, the large transverse variations of SPL observed here
are part of the feedback loop and will need to be accommo-
dated.

The introduction of a second microphone could also be
useful ultimately in predicting the sound pressure generated
at the eardrum. Such a prediction, though, would need to
accommodate the variations of sound pressure over the inner
face of the hearing aid that have been described in this paper.
The prediction would depend on the relative positions of
vent, receiver, and inner microphone and would require some
knowledge of the ear canal geometry. The model ear canal

FIG. 17. Transverse variation in sound pressure, magnitude, and phase,
along a line that passes across the vent position, for the small vent model ear
canal. The vent is centered about 2.01 mm. The definition of symbols and
curves is the same as in Fig. 12.
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used in this current study was a simple uniform cylinder. An
extension to investigate spatial variations of sound pressure
for real ear canal geometries is under way.
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APPENDIX

This vent impedance calculation accounts for viscous
and thermal boundary layer effects in the vent tube and end
effects at either end of the tube. From Egolf12 or Iberall,13 we
relate the sound pressure and volume velocity �p2 and u2� at
the outer end of the tube to the sound pressure and volume
velocity �p1 and u1� at the end inside the canal, through a
transfer matrix

�p2

u2
� = � cosh �L� Z sinh �L�

sinh �L�/Z cosh �L�
��p1

u1
� , �A1�

where L� is the effective length of the tube, and propagation
constant � and characteristic impedance Z are given by

� =
i�

c
�T�

T�
�1/2

, �A2�

Z =
�c

�a2�T�T��1/2 , �A3�

where � is the density of air, c is the sound speed, a is the
inner radius of the tube, and � is angular frequency. The T�

and T� terms describe the thermal and viscous boundary
layer effects, respectively,

T� = 1 + 2�	 − 1�
J1��a�

�aJ0��a�
�A4�

and

T� = 1 −
2J1��a�

�aJ0��a�
, �A5�

where

� = �− i
��NPr

�
�1/2

�A6�

and

� = �− i
��

�
�1/2

. �A7�

In these equations, � is the viscosity of air �1.82

10−5 N s m−2�, NPr is the Prandtl number �0.702�, and 	 is
the specific heat ratio �1.4�. We have used 346 m/s for the
sound speed and 1.185 kg/m3 for the air density, appropriate
for the experimental conditions.

The effective length of the tube L� is greater than the
physical length L due to end effects.14 On the canal side, a

flanged end condition is assumed, contributing an end cor-
rection �2=8a /3�. The outer end of the vent tube was un-
flanged, contributing a correction15 �1=0.613a. This gives

L� = L + �0.613 + 8/3��a . �A8�

Since there are viscous and thermal losses within the tube,
this treatment effectively applies the lengthening to these as
well, consistent with a previous treatment of orifice
impedance.16,17

The outer end of the tube is unflanged and the radiation
of sound can be described by the inviscid theory of Levine
and Schwinger.15 For a tube diameter that is small relative to
the wavelength, the radiation impedance is computed assum-
ing a piston source having the same diameter, giving18,19

Zrad = Rrad + iXrad =
�c

�a2 �0.25�ka�2 + 0.613ika� . �A9�

The reactive component Xrad acts to increase the effective
length of the tube and has already been included in the cal-
culation of L�. The resistive component corresponds to
acoustic energy radiated into free space and is handled by
setting p1=Rradu1.

The vent impedance is then calculated as

Zvent =
p2

u2
= Z

Rrad cosh �L� + Z sinh �L�

Rrad sinh �L� + Z cosh �L�
. �A10�
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A method is described for producing focused intracochlear electric stimulation using an array of N
electrodes. For each electrode site, N weights are computed that define the ratios of positive and
negative electrode currents required to produce cancellation of the voltage within scala tympani at
all of the N−1 other sites. Multiple sites can be stimulated simultaneously by superposition of their
respective current vectors. The method allows N independent stimulus waveforms to be delivered to
each of the N electrode sites without spatial overlap. Channel interaction from current spread
associated with monopolar stimulation is substantially eliminated. The method operates by inverting
the spread functions of individual monopoles as measured with the other electrodes. The method
was implemented and validated with data from three human subjects implanted with 22-electrode
perimodiolar arrays. Results indicate that �1� focusing is realizable with realistic precision; �2�
focusing comes at the cost of increased total stimulation current; �3� uncanceled voltages that arise
beyond the ends of the array are weak except when stimulating the two end channels; and �4� close
perimodiolar positioning of the electrodes may be important for minimizing stimulation current and
sensitivity to measurement errors. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2722047�

PACS number�s�: 43.66.Ts, 43.64.Me �RYL� Pages: 3703–3716

I. INTRODUCTION

Multichannel cochlear implants exploit the tonotopic or-
ganization of the cochlea by mapping audio energy in spe-
cific frequency bands to stimulation at corresponding
“places” along the spiral array of auditory nerve fibers. In
this context the term “channel” is often used interchangeably
in referring to either �1� the frequency band with its associ-
ated signal processing path or �2� a set of electrodes among
which currents are passed with specified ratios, in order to
excite nerve fibers at a single spatially restricted “place”
within the cochlea �e.g., monopolar, bipolar, or tripolar�. For
clarity we have adopted the term “processing channel” where
the first sense is intended, but use the generic term “channel”
only in the second sense.

Although stimulation through one channel is intended to
excite at a single place, the actual locus of neural excitation
can be broad and complex due to spread of current through-
out the conducting fluids and tissues of the cochlea. Never-
theless, a modest degree of spatial specificity is possible
even with a simple monopolar channel, although the extent
of excitation is generally broad �van den Honert and Sty-
pulkowski, 1987; Bierer and Middlebrooks, 2002; Snyder et
al., 2004; Cohen et al., 2003�. Despite this breadth many
listeners are able to discriminate spatial shifts in the place of

stimulation of a fraction of a millimeter when a single chan-
nel is activated in isolation �Busby et al., 1994; Busby and
Plant, 2005; Collins et al., 1997; Donaldson et al., 2005�,
probably by detecting movement of either the centroid or the
skirts of the excited region.

However, when two or more channels are activated con-
currently, the locus of excitation is not the simple union of
their individual loci because of the nonlinearity of the neural
excitation process. Instead, neurons that fall outside of the
individual loci �i.e., those that would not respond to any one
channel� may nevertheless be excited by the summed current
fields. This results in the well-known phenomenon of “chan-
nel interaction.” Channel interaction can lead to unpredict-
able loudness fluctuations, and smearing of the spatial repre-
sentation of spectrum �Shannon, 1983b; Fu and Nogaki,
2005; Boex et al., 2003; Stickney et al., 2006�.

Almost all successful stimulation strategies in clinical
use today circumvent channel interaction by using sequential
pulsatile stimulation �Skinner, 1994; Wilson et al., 1991;
Skinner et al., 2002; Bosco et al., 2005�. Such strategies
deliver stimulation through only one �usually monopolar�
channel at any given instant. Stimulation is time-multiplexed
across channels at rates high enough to produce a fused per-
cept for the listener. Although monopoles excite broad spatial
extents of the nerve array, spatial/spectral information is nev-
ertheless adequately conveyed, presumably by the trajectory
of the centroids of those ranges. In this way a reasonable

a�Portions of this work were presented at the 2005 Conference on Implant-
able Auditory Prostheses, Pacific Grove, CA, August 2005.

b�Electronic mail: cvdhonert@cochlear.com
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representation of a sound’s time-varying magnitude spectrum
can be appreciated by the listener, such that formant peaks
can be perceived.

Prior to the widespread adoption of sequential-
monopolar stimulation for clinical use, several more com-
plex channel configurations were explored with the objective
of producing more focused electrical fields and hence nar-
rower stimulation regions �Clark et al., 1979; Walsh et al.,
1980; Van Compernolle, 1985a, b; Busby et al., 1994; Miy-
oshi et al., 1996; Kral et al., 1998; Jolly et al., 1996�. Except
for strategies where simultaneous stimulation of multiple
channels was obligatory, the complex channel configurations
that have been tested clinically have not resulted in speech
understanding gains �Loizou et al., 2003; Stickney et al.,
2006; Xu et al., 2005; Zwolan et al., 1996; Pfingst et al.,
1997; von Wallenberg et al., 1995; Mens and Berenstein,
2005�.

A renewed interest in stimulus focusing has developed
in recent years, motivated in part by the demands of strate-
gies that seek to preserve within-channel fine temporal pat-
terns of stimulation �van Hoesel and Tyler, 2003; Clopton et
al., 2002; Nie et al., 2005; Grayden et al., 2004; van den
Honert, 1990�. These strategies deliver stimuli at instants in
time determined from features of a processing channel’s au-
dio filter output �e.g., peaks or zero crossings�. In general,
those instants in time are asynchronous across channels, and
so cannot satisfy the nonsimultaneity constraint of sequential
stimulation. This means that stimulus pulses inevitably will
overlap in time. An arbitration scheme can be adopted to
discard stimuli that would overlap with others, but there is a
more fundamental problem. The temporal patterns them-
selves are corrupted by overlap between regions of excita-
tion. That is, due to the overlapping stimulus regions, any
given neuron will generally be driven by pulses from mul-
tiple channels, receiving the composite of multiple temporal
patterns rather than one. To prevent this, the stimulation re-
gions must be narrowed.

A second motivation for revisiting the topic of stimulus
focusing stems from the need for improved representation of
periodicity �musical� pitch by cochlear implants. Besides its
importance for music, pitch recognition is important for seg-
regating one voice from multiple competitors �Brokx and
Nooteboom, 1982; Scheffers, 1983; Chalika and Bregman,
1989; Summerfield and Assmann, 1990; Drullman and
Bronkhorst, 2004� and for transmission of semantic informa-
tion in tonal languages �Chao, 1968; Wang, 1973; Xu, 2003�.
Perhaps ironically, periodicity pitch is only weakly conveyed
by the repetition rate of an electrical stimulus, and then only
for an isolated fundamental �as opposed to a chord� and over
a limited frequency range �Shannon, 1983a; Tong and Clark,
1985; Pijl and Schwartz, 1995; Laneau and Wouters, 2006;
Carlyon et al., 2002�. There is evidence that fine spatial reso-
lution may be necessary �if not sufficient� for recognition of
periodicity pitch, at least for resolved harmonics �Oxenham
et al., 2004; Shackleton and Carlyon, 1994; Carlyon and
Shackleton, 1994; Shamma and Klein, 2000�. Significantly
improved focusing of the stimulation will be needed if these
detailed spatial patterns are to be recreated with a cochlear
implant.

The work reported here builds upon the “current decon-
volution” approach described by Van Compernolle �1985a,
b� and subsequently elaborated by Townshend and White
�1987�. Van Compernolle’s method inverted the current-
spread functions of a set of monopoles in order to calculate a
combination of currents that would maximize stimulation at
selected places and minimize it elsewhere. This method was
impractical at the time because �1� the inversion was over-
specified �thus inexact� in that it determined stimulus
strength at more places than the number of electrodes; �2�
spread was measured imprecisely using a psychophysical es-
timate; and �3� contemporary electrodes had broad spread
functions, resulting in impractically high compensating cur-
rents. Rodenhiser and Spelman �1995� extended Van Comp-
ernolle’s work, determining spread functions from a lumped-
constant model of the cochlea in place of psychophysical
measures. Although less time consuming, their approach
does not incorporate specific spread functions of an indi-
vidual subject.

The 22-electrode Nucleus® Contour Softip™ perimodi-
olar array �Roland, 2005� overcomes limitations �1� and �3�
above. To address limitation �2� we measured subject-
specific spread functions in the form of a matrix of transim-
pedance values between stimulated and idle electrodes.
These values were then used to compute an inverse matrix of
transadmittance values. Each column of the inverse matrix
constitutes a vector of numerical weights defining the current
contribution from each electrode that is required to produce a
nonzero intrascalar voltage at one, and only one, place. So,
each such vector of weights defines a channel in the second
sense of the opening paragraph above. This focusing process
is loosely analogous to that of a phased array radar system in
that both exploit constructive and destructive interference
from multiple sources in order to modulate the spatial prop-
erties of the resulting field. Thus we have adopted the term
“phased array” channels to describe the weight vectors. The
purpose of this paper is to describe the stimulus focusing
method, analyze its limitations, and validate its application
with physical data.

II. METHODS

A. Subjects and electrodes

Subjects were three adult users of an experimental co-
chlear prosthesis that contained no implanted electronic com-
ponents �Fig. 1�. It consisted of a 22-contact intracochlear
Nucleus® Contour Softip™ perimodiolar electrode array and
two extracochlear electrodes located below the temporalis
muscle. Wires from all electrodes were terminated directly to
a connector housed in a percutaneous titanium pedestal
mounted to the skull behind the ear. For take-home use, each
subject was equipped with an externally worn receiver-
stimulator that was electrically equivalent to a Nucleus®

Contour Advance™ implant. The receiver-stimulator
plugged into the external surface of the pedestal and was
driven by cable connection from an ESPrit 3G™ behind-the-
ear processor.
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B. Stimulation equipment

During experimental sessions in the laboratory the pro-
cessor and receiver/stimulator were disconnected, and each
of the 22 intracochlear and 2 extracochlear electrodes was
connected to a dedicated current source �Fig. 2�a��. Input
signals to the 24 current sources were provided from an array
of high-speed 16-bit D/A converters under control of an em-
bedded DSP board within a host PC. This configuration pro-
vided simultaneous independent control of the current
through every intracochlear and extracochlear electrode.

A surface electrode on the wrist was connected to a
current-limited driven ground lead that was maintained equi-
potential with the current source isolated circuit ground �Fig.
2�b��. This electrode kept the subject referenced to the stimu-
lation circuitry. It also provided a return path for any net
error current that might flow if a hardware or software fault
were to cause the instantaneous algebraic sum of implanted

electrode currents to become nonzero. Small transient error
currents were expected due to finite precision of gain and
speed matching across current sources. However, if current
through the driven ground exceeded ±50 �A for more than
5 �s, an error condition was flagged, causing immediate in-
terruption of all subject connections.

C. Transimpedance measures

When a monopolar current is passed through an intraco-
chlear electrode a corresponding voltage can be measured at
any other intracochlear electrode. The transimpedance be-
tween the two electrodes is defined as the ratio of the voltage
to the current. For frequencies of interest here ��20 kHz� the
cochlear fluids and tissue are essentially resistive �Spelman
et al., 1982; Clopton and Spelman, 1982; Vanpoucke et al.,
2004a; van den Honert, unpublished data� such that the volt-
age is instantaneously proportional to the current to a close
approximation, and the reactive component of the transim-
pedance can be ignored. Nevertheless, we retain the term
transimpedance in preference to transresistance as a reminder
that the analysis below could be carried out with complex
arithmetic if reactive components were significant.

For each intracochlear electrode, a 3-second 50-Hz train
of monopolar biphasic pulses �40 �s/phase� was delivered at
the maximum comfortable current level. Because the tran-
simpedance values are constants of proportionality, each can
be measured with a current of any convenient intensity. The
use of the maximum comfortable level allowed us to maxi-
mize the signal-to-noise ratio in the voltage measurements.
Return current was divided equally between the two extraco-
chlear electrodes via their corresponding current sources. Us-
ing an isolated oscilloscope with 10 M� input impedance,
the voltage pulse at each of the 21 remaining electrodes was
measured with respect to the current source ground �which
was equipotential with the wrist electrode�. The 40-�s phase
width was selected to be long enough for the voltage pulse
waveform to plateau, but short enough to permit relatively
high currents while remaining comfortable. Current pulse
amplitudes ranged from 192 to 469 �A, with a mean value
of 383 �A. The amplitude of the voltage pulse was mea-
sured from an average of 32 traces, yielding a residual noise
level that was approximately 5 mV peak-to-peak.

For stimulating electrode j and measuring electrode i,
transimpedance zij has units of V/mA �k�� and is given by

zij = vi/ij , �1�

where vi is the measured plateau voltage and ij is the ampli-
tude of the current pulse. In this way a 22�22 matrix Zm of
transimpedance values was determined for each subject:

Zm = �
z1,1 z1,2 ¯ z1,22

z2,1 z2,2 ¯ z2,22

� � � �
z22,1 z22,2 ¯ z22,22

� . �2�

Each column j of the matrix represents the spread function
for stimulation through electrode j, with a peak at the diag-
onal value zjj.

FIG. 1. �Color online� Experimental implant. The titanium percutaneous
pedestal houses a 24-pin connector. Extracochlear electrodes include a plati-
num disc and a ball electrode �not shown�. The spiral intracochlear array of
22 electrodes is shown on the right.

FIG. 2. �a� Schematic diagram of the enhanced Howland current source �see
Ross et al. �2003� for circuit analysis�. To maximize output impedance,
resistor R2 is trimmed such that R1/R2=R3/R4. Series capacitor C1 �100 nF�
blocks direct current to the electrode. Shunt resistor R6 �5 M�� provides dc
stability. �b� Schematic diagram of the driven ground circuit. Current flow-
ing through the driven ground electrode is limited by the 15 k� resistor in
conjunction with the ±15 V maximum output of the operational amplifier.
Output voltage is proportional to the error current flowing through the
driven ground electrode.
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The peak values on the diagonal of Zm could not be
measured directly due to polarization of the electrode carry-
ing the current pulse. The electrochemical potential required
to force a current pulse across the series impedance of the
metal-electrolyte interface increases the measured voltage.1

This precludes using the same electrode both to deliver cur-
rent and to measure potential in the cochlear fluid. It is pos-
sible to estimate the diagonal values using a lumped-constant
model, but published data �Vanpoucke et al., 2004b� suggest
that the complexity of this approach can lead to substantial
errors.2 Instead we estimated values on the diagonal of Zm by
simple linear extrapolation from surrounding values in the
matrix. We used the maximum among the four values ex-
trapolated from adjacent pairs in the matrix as follows:

zjj = max�2zj+1,j − zj+2,j ,

�3�
2zj−1,j − zj−2,j, 2zj,j+1 − zj,j+2, 2zj,j−1 − zj,j−2.

For j�2 and j�21 only two adjacent pairs were available
for extrapolation. In those cases the two arguments of the
max function that referenced elements outside of the matrix
boundaries were omitted.

The maximum extrapolated value was used for a practi-
cal reason. We felt that it was preferable not to underestimate
the sharpness of the spread function, as this would result in
unnecessarily high peak currents in the focused stimuli. The
effect of errors introduced by the extrapolation is considered
below in Sec. II F.

Table I shows the matrix Zm for one subject. Close in-
spection reveals that it is very nearly diagonally symmetric.

Indeed, for a three-port network where a single node serves
as both the return current path and the voltage measurement
reference, the reciprocity theorem holds that diagonal sym-
metry obtains exactly—i.e., zij =zji for all i and j �Van Valk-
enburg, 1960�. In practice, due to the same polarization issue
discussed above, the extracochlear electrodes could not serve
as both return current path and voltage reference. Instead, the
surface electrode on the wrist served as the reference. The
observed deviations from diagonal symmetry were small and
comparable to the noise in the measurements. This implies
that the tissue surrounding the return electrodes was essen-
tially neutral, or equipotential with the wrist, and that the
voltage gradients of consequence occur within and about the
cochlea. We therefore assumed the true matrix was in fact
diagonally symmetric, and that deviations from diagonal
symmetry were attributable to noise in the measurements. In
order to reduce this noise we averaged diagonally opposite
elements to compute a new transimpedance matrix,

Z =
1

2
�Zm + Zm

T � �4�

where Zm
T denotes the transpose of Zm. Matrix Z is diago-

nally symmetric by definition.

D. Computation of channel weights

Superposition of fields in a linear medium allows calcu-
lation of the voltages v= �v1 ,v2 , . . . ,v22� that arise at the

TABLE I. Transimpedance values for subject S1 �V/mA�. Stimuli were 3-s 50-Hz trains of monopolar biphasic �40 �s /phase� pulses at maximum comfort-
able intensity. Transimpedance was computed from the ratio of averaged peak voltage at the measuring electrode �re: neutral wrist electrode� to peak current
through the stimulating electrode. Values on the diagonal were extrapolated from surrounding values �see text for details�.

Stimulating
electrode Voltage measurement electrode

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22

1 1.66 1.19 0.76 0.63 0.56 0.53 0.50 0.47 0.45 0.44 0.42 0.41 0.41 0.39 0.38 0.37 0.37 0.36 0.35 0.36 0.36 0.35
2 1.21 1.99 1.41 0.83 0.64 0.58 0.55 0.52 0.50 0.47 0.46 0.45 0.44 0.47 0.40 0.40 0.39 0.39 0.38 0.38 0.37 0.38
3 0.76 1.38 2.25 1.51 0.81 0.67 0.61 0.55 0.53 0.51 0.49 0.47 0.45 0.45 0.43 0.42 0.41 0.40 0.40 0.40 0.39 0.39
4 0.63 0.82 1.53 2.25 1.34 0.85 0.71 0.62 0.58 0.55 0.53 0.51 0.49 0.48 0.46 0.45 0.45 0.43 0.42 0.42 0.42 0.42
5 0.54 0.61 0.81 1.34 2.30 1.67 1.04 0.72 0.65 0.60 0.57 0.55 0.52 0.52 0.48 0.47 0.47 0.45 0.45 0.44 0.43 0.44
6 0.51 0.56 0.67 0.84 1.66 3.35 2.14 0.92 0.75 0.65 0.62 0.58 0.56 0.55 0.52 0.50 0.50 0.48 0.47 0.47 0.47 0.51
7 0.50 0.53 0.60 0.71 1.05 2.11 3.23 1.40 0.91 0.71 0.66 0.62 0.59 0.56 0.54 0.52 0.51 0.50 0.48 0.49 0.47 0.48
8 0.45 0.49 0.54 0.61 0.72 0.92 1.41 2.31 1.56 0.85 0.73 0.67 0.63 0.60 0.56 0.54 0.53 0.51 0.49 0.49 0.48 0.48
9 0.45 0.48 0.53 0.57 0.66 0.76 0.91 1.57 2.24 1.21 0.84 0.73 0.67 0.64 0.61 0.57 0.56 0.54 0.53 0.53 0.51 0.51
10 0.41 0.44 0.49 0.52 0.58 0.64 0.69 0.84 1.19 1.57 1.19 0.82 0.71 0.65 0.62 0.59 0.57 0.54 0.52 0.52 0.51 0.51
11 0.41 0.43 0.47 0.50 0.55 0.61 0.65 0.72 0.82 1.19 1.56 1.06 0.78 0.71 0.66 0.62 0.60 0.58 0.55 0.55 0.54 0.53
12 0.41 0.43 0.46 0.49 0.54 0.58 0.61 0.67 0.72 0.84 1.08 1.33 0.97 0.78 0.72 0.67 0.64 0.61 0.58 0.57 0.57 0.56
13 0.39 0.44 0.44 0.47 0.51 0.55 0.57 0.62 0.67 0.72 0.78 0.96 1.19 0.96 0.78 0.71 0.67 0.64 0.61 0.60 0.58 0.58
14 0.40 0.50 0.45 0.48 0.52 0.55 0.58 0.61 0.65 0.69 0.72 0.79 0.98 1.17 0.93 0.79 0.74 0.69 0.66 0.64 0.62 0.61
15 0.36 0.39 0.41 0.43 0.47 0.49 0.52 0.55 0.58 0.61 0.65 0.70 0.77 0.90 1.08 0.89 0.76 0.69 0.64 0.62 0.61 0.60
16 0.37 0.39 0.41 0.43 0.47 0.49 0.51 0.55 0.57 0.60 0.63 0.67 0.73 0.78 0.91 1.19 0.99 0.78 0.70 0.68 0.65 0.64
17 0.35 0.38 0.41 0.43 0.46 0.49 0.50 0.53 0.55 0.58 0.61 0.64 0.68 0.72 0.78 0.99 1.33 1.04 0.75 0.72 0.68 0.66
18 0.36 0.38 0.41 0.43 0.46 0.48 0.50 0.52 0.55 0.57 0.59 0.62 0.66 0.69 0.72 0.80 1.05 1.30 0.92 0.78 0.73 0.71
19 0.35 0.37 0.39 0.41 0.44 0.46 0.47 0.49 0.52 0.53 0.56 0.58 0.61 0.64 0.66 0.70 0.76 0.90 1.30 1.04 0.81 0.74
20 0.36 0.38 0.39 0.42 0.45 0.46 0.48 0.50 0.52 0.54 0.56 0.58 0.60 0.63 0.65 0.69 0.73 0.78 1.06 1.33 1.03 0.83
21 0.35 0.37 0.39 0.42 0.43 0.46 0.47 0.48 0.51 0.53 0.54 0.56 0.60 0.61 0.63 0.65 0.68 0.72 0.82 1.01 1.25 1.03
22 0.35 0.37 0.40 0.42 0.45 0.52 0.48 0.49 0.52 0.53 0.55 0.56 0.58 0.60 0.62 0.64 0.66 0.70 0.76 0.83 1.03 1.24
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electrode sites when an arbitrary vector of 22 simultaneous
currents ie= �ie1

, ie2
, . . . , ie22

� is delivered through the elec-
trodes:

v = Zie. �5�

The matrix notation of Eq. �5� is equivalent to a set of 22
simultaneous equations expressing voltage at each place as a
linear combination of 22 currents. We refer to this as solving
the forward problem.

In order to focus the stimulating field we seek to solve
the inverse problem—viz. given a desired vector of stimulat-
ing voltages3 vd= �vd1

, . . . ,vd22
�, we seek to determine the

required vector of electrode currents that will produce them.
Provided that it is nonsingular, the square matrix Z can be
inverted. Then solving Eq. �5� for ie yields

ie = Z−1vd = Yvd, �6�

which represents the solution of the inverse problem. The
elements of the inverse matrix Y are transadmittance values
with units of mA/V �mS�.

Consider the special case vd= �0, . . . ,0 ,vdp
,0 , . . . ,0�,

where we seek to produce the specified voltage vdp
at a

single place p, and exactly zero volts at every other place.
This represents optimally focused single-place stimulation.
The required vector of currents is the product of scalar vdp
and column p of Y:

ie = vdp� y1p

�
y22p

� . �7�

The transadmittance elements �y1p
¯y22p

� of column p con-
stitute a set of 22 signed weights that define the current ratios
needed to produce a stimulating voltage only at place p. Thus
each column of Y defines a multipolar channel.

We refer to these weight sets as “phased array” �PA�
channels in contrast to monopolar, bipolar, or tripolar chan-
nels. It is apparent that each of the 22 PA channels employs
all 22 of the intracochlear electrodes. Multiple PA channels
can be stimulated simultaneously. The general solution of
Eq. �6� provides for concurrent stimulation at all 22 places
with 22 independent voltages by summing the corresponding
single-channel current vectors.

Matrix Y defines channel weights for the 22 intraco-
chlear electrodes, but each channel also employs extraco-
chlear current as well. The total current flowing into the tis-
sue must equal the total current flowing out. Therefore, the
extracochlear current must be equal and opposite to the al-
gebraic sum of the intracochlear currents. Its weight yxp

for
channel p is given by

yxp
= − �

i

yip. �8�

In practice the desired stimulus intensity for each place
is specified not in absolute volts, but as a relative intensity
with respect to some place-specific criterion level such as
perceptual threshold. We therefore normalized the weights

for each channel with respect to its “on-center” value ypp to
produce a dimensionless set of weights wp= �w1p . . .w22p� as
follows:

� w1p

�
w22p

� =
1

ypp�
y1p

�
y22p

� . �9�

The extracochlear current weight was similarly normalized
as wxp

=yxp
/ypp. Normalization of the weights preserves the

ratios of currents used for stimulation through a single chan-
nel p �Eq. �7��, so that it still produces exactly 0 V at all
other places k�p.

The normalized channel weights formed the columns of
a new matrix W that was used to compute current vectors for
experimental stimulation. The input was no longer a vector
of desired voltages. Instead the currents were computed from

ie = Wic, �10�

where input ic was a vector of channel stimulus intensities
expressed as “on-center” currents �in mA�. The on-center
current for a channel is its contribution to the current carried
by the electrode located at its stimulation place, while it con-
tributes smaller currents of equal or opposite polarity to the
other “off-center” electrodes. Specifying a channel’s stimu-
lus intensity in mA this way has the advantage that it allows
intuitive comparison with monopolar channels that deliver
on-center current only.

E. Electrode current waveforms

Equation �10� provides an instantaneous solution to the
inverse problem. In practice each of the stimulus intensities
�ic1

�t� , . . . , ic22
�t�� is a function of time. For example, those

functions might be a set of biphasic pulse trains with varying
rates, intensities, and pulse widths, or sinusoids of varying
frequency and amplitude. Consequently, the electrode cur-
rents �ie1

�t� , . . . , ie22
�t�� are also functions of time. A new cur-

rent vector ie must be computed each time that any signal
icp

�t� changes value. In general, for sampled signals, a new
matrix multiplication is required for every sample interval.
Thus by applying electrode current waveforms ie�t� derived
from repeated solution of Eq. �10� it is possible to deliver 22
completely independent stimulus waveforms to each of the
22 intracochlear places.

F. Effect of extrapolation errors

As noted above under Sec. II C, the diagonal elements
of matrix Z were necessarily estimated by extrapolation from
surrounding values. It is important to understand the extent
to which estimation errors compromise the resulting stimu-
lation voltages. If Z is the true transimpedance matrix, we
define the imperfect matrix Z� as

Z� = Z + � , �11�

where � is the diagonal matrix of estimation errors �pp

=zpp� −zpp. Using imperfect transimpedances Z� and given a
desired vector of stimulating voltages vd, the solution of Eq.
�6� yields an imperfect vector of stimulating currents:
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ie� = Z�−1vd. �12�

When the imperfect currents ie� are passed through the elec-
trodes the actual voltages v� will differ from the desired volt-
ages vd. From Eq. �5� the actual voltages are given by

v� = Zie�. �13�

Actual voltages v� can be compared with the correct voltages
vd that would have arisen if the transimpedances really were
given by Z�. Solving Eq. �12� for vd gives

vd = Z�ie�. �14�

Subtracting Eq. �14� from Eq. �13� yields the vector of error
voltages �:

� = v� − vd = Zie� − Z�ie� = �Z − Z��ie� = − 1�ie�. �15�

Two observations from Eq. �15� are noteworthy. First,
since � is diagonal, the error voltage �p at place p is deter-
mined entirely by the corresponding estimation error �pp and
the current through electrode p:

�p = − �ppiep
� . �16�

Second, the negative multiplier of Eq. �15� indicates that
overestimating the transimpedance zpp results in a weaker
than intended voltage and vice versa.

III. RESULTS

For purposes of describing the data, each PA channel is
identified by the number of its center electrode. We distin-
guish between “end channels” centered at electrodes 1 and
22 �basal and apical ends of the array, respectively� and the
remaining “internal channels.” We further define a “flanker”
as an electrode adjacent to the center of a channel. Each end
channel has a single flanker, whereas each internal channel
has two.

A. Transimpedances

Exemplary spread functions are plotted for each of the
three subjects in Figs. 3�a�–3�c�. Each curve represents one
column of transimpedance matrix Z. Spread functions gen-
erally declined monotonically toward the base �electrode 1�,
but approached a nonzero asymptote apically. The open
circles represent the peaks of all spread functions, including
those not plotted. The ratio of largest to smallest peak ranged
from 3.1 for S1 to 1.9 for S3.

Sharpness and symmetry of the spread functions varied
within each subject. The curves do not have true space con-
stants because most are not well characterized by simple ex-
ponentials. In lieu of a space constant we initially quantified
sharpness by normalizing each curve to a peak value of 1.0
and then averaging slopes on each side of the peak. Peak z

FIG. 3. Transimpedance and transad-
mittance data from three subjects plot-
ted against electrode place. Electrode
1 is most basal. Left panels �a–c� show
spread functions of transimpedance.
Solid lines are exemplary functions,
each of which represents one column
of matrix Z �see text for details�. Open
circles represent peaks of all 22 spread
functions for each subject. Dotted
lines of panel �c� show all 22 spread
functions for subject S3. Right panels
�d–f� show corresponding transadmit-
tance data. Solid lines are exemplary
individual PA channels, each of which
represents one column of matrix Y.
Open circles represent peaks of all 22
channels. Dotted lines of panel �f�
show all 22 PA channels for subject
S3.
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and normalized slope were positively correlated for all three
subjects, indicating that sharp spread functions have high
peak z. However, that correlation may have been an artifact
of the extrapolation that related the two variables. To elimi-
nate the possibility of a spurious correlation, two proxy vari-
ables were defined to represent magnitude and sharpness of
the spread function. For electrode p, magnitude M was rep-
resented by the average of the flanker values in V/mA,

M =
zp+1,p + zp−1,p

2
, �17�

and sharpness S was represented by the average decrement in
dB/electrode from each flanker to the next adjacent point on
the spread function:

S =
20 log �zp+1,p/zp+2,p� + 20 log �zp−1,p/zp−2,p�

2
. �18�

As shown in Fig. 4, magnitude and sharpness of the spread
functions traced similar subject-specific trajectories across
the electrode array. Variables S and M were positively corre-
lated �p�0.001 for all subjects�, confirming that sharper
spread functions tend to have higher magnitude.

B. Transadmittances and channel weights

Figures 3�d�–3�f� show transadmittance values for each
subject. Each curve represents one column of matrix Y.
Channel weights W �not shown� were derived by normaliz-
ing each curve to a peak value of 1.0 according to Eq. �9�.
The channel weights exhibit a characteristic pattern of de-
creasing absolute magnitude and alternating polarity with
distance from the center electrode. There are exceptions to
both patterns at larger distances.

Weights for flanker electrodes were invariably negative.
Magnitude and symmetry of the flankers of internal channels
were quantified by the average w̄f and ratio 	 f, respectively,
of the smaller and larger weights. The average fell in the
range −0.626� w̄f �−0.433 with mean −0.523. The ratio fell
in the range 0.472�	 f �0.999 with mean 0.819. Neither
was correlated with place of the channel center �p
0.50 for
each subject�. The mean flanker weight for end channels was
−0.736. Extracochlear weights wx were generally small and
negative, indicating that most PA channels include a weak
“monopolar” return current of polarity opposite to that of the
on-center current. The extracochlear weight was stronger for
end channels, markedly so at the basal end. The mean value
of wx was −0.224 for basal end channel 1, −0.088 for apical
end channel 22, and −0.023 for internal channels.

Figure 5 shows an exemplary solution of Eq. �6� for
subject S1 with the arbitrary set of desired voltages all equal
to zero except vd5

=0.3, vd10
=0.2, vd15

=0.1. The vertical bars
represent the required currents ie, and the dotted lines repre-
sent voltages that would result from each individual current.
The sum of the individual voltages curves, shown by the
solid line and circles, is the desired voltage profile. Extensive
cancellation of contributions from various electrodes is evi-
dent in comparing the magnitudes of the dotted curves to that
of their sum.

C. Focusing current penalty

Comparison of the open circle peak trajectories of Figs.
3�a�–3�c� with those of Figs. 3�d�–3�f� suggests an inverse
relationship between the two. PA channels centered on elec-
trodes with high peak z have low peak y and vice versa. This
relationship is illustrated in the scatter plot of Fig. 6. Peak z
on the abscissa is the voltage that develops adjacent to a

FIG. 4. Spread function magnitude M and sharpness S as functions of elec-
trode place. Magnitude M is the average of the two flanker values surround-
ing the extrapolated spread function peak. Sharpness S is the average dec-
rement �in dB/electrode� from each flanker to the next adjacent point on the
spread function. For electrodes 1, 2, 21, and 22 M and R were computed
from the single internal flanker. Vertical scales vary among panels to illus-
trate similarity of the trajectories. Inset R values indicate Pearson product
moment correlation coefficients between M and S. See text for details.
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monopole carrying 1 mA. Peak y on the ordinate is the on-
center current of the PA stimulus that produces 1 V at the
same place.

The data of Fig. 6 are compared with the hyperbola zy
=1. The hyperbola represents the equivalent relationship for
a simple monopolar channel where the two values are simply
reciprocals. The elevation of the plotted points above the
hyperbola indicates the extent to which the on-center current
of the PA channel exceeds the monopolar current that would
produce an equivalent on-center voltage. It is evident that
use of the PA channel imposes a penalty in the form of el-
evated on-center current, and that the penalty rises steeply
with decreasing peak z below about 1.5 V/mA.

In fact the data of Fig. 6 underestimate the total current
penalty because they do not include compensating currents
delivered to the off-center electrodes of the PA channel. To
determine the full penalty we compared total current flowing
into �and thus out of� the tissue in the PA and monopolar
cases. For monopolar stimulation the positive current re-
quired to produce +1.0 V at place p flows entirely through
electrode p and is given by

IMPp
=

1

zpp
. �19�

For PA stimulation the total positive current needed to
achieve the same +1.0 V at place p is computed from Eqs.
�7� and �8� as

IPAp
= �

i
	yip, yip 
 0

0, otherwise

 + 	yxp

, yxp

 0

0, otherwise

 . �20�

Total focusing penalty �p for PA channel p is then defined as
the ratio of positive currents:

�p =
IPAp

IMPp

. �21�

Focusing penalty � is plotted as a function of channel center
in Fig. 7�a�. The penalty across all 66 channels fell in the
range 2.18���9.56 with mean 5.11. The penalty for each
end channel was consistently lower than for the adjacent in-
ternal channel.

The scatter plot of Fig. 7�b� shows that the penalty was
lower for channels centered on electrodes with sharp spread
functions �high S�. This is intuitively sensible. In the limit of
an infinitely sharp spread function, off-center compensatory
currents are unnecessary and the PA channel converges to-
ward the monopolar case as off-center weights all approach
zero.

D. Effects of transimpedance measurement errors

The two-norm condition numbers of the Z matrices for
subjects S1, S2, and S3 were 136, 192, and 141, respectively.
These values indicate a potential for sensitivity to measure-
ment errors in the original data when computing the inverse
matrix Y �Watkins, 2002�. If the true matrix Z is in fact
diagonally symmetric as argued above, then the measure-
ment errors can be characterized from the difference values
above or below the diagonal in the matrix:

� = Zm − Zm
T . �22�

Assuming that each transimpedance value zmij
includes an

error component e that is normally distributed with mean 0
and variance �e

2, then the difference values

ij = �zij + ex� − �zji + ey� = ex − ey �23�

are also normally distributed with variance 2�e
2. The 231

differences above the diagonal of matrix � satisfied �p

0.05� a Kolmogorov-Smirnov test for normality �Blum and
Rosenblatt, 1972� for subjects S1 and S3, and for S2 with
one outlier excluded. For each subject the variance of the
underlying error distribution was estimated from

FIG. 5. Exemplary solution of Eq. �6� for subject S1, illustrating currents
required to generate the desired voltage vector vd defined by vdp

=0 for all p
except vd5

=0.3, vd10
=0.2, and vd15

=0.1. Vertical bars represent the current
on each electrode �vector ie�. Dotted lines indicate the voltages that would
arise from each of the individual currents applied separately. The solid line
and filled circles show the net voltage at each electrode, which is identically
equal to the desired voltage vector vd.

FIG. 6. Comparison of spread function peak z with transadmittance peak y
of a PA channel centered at the same electrode. The abscissa represents the
local voltage that arises from passing 1 mA through the electrode. The or-
dinate represents the on-center PA current required to generate the same
local voltage. Hyperbola zy=1 represents the same comparison for monopo-
lar channels where z=1/y. Filled symbols represent end channels 1 and 22.
Open symbols represent internal channels.
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�e
2 �

s
2

2
, �24�

where s
2 is the unbiased variance of the difference values ij

above the diagonal.
The effect of measurement errors was examined with

simulations. For purposes of simulation, the original matrix
Z was assumed to be exact. A simulated Zm was generated
by adding normally distributed random errors with mean 0
and variance �e

2 to the elements of Z. Perturbed PA channel
weights W were then computed. Ten simulations were con-
ducted per subject, each yielding 462 weight errors �normal-
ized diagonal weights wpp�1.0 have no error�. Table II
shows statistics of the simulated weight errors. The influence
of a high condition number is evident in that weight errors
for S2 were larger than for S3 and S1, despite S2’s smaller
measurement errors.

E. Validation with reduced solutions

Due to the polarization phenomenon discussed above
�see Sec. II C�, it was not possible to measure actual voltages
for comparison with expected values when stimulating
through a PA channel. In order to validate the procedure we
computed reduced PAeven channel sets employing only the 11
even-numbered electrodes. This left the odd-numbered elec-

trodes idle and available for voltage measurements. Voltages
measured on the odd electrodes were then compared with
values predicted by the full 22-electrode solution of Eq. �5�.
In order to evaluate the success in canceling off-center
stimulation, we used single-channel PAeven stimuli for the
comparisons.

Figure 8 shows predicted and measured voltages for
stimulation through PAeven channels 8 and 16 at maximum
comfortable intensity. There is generally good agreement be-
tween measured and predicted voltages, with some discrep-
ancies at the immediately adjacent off-center electrodes �S3
center-16, S1 center-8�. However, all cases showed effective
focusing with small off-center voltages predicted and mea-
sured between the ideal zeros at the even electrodes. Note
that the panels of Fig. 8 have different vertical scales to
illustrate focusing profiles relative to peak on-center voltage.

The validation measures for S1, S2, and S3 were con-
ducted 185, 302, and 210 days, respectively, after measure-
ment of the spread functions of matrix Z. The discrepancies
noted might have arisen from drift in the spread functions
between the original measurements and the subsequent vali-
dation. To assess the stability of the transimpedances we rep-
licated selected measurements over time as shown in Fig. 9.
Only measured �not extrapolated� values are plotted.

Measurement dates ranged between 133 and 680 days
postoperatively across the three subjects. The spread func-
tions exhibit generally good stability over time, with a slight
tendency toward gradual sharpening in several cases �S1:
centers 1, 6, 11; S2: center 1; S3: centers 1, 11, 22�. Because
the earliest measurements were made more than 4 months
postoperatively, we do not know how rapidly this stability
was achieved.

F. Voltage spread beyond the array ends

PA stimulation regulates voltages within the bounds of
the electrode array precisely, but substantial uncanceled volt-
ages might exist beyond the ends of the array. Since voltages
beyond the physical array could not be measured, we ex-
plored this possibility using a subset of the electrodes to
represent a shortened array. Current vectors were computed
for a reduced PAshort channel set using only basal electrodes

FIG. 7. Panel �a� shows focusing penalty plotted as a function of cochlear place for each subject. Focusing penalty � is the ratio of total positive PA current
required to generate +1 V at a given place to the positive monopolar current required to do the same. Thus a value of 1.0 indicates no penalty. Panel �b� shows
focusing penalty plotted against sharpness S of the spread function for the center electrode of the PA channel. Focusing penalty is lower for PA channels whose
center electrodes have sharp spread functions �i.e., high S�. Filled symbols in both panels represent end electrodes 1 and 22.

TABLE II. Results of simulated measurement errors in transimpedance data.
PA weights were computed from transimpedance matrices perturbed by add-
ing normally distributed errors to each element of matrix Z. The standard
deviation �e of simulated z errors was derived from an estimate of actual
measurement errors in the original data �see text for details�. Ten simula-
tions, resulting in 4620 weight errors, were conducted for each subject.
Statistics of the errors in the weights are shown.

Weight errors �N=4620 per subject�

Subject

Condition
no. of

matrix Z

S.D. of z
errors �e

�V/mA� Mean
Standard
deviation Max Min

S1 136 0.0093 0.000 040 0.031 0.14 −0.15
S2 192 0.0088 0.000 068 0.045 0.24 −0.26
S3 141 0.0097 0.000 046 0.035 0.20 −0.19
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1–11. Those current vectors then served as inputs to the full
22-electrode solution of Eq. �5�, with zero current on idle
electrodes 12–22. Voltages computed for idle electrodes
12–22 reflect stimulus spread beyond the apical end of the
short array. Exemplary results from subject S2 are shown in
Fig. 10 for the most apical six PAshort channels. For end
channel 11 �circles� the apical spread was substantial—only
slightly less than that of a monopole at the same place �dot-
ted line�. For internal channels 6–10, however, voltages be-
yond the array were relatively weak. In general, the uncan-
celed voltages grew smaller as the channel center shifted
away from the end.

IV. DISCUSSION

The primary purpose of this paper is to describe the
phased array stimulus focusing method, analyze its limita-
tions, and validate its application with physical data. The
results presented confirm that �1� the method is effective in
canceling off-center voltages within the scala tympani; �2�
extrapolation errors in estimating on-center transimpedances
affect only the potential at the corresponding site; �3� with
22-contact perimodiolar electrodes Z matrices can be mea-
sured with sufficient accuracy, and are sufficiently well con-
ditioned, that their inversion yields acceptable weight errors;
and �4� transimpedances are stable over time.

The pattern of alternating polarities in the PA channel
weights �Figs. 3�d�–3�f�� is consistent with an intuitive ap-
proach to focusing. Negative currents are needed on the
flanker electrodes to cancel the skirts of the spread function
around a positive monopole. The flankers’ skirts themselves
require cancellation by positive currents on adjacent elec-
trodes, and so on.

The validation measures of Fig. 8 show good agreement
in most cases between predicted and measured voltages. In
particular, substantial off-center cancellation was confirmed
between the active electrodes �i.e. at the odd electrodes�
where complete cancellation was not predicted. The discrep-
ancies that were observed cannot be attributed to extrapola-
tion errors in diagonal elements of Z, because the odd elec-
trodes carried no current, and thus had no extrapolation error
��=0 in Eq. �16��. Some of the discrepancy may be due to
weight perturbations resulting from z measurement errors.
Another possibility is that spread functions changed during
the 185 to 302 days that elapsed between transimpedance
and validation measurements. The gradual sharpening that
was observed over time for some spread functions �Fig. 9�
may reflect encapsulation of the electrode array and subse-
quent reduction in longitudinal shunting. Such sharpening
could account for the lower-than-expected voltages measured
between center and flanker electrodes in some panels of Fig.
8 �S1 channel 8, S2 channel 16�. Low voltages suggest that

FIG. 8. Comparison of predicted
�filled circles� and measured �open
circles� voltages with single-channel
PAeven stimuli centered at electrodes 8
and 16. Voltages were measurable only
at idle odd electrodes. Predicted values
at even electrodes are 0 by definition.
Measures for S1, S2, and S3 were
made 185, 302, and 210 days, respec-
tively, after measurement of the spread
functions of matrix Z.
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the flanker currents were stronger than necessary, which
would have been the case if the spread functions had become
sharper. In a practical implementation such slow drift could
be accommodated by occasionally updating the Z matrix.

Zierhoffer �2003� has described “sign-correlated” stimu-
lation as a method for determining currents through multiple
electrodes to reduce summation of voltage fields. While this
method appears to have some mathematical similarity to the
derivation of PA channels described here, in fact the two are
quite different. Zierhoffer’s method constrains all intraco-
chlear currents to have equal polarity. With this constraint a
flanker electrode cannot deliver an inverted current to cancel
the skirt from an adjacent center electrode. Therefore, no

stimulus voltage profile can ever be made narrower than the
original monopolar spread function, and no focusing can be
achieved. Zierhoffer’s method may help to ameliorate the
loudness fluctuations associated with monopolar channel
overlap, but it does not correct the associated spatial smear-
ing.

Some investigators have proposed the use of tripolar
�Miyoshi et al., 1996; Kral et al., 1998; Bierer and Middle-
brooks, 2002� or quadrupolar channels �Jolly et al., 1996;
Clopton and Spelman, 1982, 1995; Mens and Berenstein,
2005� to achieve focal stimulation. A tripolar channel has
symmetrical negative flankers that return some of the current
sourced by the center electrode �−0.5�wf �0�. The balance
of the current, if any, returns through an extracochlear elec-
trode. A quadrupole is the limiting case where all of the
current returns through the flankers �wf =−0.5�. Tripolar ap-
proximations are compared with the flanker weights of inter-
nal PA channels from our data set in the scatter plot of Fig.
11. The solid line represents a range of tripolar alternatives,
with the quadrupolar limit indicated by the square symbol.
The paucity of data points surrounding the line suggests that
most tripoles do not closely approximate a PA channel. The
quadrupole may represent a reasonable first-order approxi-
mation to those PA channels that fall near the square, pro-
vided that the other PA weights �not shown� are small. But
many PA channels demonstrate significant asymmetry be-
tween the flankers, which implies that a symmetrical quadru-
polar substitute would not achieve good off-center cancella-
tion in those cases. In order to assess the adequacy of the
tripolar approximations, their residual uncanceled off-center
voltages must be compared with corresponding voltages at
perceptual threshold for specific subjects. Similarly, the ef-
fects of measurement errors and extrapolation errors in the Z

FIG. 9. Stability of transimpedances �spread functions�. Days indicated are
days after implantation surgery. Some functions exhibit a slight tendency to
become sharper over time �S1: centers 1, 6, and 11; S2: center 1; S3: centers
1, 11, and 22�.

FIG. 10. Exemplary plots of voltage spread apical to the electrode array
with stimulation through PAshort channels 6–11 �see text for details�. PAshort

channels use only electrodes 1–11. Each curve represents voltages computed
for stimulation through a single PAshort channel. Off-center voltages at active
electrodes ��11� are zero by definition. Voltages at idle electrodes �
11�
indicated uncanceled spread apical to the array. End-channel 11 �circles�
exhibits substantial apical spread that is only slightly less than that of a
monopole at the same place �dotted line�. In contrast, internal channels 6–10
exhibit relatively weak apical spread beyond electrode 11.
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matrix must also be assessed in the context of behavioral
thresholds. These issues will be addressed in a subsequent
paper.

The common trajectories across cochlear place that are
traced by magnitude M and sharpness S of the spread func-
tions �Fig. 4� suggest that the two parameters reflect a com-
mon property of the electrical environment surrounding an
electrode. A simple interpretation of these data is that elec-
trodes in closer proximity to the modiolar wall suffer less
longitudinal shunting of current by surrounding fluid. Less
shunting would produce both higher voltage and steeper lon-
gitudinal attenuation. The idiosyncrasies of the trajectories in
Fig. 4 varied across subjects, probably reflecting individual
differences in electrode position within the cross section of
scala tympani.

This interpretation leads to the implication that perimo-
diolar placement of the electrode array is important in order
to maximize sharpness of the spread functions. Two signifi-
cant benefits accrue from sharp spread functions: �1� the total
stimulation current is lower because of the reduced focusing
penalty �Fig. 7� and �2� sensitivity to measurement errors is
reduced because the condition number of the Z matrix is
lowered �Table II�. Conversely electrodes lying at the center
of scala tympani or along its lateral wall would likely have
broad spread functions leading to impractically severe focus-
ing penalties and high error sensitivity.

Focusing at the end channels is compromised by uncan-
celed spread beyond the ends of the array �Fig. 10�. This
phenomenon was characterized at the center of the array
where spread functions were relatively broad for all subjects.
Actual uncanceled spread at the ends of scala tympani may
be different due to details of the local electroanatomy. For
example, it may be worse at the apical end than the basal end
because apical spread functions level off instead of declining
monotonically. However, if the electrode array subtends most
or all of the extent of spiral ganglion, there may be few
neurons to be stimulated in the regions beyond the ends. In

that case the spread from the end channels might not be
problematic. In any case, if lack of focus precludes their use,
only two channels are lost for stimulation purposes.

V. CONCLUSIONS

The results presented here demonstrate that phased array
stimulation is realizable with modern perimodiolar elec-
trodes. Significant focusing of the stimulating field is pos-
sible in comparison to monopolar stimulation. Before PA
channels can be implemented in a practical prosthesis, two
issues remain to be addressed. First, due to the focusing pen-
alty, impractically high currents may be required to achieve
audibility. Second, future implanted electronics will have to
provide sufficient precision in both transimpedance measure-
ment and current regulation so as to limit off-center cancel-
lation errors to acceptable levels. An “acceptable” error volt-
age is presumably one that falls below the perceptual
threshold voltage for the same cochlear place. Both the au-
dibility and precision issues have been examined with per-
ceptual measures from the three subjects above, to be re-
ported in a subsequent paper. Future improvements in
electrode technology may relax the demand for both high
current and high precision. More intimate proximity of elec-
trodes to the target neural population would be expected to
reduce both focusing penalty and sensitivity to measurement
errors.
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1The additional voltage drop from polarization can be substantial even with
a small current flow. In the absence of any interface impedance, each diag-
onal transimpedance value would be approximately equal to the impedance
measured between the intracochlear electrode and a large extracochlear
electrode. But actual impedances, measured with a 22 nA peak 1 kHz sinu-
soidal test current, generally exceeded the extrapolated transimpedance val-
ues by a factor of 4 to 10. It is clear that measured electrode impedances are
dominated by the series interface impedances rather than the bulk resis-
tance of the electrolyte between the contacts.

2Vanpoucke et al. �2004b� estimated the diagonal transimpedances using a
lumped-constant model of electrode interface impedances and cochlear tis-
sue. They used numerical methods to determine a best fit of model param-
eters to their Zm data, and then computed estimates of the diagonal tran-
simpedances �which they termed normalized potentials� from the fitted
model parameters. The estimated values of their example solution �their
Fig. 12� appear to be substantially in error. This is most easily appreciated
when the 16 estimated values �Fig. 12, rTissue plot� are replotted on a
common set of axes with the surrounding measured values �Fig. 12, zOff
plots�. Each of the 16 estimated rTissue values represents the “missing
peak” of the corresponding zOff spread function curve. But most of those
estimated missing peaks actually fall below one or both of the adjacent
measured values. This is not possible in a passive volume conductor with a
single point of current injection, where the highest tissue potential �and
hence the highest transimpedance� must exist at the site of the stimulating

FIG. 11. Scatter plot of PA flanker weights for all internal channels. The
solid line represents the locus of weights that implement symmetrical tripo-
lar channels, including the limiting quadrupolar case where both flankers
have weight −0.5 �filled square�.
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electrode. It should be noted that Vanpoucke et al. did not develop their
model for purposes of estimating transimpedances, but rather for examining
current flow pathways.

3The effective stimulus for an axon is determined by the axial gradient of the
potential in the fluid that surrounds it �Altman and Plonsey, 1990�. We
assume that the central ends of all auditory nerve axons share a common
extracellular potential within the internal auditory meatus that is approxi-
mately neutral �0 V�. In that case, axons originating near points of high
voltage within scala tympani experience strong potential gradients along
their lengths. In contrast, axons originating near points at 0 V within scala
tympani experience little or no gradient. Hence the term “stimulating volt-
ages” in referring to the potentials �vd1

, . . . ,vd22
� at the electrode sites

within scala tympani.
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Improved speech recognition in noise in simulated binaurally
combined acoustic and electric stimulationa)
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Speech recognition in noise improves with combined acoustic and electric stimulation compared to
electric stimulation alone �Kong et al., J. Acoust. Soc. Am. 117, 1351–1361 �2005��. Here the
contribution of fundamental frequency �F0� and low-frequency phonetic cues to speech recognition
in combined hearing was investigated. Normal-hearing listeners heard vocoded speech in one ear
and low-pass �LP� filtered speech in the other. Three listening conditions �vocode-alone, LP-alone,
combined� were investigated. Target speech �average F0=120 Hz� was mixed with a time-reversed
masker �average F0=172 Hz� at three signal-to-noise ratios �SNRs�. LP speech aided performance
at all SNRs. Low-frequency phonetic cues were then removed by replacing the LP speech with a LP
equal-amplitude harmonic complex, frequency and amplitude modulated by the F0 and temporal
envelope of voiced segments of the target. The combined hearing advantage disappeared at 10 and
15 dB SNR, but persisted at 5 dB SNR. A similar finding occurred when, additionally, F0 contour
cues were removed. These results are consistent with a role for low-frequency phonetic cues, but not
with a combination of F0 information between the two ears. The enhanced performance at 5 dB
SNR with F0 contour cues absent suggests that voicing or glimpsing cues may be responsible for the
combined hearing benefit. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2717408�

PACS number�s�: 43.66.Ts, 43.71.Ky �RAL� Pages: 3717–3727

I. INTRODUCTION

Fundamental frequency �F0� information has been
shown to be one of the most powerful cues for sound-source
segregation in competing backgrounds �e.g., Brokx and
Nooteboom, 1982; Assmann and Summerfield, 1990�. The
difficulties of speech understanding in noisy environments in
cochlear-implant �CI� listeners �Friesen et al., 2001; Stickney
et al., 2004� have been attributed, at least partly, to an inabil-
ity to encode voice pitch �e.g., Qin and Oxenham, 2005;
Vongphoe and Zeng, 2005�.

Much research has been dedicated to improving pitch
coding in cochlear implants, with the long-term goal of en-
hancing music perception and speech recognition in noise.
Such efforts include high-rate stimulation �Litvak et al.,
2003�, changing filter properties in the speech processor
�Geurts and Wouters, 2004�, delivering temporal fine struc-
ture �Nie et al., 2005�, and enhancing the F0-related modu-
lations in each channel �Vandali et al., 2005; Laneau et al.,
2006�. Recently, the increased availability of a clinical popu-
lation with low-frequency residual hearing has provided an
alternative way of improving implant users’ speech percep-
tion in noise. Given that pitch is best encoded with the fine
timing information carried in the peripherally resolved
lower-order harmonics �e.g., Plomp, 1967; Houtsma and
Smurzynski, 1990�, the low-frequency acoustic hearing in

these patients may allow them to better perceive pitch,
thereby improving speech recognition in noise.

Several studies, using real cochlear-implant listeners
�e.g., Ching et al., 2004; Turner et al., 2004; Kong et al.,
2005� and normal-hearing listeners listening to simulations
of cochlear implants �Qin and Oxenham, 2006�, have shown
that speech recognition improved with additional low-
frequency information, compared to cochlear implant or vo-
coded speech alone. Turner et al. �2004� tested a group of
implant users who were implanted with short-electrode ar-
rays and had substantial low-frequency residual hearing in
the implanted ear. Compared to performance in the tradi-
tional long-electrode users, they reported that short-electrode
users showed greater improvement in speech recognition in a
competing talker background than in a steady-state noise
background. They attributed the enhanced speech recogni-
tion performance to listeners’ ability to exploit the voice dif-
ferences between the target and the masker speech. A similar
conclusion was reached by Qin and Oxenham �2006�, who
found that adding low-pass filtered speech to a “vocoder”
simulation of implant hearing improved speech recognition
in the presence of a competing masker, and also aided iden-
tification of pairs of concurrent vowels. A recent study by
Kong et al. �2005�, which prompted the present study, also
showed that low-frequency information could aid speech rec-
ognition in noise in cochlear-implant users. They tested a
group of implant listeners with substantial low-frequency re-
sidual hearing in the contralateral ear. First they reported that
while the low-frequency acoustic stimulation alone did not
allow any words to be recognized in a speech-recognition
test, it enhanced speech understanding when combined with
electric stimulation. Second, they showed that the improve-
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ment in performance produced by contralateral low-
frequency hearing was greater when the masker voice was of
the opposite sex to the �male� target voice. Third, they
showed that melody recognition with low-frequency acoustic
hearing was better than with a CI—the opposite pattern of
results to that obtained in the speech recognition task. Based
on these three findings, Kong and colleagues proposed that
the segregation of target speech from the masker is based on
the temporal periodicity cues in both the acoustic and electric
signals. Specifically, they suggested that CI listeners may
extract the pitch of the target speech from the nonimplanted
ear, and correlate the resulting pitch values with the degraded
F0 information presented via their implant.

Although it has yet to be directly tested, implant re-
searchers generally accept that the enhanced speech recogni-
tion in competing noise, provided by adding acoustic infor-
mation to electric stimulation, is largely due to the addition
of F0 information �e.g., Turner et al., 2004; Kong et al.,
2005; Qin and Oxenham, 2006�. There are two main reasons
for this. First, it is known that residual low-frequency hear-
ing does, in fact, produce better pitch perception than is
available via an implant �Kong et al., 2005�. Because it also
improves speech understanding in noise, it is tempting to
posit a causal link—particularly given that pitch cues are
indeed important for sound segregation �e.g., Brokx and
Nooteboom, 1982; Assmann and Summerfield, 1990�. How-
ever, it should be noted that this causality remains unproven,
and it has not been demonstrated whether or how acoustic
pitch information can be combined with the highly degraded
representation of F0 provided by an implant. Second, the
effects of combining low-frequency acoustic hearing with an
implant are sometimes “super-additive” �Brill et al., 2001;
Wilson et al., 2002; Dunn et al., 2005; Kong et al., 2005�. As
noted earlier, Kong et al. �2005� found that aiding the ear
with hearing helped speech understanding when combined
with an implant, but led to zero words being correctly re-
ported using the aided ear alone. However, it should be noted
that, even though very low-frequency hearing �or unintelli-
gible auditory signals� may not be sufficient to correctly
identify any whole words, this does not mean that it conveys
no phonetic information at all. An example of this comes
from the well-documented observation that, even though a
single-channel implant alone may provide little open-set
word recognition, it can aid lipreading substantially �e.g.,
Rosen and Ball, 1986�.

The main purpose of this study was to examine which
cues are responsible for the improved speech recognition in
noise in binaurally combined acoustic and electric stimula-
tion. To do so, we used simulations of a cochlear implant and
profound high-frequency ��500 Hz� hearing loss, presented
to normal-hearing listeners. Two types of cues, potentially
provided by low-frequency acoustic hearing, were manipu-
lated in this study. The first cue, concerning the variation in
F0 over time, has already been described. We distinguished it
from the voicing cue, which referred to information on the
timing of the voiced segments of speech, independent of the
F0 of that voicing. The second type of cue arose from the
fact that information on the segmental phonetic features of

speech, such as first formant �F1�, formant transition cues,
manner and place of articulation of consonants, may be
available acoustically at the low-frequency region, and could
be combined with speech information presented to the �simu-
lated� implant ear. We referred to this general class of cues as
“low-frequency phonetic” cues.

Four experiments were conducted. The first consisted of
a baseline condition to replicate the results of Kong et al.
�2005� in normal-hearing listeners, with simulations of co-
chlear implant processing and low-frequency hearing. The
second experiment was designed to examine the hypothesis
proposed by Kong et al. �2005� by eliminating the periodic-
ity cues in the vocoded simulation. Kong and colleagues pro-
posed that CI listeners extract the pitch of the target speech
from the nonimplanted ear, and correlate the resulting pitch
with degraded F0 information, which is carried in the tem-
poral envelope, in the implanted ear. If listeners still show
improvement when envelope periodicity cues are removed in
the vocoded ear, it suggests that the combined benefits are
not due to the enhanced temporal pitch. The third experiment
examined the role of low-frequency phonetic cues, while the
fourth experiment examined the role of the F0 cue.

II. GENERAL METHODS

A. Participants

All participants were normal-hearing listeners with ages
ranging from 17 to 35 years, and with normal audiometric
thresholds ��20 dB HL� between 125 and 8000 Hz. Six lis-
teners took part in experiment 1, and separate sets of twelve
listeners took part in all other experiments.

B. Stimuli

1. Left ear

Target sentences, each of which contained three key-
words, were taken from the Adaptive Sentence Lists �“ASL,”
MacLeod and Summerfield, 1990�. They were produced by a
male speaker of Southern British English. There were 18 lists
in the corpus and each list contained 15 sentences and there-
fore, each experimental condition was tested in blocks of 15
sentences. The target sentences were first equated to have the
same root-mean-squared �rms� amplitude. They were then
processed using the PRAAT speech synthesis program
�Boersma and Weenink, 2005� to change the mean F0 of the
original sentences to 120 Hz �by a simple linear shift� while
preserving their natural F0 contours. After processing, the
average F0 of the different sentences ranged from
100 to 140 Hz. The within-sentence variation of F0 �i.e., the
difference between the lowest F0 and the highest F0 mea-
sured within a sentence� ranged from 52 Hz �101–153 Hz� to
122 Hz �77–199 Hz�, and the typical within-sentence varia-
tion of F0 was 90 Hz �80–170 Hz�. Each of the target sen-
tences was then mixed with one of 15 different masker
stimuli. Similar to the method used by Deeks and Carlyon
�2004�, each masker was constructed from three concat-
enated Bench-Kowal-Bamford �BKB� sentences �Bench and
Bamford, 1979�, which were time-reversed and truncated to
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a duration of 3.5 s, with 20 ms raised-cosine ramps. The
BKB sentences were first processed to change the mean F0
of the original sentences to 172 Hz �range from
150 to 200 Hz�. The average F0 of the final 15 different
masker stimuli �constructed from three concatenated BKB
sentences� ranged from 161 to 180 Hz. The within-masker
variation of F0 ranged from 119 Hz �101–229 Hz�
to 154 Hz �121–257 Hz�, and the typical within-masker
variation of F0 was 130 Hz �110–240 Hz�. The target ASL
sentence was added to one of the 15 masker stimuli with an
offset of 1.0 s before undergoing further signal processing.
The level of the target speech was fixed at 65 dB A, with the
level of masker varied to produce different signal-to-noise
ratios �SNRs�: 0, 5, 10, 15, and 20 dB.

The target+masker mixture was then bandpass filtered
into six contiguous frequency bands between 70 and
5000 Hz, spaced according to Greenwood’s �1990� map, us-
ing sixth-order Butterworth filters. The envelope of the out-
put of each of these analysis filters was then extracted by
half-wave rectification and low-pass filtering at 300 Hz
�fourth-order Butterworths�. Each envelope then modulated a
wideband noise, which was subsequently filtered by a band-
pass filter whose center frequency was twice that of the cor-
responding analysis filter. The center frequencies and cutoffs
of each analysis and synthesis filter are shown in Table I. The
upward-frequency shift of the synthesis filters simulates the
frequency-to-electrode mismatch of approximately 5 mm in
electric stimulation, in a situation where implant listeners
have a deep electrode insertion of about 30 mm from the
basal end of the cochlea �Hochmair et al., 2003�, according
to the Greenwood �1990� equation. Finally, the modulated
narrowband noises were summed to resynthesize the input
stimuli.

2. Right ear

In experiments 1 and 2 the right ear received the
target+masker mixture, low-pass �LP� filtered at 125 Hz
�fourth-order Butterworth�. The target stimuli were presented
at about 85 dB A, a comfortable listening level for normal-
hearing subjects, as determined from our preliminary study.
To restrict the upward spread of excitation beyond 500 Hz, a
narrowband noise �500–1500 Hz� with an overall level of
55 dB SPL was added to the same ear. The right-ear stimuli
used in experiments 3 and 4 will be described later.

C. Procedure

All experiments were created using a within-subject de-
sign. In other words, each subject was tested on both the
baseline condition and the experimental conditions, and the
subsequent analyses were performed using a repeated-
measures ANOVA or a paired-t test.

All subjects listened through headphones in a double-
walled sound-treated booth. Stimuli were first processed as
described earlier and then played out via a sound card �Turtle
Beach Sonic Fury� with 24 bit resolution at a sampling fre-
quency of 22.05 kHz. Stimuli for the left and right ears were
passed through separate programmable attenuators �TDT
PA4� and to different channels of a headphone buffer �TDT
HB6�, before being presented to the Sennheiser HD580
headphones.

For each experiment, subjects were evaluated under
three listening conditions �vocoded speech alone �left ear�,
LP stimuli alone �right ear�, and combined vocoded and LP
stimuli�, and different SNRs. All three listening conditions
were first tested at the highest SNR, then at the next-highest,
and so on. Within each SNR, the order of the three listening
conditions was counterbalanced among subjects to minimize
the learning effect in the group data. Also, to minimize the
effect of sentence list, the presentation of the sentences was
also counterbalanced for the three listening conditions. This
meant that, when combined across subjects, each sentence
was presented an equal number of times in each listening
condition.

Each subject received one training session prior to the
experiment. In this session, subjects listened to 15 IEEE
�1969� sentences in quiet, processed the same way as de-
scribed earlier for each listening condition. After the training,
subjects were further instructed that the target sentences
would be presented in a nonsensical background, which they
should ignore. Subjects responded by typing in the words
they heard at the keyboard in the sound booth and they were
encouraged to guess if unsure. Responses were hand-scored
for the number of keywords correctly recognized.

III. EXPERIMENT 1: BASELINE CONDITION

A. Rationale

This experiment attempted to replicate the pattern of re-
sults reported by Kong et al. �2005�, using normal-hearing

TABLE I. Cutoff frequencies of the analysis and resynthesis bands used in a six-band noise-vocoder cochlear
implant simulation.

Frequency
band

Analysis band center and
cutoff frequencies �Hz�

Resynthesis band center and cutoff
frequencies �Hz�

Lower Center Upper Lower Center Upper

1 70 140 229 140 278 457
2 229 344 494 457 688 987
3 494 687 937 987 1374 1875
4 937 1261 1680 1875 2522 3359
5 1680 2221 2921 3359 4442 5844
6 2921 3828 5000 5844 7656 10000
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listeners listening to simulations of a Cl in one ear and a
profound high-frequency ��500 Hz� hearing loss in the
other. Results from this experiment also helped determine the
SNRs that would be tested in the subsequent experiments.

B. Methods

Six subjects took part. All subjects were evaluated on all
three listening conditions and five different SNRs and in
quiet. Stimuli were the same as described in Sec. II. In sum,
the same speech+masker mixtures were presented to both
ears via headphones, but the left ear received the vocoded
version of the stimuli and the right ear received the LP ver-
sion.

C. Results

Average speech recognition performance �% keywords
correct� in quiet and at five different SNRs is summarized in
Fig. 1. Several aspects of the results are very similar to those
reported in Kong et al. �2005�.

�1� With only limited low-frequency hearing, subjects’ per-
formance was generally very poor, ranging from 15%
correct in quiet to near zero at 0 dB SNR. This level of
performance is slightly higher than that reported for the
nonimplanted ear in the cochlear implant listeners of
Kong et al., probably because we used ASL sentences
here, which contain more contextual information than
the IEEE sentences employed by Kong et al.

�2� Performance improved monotonically with increasing
SNR in both the vocode-alone and combined hearing
condition. With vocoded speech alone, the average per-
formance increased from 4% to 79% correct as SNR
increased from 0 dB to the quiet condition. This level of

performance was similar to that of the best subjects in
the study of Kong et al., and somewhat higher than the
average performance in that study.

�3� Performance was superior with combined hearing com-
pared to the vocode-alone condition. A two-way �listen-
ing condition�SNR� repeated-measures ANOVA, per-
formed with the LP-alone condition excluded, revealed
significant main effects of listening condition �F�1,5�
=24.0, p�0.005� and SNR �F�5,25�=174.8, p�0.001�,
and a nonsignificant interaction between the two factors
�F�5,25�=2.0, p�0.1�. Pairwise comparisons using a
paired t-test with the Bonferroni correction revealed sig-
nificantly higher scores in the combined hearing condi-
tion than in the vocode-alone condition with average dif-
ferences of 27, 21, and 17 percentage points at 5, 10, and
15 dB SNR �p�0.01�, respectively. The amount of im-
provement obtained in the present study was comparable
to that observed in Kong et al. at the same SNRs with a
male target and a female masker.

�4� Consistent with the results of Kong et al., a “super-
additive” effect was observed at 5 and 10 dB SNR �p
�0.01�, in which the combined hearing performance ex-
ceeded the performance of the probability of correct rec-
ognition for either the LP-alone, or vocode-alone condi-
tion, or both �see the dashed line in Fig. 1�. The
estimated scores were calculated as

Pc = 1 − ��1 − Pc�LP�� � �1 − Pc�vocode��� , �1�

where Pc�LP� represented the percent correct score with LP
stimuli alone and Pc�vocode� was the percent correct score
with vocoded stimuli alone �Boothroyd and Nittrouer, 1988�.

IV. EXPERIMENT 2: REMOVING ENVELOPE-
PERIODICITY CUES IN THE VOCODED SPEECH

A. Rationale

Given the significant sex of masker effects in the com-
bined acoustic and electric stimulation, Kong and colleagues
hypothesized that patients correlate the temporal fine struc-
ture in the nonimplanted ear and the temporal envelope-
periodicity cues in the implanted ear to enhance voice pitch
perception, which in turn improves speech recognition in a
competing background. To test this hypothesis, experiment 2
manipulated the usefulness of the temporal envelope-
periodicity cues by removing the F0 information in the vo-
coded speech, keeping all other cues constant across condi-
tions. We hypothesize that if listeners improve speech
recognition by correlating the F0 cues from the LP speech
with the envelope-periodicity cues in the vocoded stimulus,
then the LP speech should not improve performance when
the envelope cutoff for the vocoded speech is reduced to
35 Hz to eliminate any envelope-periodicity information.

B. Methods

A new group of 12 subjects took part. In addition to the
35 Hz envelope experimental condition, all subjects were
also tested on the baseline condition �300 Hz envelope� to

FIG. 1. Percent correct word recognition from six listeners. The closed
symbols represent the monaural listening condition �circles: LP-alone;
squares: vocode-alone� and the open triangles represent the combined hear-
ing condition. The dashed lines indicate the probability of correct recogni-
tion for either the LP-alone, or vocode-alone condition or both. The asterisks
� *� indicate significant difference between the vocode-alone and the com-
bined hearing conditions after corrections for the multiple comparisons. The
vertical lines indicate the standard errors adjusted using the Loftus and
Masson �1994� method.
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facilitate comparisons. Half of the subjects were tested with
the 300 Hz envelope condition first followed by the 35 Hz
envelope condition, and the other half had the reversed se-
quence. The stimuli and the test procedures used in this ex-
periment were otherwise the same as those described in Sec.
II.

C. Results

Subjects showed improvement in the combined hearing
compared to vocode-alone in the 300 Hz envelope condition
at the three SNRs tested �5, 10, and 15 dB�, consistent with
results in experiment 1 �Fig. 2, left panel�. Importantly, they
showed a similar, significant improvement when the F0 cue
was removed in the vocoded speech, by low-pass filtering
the envelope in each channel at 35 Hz �Fig. 2, right panel�.
This pattern of results persisted at all SNRs �at 5 dB SNR:
t�1,11�=6.8, p�0.001; 10 dB SNR: t�1,11�=6.0, p
�0.001; 15 dB SNR: t�1,11�=6.3, p�0.001�. Performance
in the vocode-alone condition was worse with the lower en-
velope cutoff frequency �F�1,11�=12.1, p=0.005�. These re-
sults are consistent with the improved vowel, consonant, and
sentence recognition in quiet with increasing envelope cutoff
for the vocoder processing up to 500 Hz in Mandarin Chi-
nese �e.g., Fu et al., 1998; Xu et al., 2002�. Shannon and
colleagues �1995� also reported that, in English, sentence
recognition in quiet decreased by about 10–20 percentage
points when envelope-periodicity cues were removed �enve-
lope cutoff frequency=16 Hz�. Although performance in the
vocode and combined conditions was lower overall when the
envelope was low-pass filtered at 35 Hz, the improvement
from the vocode-alone to the combined conditions was simi-
lar to that when the envelope was filtered at 300 Hz. The
average improvement was 18, 26, and 20 percentage points
at 5, 10, and 15 dB SNR in the 35 Hz envelope condition,
compared to an average of 23, 27, and 21 percentage points
when the envelope was filtered at 300 Hz. The interaction
between envelope cutoff �300 vs 35 Hz� and listening condi-
tion �vocode versus combined� was not statistically signifi-
cant �F�1,11�=0.48, p�0.05�. These findings suggest that
the improved speech recognition in the combined hearing is
not attributable to the enhanced F0 information based on the
temporal periodicity cues in the vocoded ear. However, we

cannot rule out the possibility that F0 cues from the LP ear
aided performance in some other way, without allowing lis-
teners to better use degraded pitch information in the vo-
coded ear. Experiments 3 and 4 further investigated the role
of F0 cues in the LP ear for speech recognition in noise in
combined hearing.

V. EXPERIMENT 3: REMOVING PHONETIC CUES IN
THE LP EAR

A. Rationale

Experiment 3 examined the extent to which improved
speech recognition can be accounted for when F0 cues are
available, but when other phonetic cues were removed in the
LP stimuli. Speech recognition performance was compared
between the vocode-alone and combined conditions at differ-
ent SNRs. The idea was to reveal the extent to which low-
frequency phonetic cues are necessary for an advantage from
combined hearing by measuring the improvement in perfor-
mance, if any, conferred by a new LP stimulus in which
phonetic cues �except for voicing� are absent.

B. Methods

Another 12 subjects were tested in this experiment. Half
of the subjects were tested with the baseline condition first
followed by the new experimental condition with phonetic
cues removed from the LP stimuli, and the other half had the
reversed sequence. The stimuli and the test procedures were
the same as those described in Sec. II, except that the LP
filtered stimuli in the right ear were manipulated to remove
low-frequency phonetic cues while preserving the F0, voic-
ing, and temporal envelope cues of the target speech. The
manipulation is described as follows.

We used the PRAAT �Boersma and Weenink, 2005�
speech analysis and synthesis program to first extract the F0
of the original target speech. Using the PRAAT program, we
then created a harmonic complex with the same F0 variation
over those time segments when voicing occurred. Voiceless
portions of the original target speech were represented by
silence. This frequency-modulated �FM� complex was then
modulated with the envelope of the voiced portions of the
original �unfiltered� speech extracted by the PRAAT program.
Crucially, the shape of the spectral envelope of the new

FIG. 2. Average speech recognition perfor-
mance from 12 listeners. Both the baseline �left
panel: 300 Hz envelope� and experimental con-
dition �right panel: 35 Hz envelope� are pre-
sented. Different symbols represent different lis-
tening conditions �circles: LP-alone; squares:
vocode-alone; triangles: combined hearing�. The
asterisks � *� indicate significant difference be-
tween the vocode-alone and the combined hear-
ing conditions and the vertical lines indicate the
adjusted standard errors.
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stimulus remained constant throughout, thereby eliminating
low-frequency phonetic information but preserving the F0,
voicing, and temporal envelope cues of the voiced portions
of the target speech. The temporal envelopes provide tempo-
ral cuing, known as temporal glimpsing cues �Assmann and
Summerfield, 2004�, to indicate the time segments where
target speech was present. We carried out a careful examina-
tion on the AM-FM stimuli for 1 /3 of the test speech mate-
rials. In general, the voiced portions of the natural speech
were accurately represented in the AM-FM stimuli. We did
find occasionally that part of the voicing information in the
original speech was missing in the AM-FM stimuli, but this
happened mostly when voicing continued from a voiced seg-
ment to a supposedly unvoiced segment due to
coarticulation.1

The AM-FM harmonic complex was later LP filtered
with the same LP settings as in the baseline experiment, but
without mixing with the masker. We omitted the masker in
order to maximize the chances that listeners could exploit the
F0 contour of the target sentence in the LP ear. Also, in the
Kong et al. study, the masker may have been inaudible at
some of the SNRs tested due to the limited dynamic range of
impaired hearing. Our simulation more accurately reflected
this situation than if we had mixed targets and maskers at a
moderate SNR in normal-hearing subjects, for whom both
the target and masker would have been within their dynamic
range. The vocoded stimuli used for the opposite ear were
based on the target+masker mixture, as in the baseline ex-
periment, for SNRs of 5, 10, and 15 dB.

C. Results

Figure 3 shows speech recognition performance for both
the baseline �left panel� and AM-FM conditions �right panel�.
The improved speech recognition in noise in the baseline
was evidenced at 5 �t�1,11�=3.4, p�0.01� and 10 dB SNR
�t�1,11�=10.5, p�0.001� in this group of subjects. At 15 dB
SNR, two subjects did not show the combined hearing ben-
efit and therefore the statistical analysis revealed a nonsig-
nificant difference �t�1,11�=1.8, p�0.05�. Otherwise, re-
sults were consistent with those reported in the previous two
experiments.

The pattern of results in the AM-FM condition was dif-
ferent from the baseline. The vocode-alone performance was

essentially the same as the vocode-alone performance in the
baseline condition �F�1,11�=2.0, p�0.1�, which is as ex-
pected as the stimuli were identical in the two studies. How-
ever, the LP-alone performance with the AM-FM harmonic
complex was at 0%, indicating that information about the F0
contour and the voiced segments of the speech envelope
were not sufficient for subjects to identify any words cor-
rectly. More important, the AM-FM complex, which pre-
served the F0, voicing, and glimpsing cues, did not enhance
performance when combined with the vocoded stimuli at
SNRs of 10 �t�1,11�=0.1, p�0.1� and 15 dB �t�1,11�=0.2,
p�0.1�. However, the advantages of combined hearing of 12
percentage points did persist at the lowest SNR of 5 dB
�t�1,11�=3.0, p=0.012�. These findings suggest that the im-
provement of speech recognition at the higher SNRs in the
baseline condition was due to the phonetic information pre-
served in the LP stimuli. A three-way �LP stimulus
� listening condition�SNR� repeated-measures ANOVA re-
vealed a significant two-way interaction between the LP
stimulus �baseline versus AM-FM� and the listening condi-
tions �vocode-alone versus combined� �F�1,11�=9.7, p
=0.01�, reflecting the fact that speech information plays an
important role in the enhanced speech recognition compared
to vocode-alone. The persistence of improvement at the low-
est SNR, however, suggests that, to some extent, either F0,
voicing, or glimpsing cues, or a combination of these cues,
can contribute to speech recognition in combined hearing.

The exact mechanism underlying the improvement in
the combined hearing condition at the lowest SNR in experi-
ment 3 is unclear. It is possible that the onset of the LP
stimuli signaled the onset of the target speech in the vocoded
ear, which was presented 1 s after the start of the masker.
This cue may be especially important at the less favorable
SNRs, where, without it, the small increase in loudness ac-
companying the onset of the target speech in the vocoded
stimulus may be insufficient to tell the subject “when to start
listening.” To investigate the possibility of this speech onset
cue we tested an additional condition, in which we presented
the target speech starting at the same time as the masker in
the vocoded ear. The AM-FM complex in the LP ear was in
synchrony with the onset of the target speech in the vocoded
ear.

The pattern of results from 12 subjects in this new con-

FIG. 3. Average speech recognition for the
baseline �left panel� and the AM-FM condition
�right panel�. Since the LP stimuli alone were
presented without a masker, the average data are
indicated with a dashed line. Again, the asterisks
� *� indicate significant difference between the
vocode-alone and the combined hearing condi-
tions and the vertical lines indicate the adjusted
standard errors.
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dition was essentially identical to that obtained in the previ-
ous condition when the target sentence started 1 s after the
onset of the masker. This finding eliminated the possible ex-
planation that listeners merely used the gross timing infor-
mation �onset of the target speech� provided by the LP
stimuli to enhance speech recognition in noise.

VI. EXPERIMENT 4: REMOVING BOTH F0 CONTOUR
AND PHONETIC INFORMATION IN THE LP EAR

A. Rationale

The cue�s� used to aid speech recognition in combined
hearing in the AM-FM LP stimuli at the lowest SNR is/are
still undetermined. A number of cues, including F0, voicing,
and glimpsing were present in the AM-FM harmonic com-
plex, and any of these cues alone or a combination of them
could contribute to better speech recognition in a more chal-
lenging listening situation. Experiment 4 was designed to
evaluate the contribution of F0 cues by eliminating the F0
contour of the target speech information in the LP stimuli. If
this manipulation eliminates the advantage seen in experi-
ment 3 at the lowest SNR, then we can conclude that F0 cues
do indeed provide useful information.

B. Methods

Another group of 12 subjects took part. The F0 contours
of the target speech in the LP stimuli in experiment 3 were
replaced by a harmonic complex with an F0 fixed at 150 Hz,
which fell between the average F0s of the target speech and
of the masker. The fixed F0 harmonic complex was then
amplitude modulated by the envelope of the voiced portions
of the target speech. Because this complex was present only
when the target speech was voiced, and because it was
modulated by the target speech envelope, both the voicing
and glimpsing cues were still present as before. It should be
noted that the target was presented at the onset of the masker.

To facilitate comparison, each subject was tested on
three LP stimulus conditions: baseline �i.e., LP speech�, AM-
FM, and this new manipulation with fixed F0 �AM-F0:150�.
The baseline and the AM-FM conditions were identical to
experiment 3 with the target sentence presented at the onset
of the masker. Because we wanted to present each sentence
only once to each listener, and because the number of ASL
sentences is limited, we tested only two SNRs: 5 and 10 dB
for each condition.

C. Results

Figure 4 shows the average performance for the base-
line, AM-FM, and AM-F0:150 conditions. First, note that the
pattern of results in this group of subjects in the baseline and
AM-FM conditions resembled those found in experiment 3,
in which the advantage of combined hearing was evidenced
in both SNRs in the baseline condition �5 dB SNR: t�1,11�
=5.3, p�0.001; 10 dB SNR: t�1,11�=4.6, p=0.001�, but
only at the lowest SNR at 5 dB in the AM-FM condition
�t�1,11�=4.0, p�0.005�. The difference between the com-
bined and vocode-alone condition was not significant at
10 dB SNR �t�1,11�=1.96, p=0.076�. The most interesting
finding is that the pattern of results was essentially the same
in the AM-FM condition and in the AM-F0:150 condition,
even though in the latter case there was no F0 contour infor-
mation in the LP stimuli. While the combined hearing benefit
disappeared at a higher SNR of 10 dB �t�1,11�=1.4, p
�0.1�, it persisted at the more challenging SNR of 5 dB
�t�1,11�=4.0, p�0.005�. The persistence of combined hear-
ing advantage in the 5 dB SNR condition suggests that voic-
ing and/or glimpsing cues play a role in the enhanced speech
performance in the combined hearing condition. The average
performance for the vocode-alone condition was similar
across the three conditions. A three-way �LP stimulus
condition� listening condition�SNR� repeated-measures
ANOVA revealed a significant two-way interaction between
the LP stimulus condition and the listening condition

FIG. 4. Speech recognition performance for three conditions: baseline �left panel�, AM-FM �middle panel�, and AM-F0:150 �right panel�. Only 5 and 10 dB
SNRs were tested.
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��F�2,22�=4.1, p�0.05��, suggesting that the improvement
in performance at the 5 dB SNR is smaller in the AM-FM
and AM-F0:150 conditions compared to the baseline condi-
tion, further indicating the contribution of speech informa-
tion in combined hearing. When the data from the baseline
condition were removed, leaving only the AM-FM and AM-
F0:150 conditions, the interaction disappeared ��F�1,11�
=1.38, p�0.05��, indicating that F0 information was not im-
portant.

VII. DISCUSSION

A. Mechanisms underlying enhanced speech
recognition in noise

Kong et al. �2005� reported that low-frequency acoustic
hearing could enhance speech recognition in noise, when
combined with a cochlear implant. Two findings led them to
suggest that this improvement was due to a combination of
F0 information between the acoustic and electric stimuli pre-
sented to opposite ears. First, pitch perception, as assessed
by melody recognition, was superior with LF acoustic hear-
ing than with electric stimulation. Second, performance in
combined hearing was better when the target and masker
speech were produced by speakers of opposite sex, and the
same was true for the improvement in performance re elec-
tric stimulation alone. In contrast, the experiments reported
here suggest that low-frequency acoustic hearing improves
speech understanding in noise not via the use of F0 cues, but
rather by providing low-frequency phonetic information on
the variation in the low-frequency spectrum over time. Other
cues, such as voicing and/or glimpsing cues may also be
responsible for the observed improvement in the combined
hearing, especially at the lower SNRs.

One way of resolving the different conclusions of the
two studies arises from the fact that the present study did not
employ real CI users, but instead used simulations of acous-
tic and electric stimulation presented to normal-hearing lis-
teners. One obvious reason for not observing an effect of F0
would be if the simulations of low-frequency hearing we
used did not in fact preserve adequate F0 information. To test
this, we applied the LP AM-FM processing used in experi-
ment 3 to the low-frequency melody stimuli used by Kong et
al. �2005�. The F0s of the notes comprising the melodies
ranged from 104 to 262 Hz. Two normal-hearing listeners
were able to recognize the melodies with scores greater than
80% correct, suggesting that our LP stimuli did indeed pre-
serve pitch cues. In contrast, when the same stimuli were
subjected to the vocoder processing described here, perfor-
mance was at chance level, consistent with the findings re-
ported in Kong et al. �2004�. Hence our results show, at the
very least, that it is possible to simulate several key aspects
of the results presented by Kong et al. including �1� superior
melody recognition with acoustic compared to electric stimu-
lation, �2� greatly superior speech perception with electric
than with acoustic stimulation, and �3� apparently “super-
additive” benefits when combined with electric stimulation.
Our results show that F0 variations are neither necessary nor
sufficient for an advantage from adding LP acoustic stimuli
to be observed. Specifically, �1� the combined hearing advan-

tages persisted at the lowest SNR when the F0 cue was re-
moved from the LP stimulus; and �2� the combined hearing
advantages disappeared at the higher SNRs when we pre-
served the F0 cue but eliminated low-frequency phonetic
cues.

How, then, can we explain the results of Kong et al.? As
our results show, the fact that acoustic stimuli may provide
superior pitch information and improve speech recognition in
noise does not mean that these two facts are causally linked.
In fact, results from our study showed that improved speech
recognition in combined acoustic and electric stimulation
was not attributed to the better encoding of voice pitch in-
formation with additional low-frequency cues. However, the
greater improvement re CI hearing alone, observed by Kong
et al. with male target speech, when the masking speech
came from a female compared to another male talker could
be explained with the following possibilities:

�1� Better represented target F1 in the nonimplanted ear.
Not only the F0 but also the F1 will be higher with the
female masker. Due to the nature of the high-frequency
hearing loss in the nonimplanted ear, the masker F1 will
be attenuated more, with respect to that of the target, in
the nonimplanted ear.

�2� Nonadditivity of percent-correct scores. Although the ef-
fect of masker sex was smaller for the CI-only condition
than for combined hearing, some of the subjects of Kong
et al. did perform better with CI hearing alone when the
masker was a female, compared to a male voice. It is
likely that the difference in the percentage of words cor-
rect produced by adding an additional source of informa-
tion will depend on the baseline level of performance.
For instance, the amount of improvement �if any�, may
be less if the baseline performance is approaching a ceil-
ing �e.g., 80%–100%� or a floor �e.g., 0%–20%�, com-
pared to the performance of 50%.

�3� Source segregation in the nonimplanted ear. The greatest
advantage of combined hearing reported by Kong et al.
�2005� was at high SNRs, where, due to the reduced
dynamic range in sensory hearing loss, only the target
may have been audible in the nonimplanted ear. At lower
SNRs, subjects may have been able to segregate the
masker and target speech in the nonimplanted ear, par-
ticularly when they had different F0s. This would require
patients’ residual frequency selectivity to be good
enough to resolve at least some of the harmonics or the
formant frequencies in the masker/target mixture. If this
were the case then having a representation of two dis-
tinct sources in the nonimplanted ear might allow the
listener to select one of these sources and combine it
with the information presented via the CI.

The possible use of source segregation in the nonim-
planted ear may help explain some recent results reported by
Qin and Oxenham �2006�. They required subjects to identify
pairs of simultaneous vowels processed by an eight-channel
vocoder, in which the lowest three or four bands could be
replaced by versions of the stimuli that were unprocessed
except for low-pass filtering at 300 and 600 Hz, respectively.
They found that identification of these “combined” stimuli
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was better than for completely vocoded stimuli, and, inter-
estingly, improved as the F0 difference between the vowels
increased. We agree with their conclusion that this latter
finding was probably due to improved segregation of the
low-frequency portions of the two vowels. Qin and Oxenham
also proposed an explanation similar to that of Kong et al.,
whereby F0 information in the low-frequency stimuli al-
lowed listeners to exploit F0 cues in the envelopes of the
vocoded stimuli, that by themselves were too weak to pro-
mote segregation. However, we think it is more likely that F0
differences simply allowed listeners to extract the F1s of the
two vowels, and that this information was combined with
upper formants based on top-down mechanisms that make
use of prior knowledge of vowel structures. First, it is worth
noting that the effect of F0 differences in Qin and Oxen-
ham’s findings occurred primarily over the range 0–2 semi-
tones, where the effect is largely due to beating between
adjacent harmonics of the two vowels, which causes the
composite spectrum to become alternately dominated by one
vowel then the other �Culling and Darwin, 1994�. Second,
we believe that some F1 information survived even the
300 Hz low-pass filtering implemented by Qin and Oxen-
ham. We resynthesized Qin and Oxenham’s vowel stimuli
�F0=100 Hz� and LP filtered them with the same parameters
used in their study. We found that the relative amplitudes of
the harmonics in Qin and Oxenham’s stimuli are preserved
across vowels following low-pass filtering at 300 Hz, and
this information is available at frequencies as low as 300 Hz,
which falls in the frequency region where Qin and Oxenham
replaced the vocoded stimulus with LP but otherwise unproc-
essed speech.2 Of course, the explanation of combining for-
mant information across ears remains untested, and it is theo-
retically possible that the combination of low-frequency and
vocoded information may be different when presented to the
same ears as by Qin and Oxenham, rather than to opposite
ears, as done here. However, we believe that the results and
analyses presented here demonstrate that speech perception
can be improved even by severely low-pass filtered stimuli,
and that this improvement does not depend on there being
any usable F0 information in the vocoded speech. In this
regard it is worth noting that, in our experiment 2, low-pass
speech improved speech perception with a competing masker
having a different F0, even when F0 periodicity cues were
removed from the vocoded stimuli. We believe that the rela-
tive role of integration of speech information and F0 group-
ing cues in Qin and Oxenham’s paradigm could be usefully
explored using the manipulations employed in our experi-
ments 2–4.

B. Presence of phonetic cues in the LP ear

The results of experiment 3 clearly demonstrated that
the low-frequency hearing contained information other than
F0 contour cues that could be integrated with the speech
information in the vocoded speech to enhance speech recog-
nition in noise. The average 10% correct word recognition in
the LP ear at high SNRs also indicated the presence of some
phonetic cues after severe LP filtering. This filtering simu-
lated the hearing profiles in the nonimplanted ear of the sub-

jects tested in Kong et al. �2005�. The types of phonetic
information that were potentially preserved by our low-pass
filtering include:

�1� F1 cues below 500 Hz, such as in high and mid vowels;
�2� Coarticulation cues, such as formant transition �Strange

et al., 1983�; and
�3� Low-frequency consonant cues, such as nasal formant

�Fujimura, 1962� and voicing cues.

While we obtained an average of 10% correct word rec-
ognition with our LP speech material, we do not know the
relative importance of these cues in combined acoustic and
electric stimulation, or the level of representation at which
the information is combined between the ears. For example,
at least for normal-hearing listeners, it is possible to identify
vowels even when F1 and F2 are presented to opposite ears
�Cutting, 1976; Darwin, 1981; Remez, 2001�. Hence if lis-
teners can overcome the marked quality differences between
acoustic and electric stimuli, it may be possible for them to
combine F1 and F2 information across ears.

C. Application to cochlear implants

The experiments described here have examined the rela-
tive contribution of a number of cues to the improved speech
recognition in simulated combined acoustic and electric
stimulation in normal-hearing listeners. The results have sev-
eral potential implications for the intervention and treatment
of CI candidates having residual hearing. Before discussing
these, we should note that the results were obtained only
from simulations of Cl hearing, rather than from real pa-
tients. However, given our success in replicating several key
features of the results obtained with CI patients �Kong et al.,
2005�, the potential implications warrant some cautious dis-
cussion.

First, we have argued that estimates of F0 derived from
the nonimplanted ear are neither necessary nor sufficient for
improved speech understanding in noise. This finding sug-
gests that optimizing hearing aids to maximize pitch percep-
tion in the nonimplanted ear may not be an appropriate way
of improving speech recognition in noise when combined
with a cochlear implant. Second, we showed that information
on the time-varying spectral shape is important, even when
subjected to quite severe low-pass filtering. These two facts
combined lead us to disagree with Qin and Oxenham’s
�2006� suggestion that explicitly encoding F0 and presenting
it to an ear with residual low-frequency hearing is likely to
improve speech understanding in noise, at least when the
acoustic and electric information is presented to opposite
ears. Rather, we would argue that retaining information on
F1 and other low-frequency phonetic cues is likely to be
more important. Our results also suggest that improvements
in combined hearing will be greatest when sound is pre-
sented to an ear that can derive this information. This may
guide the choice of intervention for a candidate with, for
example, some residual hearing in both ears. Presently, the
choice of ear of implantation is based mostly on audiometry,
in which most clinicians and surgeons recommend implant-
ing the ear with better hearing thresholds. If both ears have
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similar duration of hearing impairment and amount of sub-
stantial residual hearing, it could be more beneficial to spare
the ear that supports better spectrotemporal processing. It
may be possible to derive a psycho-acoustic test that taps
into this residual auditory ability. This will, of course, require
further investigations into the exact nature of the low-
frequency information that is effectively combined with elec-
tric stimulation, as well as tests using real Cl patients. Both
of these approaches are under way in our laboratory.

VIII. SUMMARY

Benefits of combined acoustic and electric stimulation
for speech recognition in noise were evaluated in normal-
hearing listeners using noise-vocoder simulation in one ear
and a low-pass filtering in the contralateral ear. Four experi-
ments were conducted. Three listening conditions: vocode-
alone, LP-alone, and combined hearing were tested in each
experiment. Differences in performance between the vocode-
alone and the combined hearing conditions were the main
focus of comparison. Results are summarized as follows:

�1� Listeners showed advantages of combined hearing in our
baseline experiment, when speech stimuli were pre-
sented to the vocoded ear and the LP ear. These results
replicated the findings reported in Kong et al. �2005�.

�2� Experiment 2 removed the F0 information in the vo-
coded stimulus. The improvement in speech recognition
in combined hearing compared to vocode-alone was
similar to that obtained when F0 cues were present in
both ears, suggesting that the improved speech recogni-
tion performance was not due to the enhanced voice
pitch perception in the vocoded ear when provided with
the additional low-frequency fine structure information
in the opposite ear.

�3� Advantages of combined hearing disappeared at the
higher SNRs when low-frequency phonetic cues were
eliminated by replacing the speech stimuli with a har-
monic complex which followed the F0 contour and the
temporal envelope of the voiced portions of the original
target speech. This suggests that, at high SNRs, F0 is not
the contributing factor for the improvement of speech
recognition in combined hearing. Low-frequency pho-
netic cues, on the other hand, provide information that is
crucial for improved speech recognition. However, at the
lowest SNR of 5 dB, listeners still showed a slight im-
provement.

�4� When the F0 cue was eliminated by fixing the F0 at
150 Hz in the harmonic complex, an advantage from
combined hearing was still obtained at low SNRs. This
suggests that, in addition to the low-frequency phonetic
cues, voicing or glimpsing cues also aid speech recogni-
tion in noise in combined hearing.
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Large eddy simulation �LES�-based computational aeroacoustics techniques were applied to a static
model of the human glottis, idealized here as a planar channel with an orifice, to study flow-acoustic
interactions related to speech. Rigid models of both converging and diverging glottal passages, each
featuring a 20 deg included angle and a minimal glottal diameter of 0.04 cm, with an imposed
transglottal pressure of 15 cm H2O, were studied. The Favre-filtered compressible Navier-Stokes
equations were integrated for this low-Mach-number flow using an additive semi-implicit
Runge-Kutta method and a high-order compact finite-difference scheme with characteristic-based
nonreflecting boundary conditions and a multiblock approach. Flow asymmetries related to the
Coanda effect and transition to turbulence, as well as the far-field sound, were captured.
Acoustic-analogy-based far-field sound predictions were compared with direct simulations and
showed that dipole sources, arising from unsteady flow forces exerted on the glottal walls, are
primarily responsible for the tonal sound observed in the divergent glottis case. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2723646�

PACS number�s�: 43.70.Aj, 43.70.Bk, 43.28.Ra �AL� Pages: 3728–3739

I. INTRODUCTION

Improvements in fundamental understanding and predic-
tive accuracy of voice production are vital for speech syn-
thesis and clinical applications. In voice production, sound
waves are generated by air flow through the various flow
passages and restrictions along the vocal tract.1 In most flow
transport systems, geometric constrictions offer the greatest
resistance to flow. In the human airway system, the main
constriction is the time-varying glottis, i.e., the orifice be-
tween the vocal folds. The glottal flow resistance may be
characterized by the glottal impedance, defined as the ratio
of the transglottal pressure drop and the volume flow rate
through the glottis. It is a time-varying quantity, with both
steady �DC� and periodic �AC� components, and is deter-
mined by the size and shape of the glottis, the inflow �sub-
glottal� and outflow �supraglottal� conditions, among other
factors. Glottal impedance calculations require detailed
knowledge of the glottal flow field. Due to the complexity of
the glottal geometry and the intra- and supra-glottal flow
physics, which may involve unsteady flow separation and
turbulence, the calculation of the glottal impedance using
analytical or computational methods is a challenging prob-
lem. The quasi-steady assumption, often made to simplify
fluid flow analysis in glottal impedance investigations, states
that temporal flow variations can be substituted by a se-
quence of steady flows, thereby neglecting unsteady effects
related to flow acceleration or hysteresis. The quasi-steady
assumption allows the instantaneous glottal impedance to be
approximated by the steady �DC� glottal impedance of a geo-
metrically similar system at rest.

Based on the quasi-steady assumption, empirical
studies2–6 using rigid glottal models and computational
studies7–10 on a static glottal flow with two-dimensional,
steady laminar flow equations have been performed previ-
ously. The flow separation and pressure-flow relationship for
both steady and unsteady flows through rigid glottal models
was investigated and theoretical models using the Pohl-
hausen or Thwaite’s method were also developed.11–15 These
models can make reasonably accurate predictions of the pres-
sure and flow velocity but have more difficulty when un-
steady or viscous effects become predominant.

While the quasi-steady assumption does greatly simplify
the problem, complex flow features still abound. Alipour
et al.16 and Alipour and Scherer17 observed in their static
physical glottal models that the jet flow downstream of the
glottis transitioned to turbulence even for laminar upstream
conditions. Flow asymmetries due to the Coanda effect in
steady flows through the static glottal model have been ob-
served experimentally16,18–20 and numerically.8 By estimat-
ing the time needed for establishment of the Coanda effect
and transition to turbulence in their models, Hofmans et al.14

suggested that both effects are unlikely to occur during nor-
mal voiced speech production, since they require a relatively
long time to establish themselves and the glottis completely
closes during one oscillation cycle. Recently, the unsteady
Coanda effect was found to be present in pulsatile flows
through static diverging glottal models,21 driven vocal fold
models,22 and self-oscillating vocal fold models.23 Neubauer
et al.23 suggested the Coanda effect might be induced by
antisymmetric flow structures downstream beyond the poten-
tial core of the glottal jet.

McGowan24 proposed an aeroacoustic approach to study
the sound sources during phonation, concentrating on two
distinct features of the vocal tract during phonation: abrupt
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area change and the finite length of the vocal tract.
McGowan identified a sound source distinct from the mono-
pole source arising from the unsteady volume velocity of the
pulsating jet. This is a dipole source arising from an oscillat-
ing force between solid surfaces and the air and related to
interactions of vortical structures shed from the glottis and
the velocity field itself. Barney et al.25 and Shadle et al.26

made aerodynamic and acoustic measurements in a dynamic
mechanical model of the larynx and obtained results in sup-
port of the aforementioned study by McGowan. Zhao et al.27

performed the numerical simulations of pulsating axisym-
metric low-Mach-number jets through converging and di-
verging static glottal models. Lighthill’s acoustic analogy
was used for sound source identification. The dominant
sound sources were found to be associated with the mono-
pole source at the inlet and the dipole source related to un-
steady forces on the wall boundary. The quadrupole sources
were insignificant, contributing only about 4% of the total
acoustic pressure, at high-frequency, due to the presence of
vortex pairing. Zhang et al.20 conducted an experimental
study to characterize the broadband sound emissions of con-
fined steady jets through a static rubber model of the vocal
folds. For the straight and convergent orifices, the quadru-
pole source contributions dominated. For divergent orifices,
whistling tonal sounds were emitted at low flow rates. At
high flow rates within the same configuration, dipole source
contributions dominated. Zhao et al.28 also performed nu-
merical simulations within a simplified dynamic vocal tract
model resembling the converging-diverging shapes of the ac-
tual vocal folds during phonation. The model geometry and
the flow field were assumed to be axisymmetric. Applying an
acoustic analogy based on the Ffowcs Williams–Hawkings
�FW-H� equation,29 the far-field sound was decomposed into
contributions from monopole, dipole, and quadrupole
sources. At lower vocal fold oscillation frequencies, a dipole
source due to the unsteady force dominated the radiated
sound. At higher vocal fold frequencies �above approxi-
mately 400 Hz� the monopole component related to the dis-
placement flow was found to be significant. In a related para-
metric study, Zhang et al.30 studied the effects of subglottal
pressure, glottal oscillation frequency, and the presence of
the ventricular folds. It was found that glottal oscillation fre-
quency influenced monopole and quadrupole sources, and
subglottal pressure �in other words, Reynolds number� influ-
enced the dipole source. The presence of the ventricular folds
introduced an additional dipole source related to glottal jet
impingement on the ventricular folds and also a potential
shear layer mode due to cavity noise. Using the same glottal
motion as Zhao et al.,28 Bae et al.31 numerically investigated
unsteady airflow and acoustic fields around the vocal folds
using a new hydrodynamic/acoustic splitting method. The
converging/diverging variation of the orifice geometry is
found to have significant influences on the glottal impedance
and improves the efficiency of vocal fold motion during pho-
nation.

In the present study, two static glottal models were con-
sidered, each representing a typical glottal geometry during
the phonation cycle. Although rigid glottal models were
used, the three-dimensional flow physics through the glottal

model are still challenging to simulate, especially if one is
interested in capturing both the flow and acoustics. One of
the many important goals of the present study is to predict
whether, when, and where the air flow separates from the
vocal folds, since this is important in determining the volume
flow through the glottis, as well as the hydrodynamic forces
on the vocal folds.14 The location of the separation point
changes according to the flow regime, which is determined
by the Reynolds number. In the present study �to be de-
scribed below�, the Reynolds number, based on the minimum
glottal diameter and the reference velocity �2�p /�, was set
to 1315. In the subglottal passageway, this Reynolds number
implies laminar flow. However, in the supraglottal region
where a glottal jet exits, the flow may be turbulent. This
implies a transition from laminar subglottal flow to turbulent
intraglottal or supraglottal flow downstream of the glottis.
Another interesting glottal flow phenomenon that may affect
separation is the Coanda effect. For flow through divergent
glottal passages, the flow may attach to one wall, causing the
jet centerline to skew with respect to the glottal centerline,
and thus have a considerable effect on flow separation.
Hence, an appropriate numerical model able to accurately
capture transition to turbulence and the Coanda effect is very
essential for the accurate prediction of flow separation. Pre-
vious simulations have been steady, two-dimensional, planar
or axisymmetric, and laminar. Therefore, they were insuffi-
cient to explain many complicated flow features found in
experimental studies. This limitation has been noted by
McGowan,32 Kaiser,33 and Teager and Teager.34

In this study, complex unsteady flow features including
separation, instability, and transition to turbulence, as well as
confinement effects on the supraglottal jet and aeroacoustics
in a model glottis, were fully considered by using three-
dimensional unsteady compressible large eddy simulation
�LES�. In LES, the large, energy carrying flow structures are
accurately resolved on the computational mesh, while the
effects of the small, unresolved scales on the large, resolved
scales are modeled. Since the dynamics of the small scales
tend to be homogeneous and insensitive to boundary condi-
tions, the models for the small scales can be relatively simple
and somewhat universal. The use of LES for aeroacoustic
studies is gaining in popularity as evidenced by the recent
book edited by Wagner et al.35 In what follows, LES of flow
through a static model of the human vocal tract will be pre-
sented to study both the near-field flow features and the far-
field sound signal. Far-field sound predictions were com-
pared to directly simulated sound signals. Near-field acoustic
sources were identified using the FW-H acoustic analogy.

II. NUMERICAL METHODS

A. Spatial and temporal discretization

The governing equations under consideration here are
the unsteady, three-dimensional, compressible, Favre-
filtered, Navier-Stokes equations �NSEs�, written in nondi-
mensionalized conservative form for a generalized curvilin-
ear coordinate system. Ideal gas behavior with constant
thermodynamic and transport properties was assumed. A
third-order accurate, additive, semi-implicit, Rosenbrock
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Runge-Kutta �ASIRK-3C� scheme36 and a sixth-order accu-
rate, compact finite-difference scheme37 were used for time
advancement and spatial discretization, respectively. A multi-
block approach featuring newly designed characteristic inter-
face conditions is used to facilitate complex geometries more
efficiently.38 At the nodes on the block interfaces and the
nodes adjacent to these interfaces, third-order, one-sided
compact finite-difference and fourth-order, central compact
schemes are used, respectively. The convective terms in the
wall-normal direction are treated implicitly to remove the
time-step limitation associated with the use of fine meshes in
the near-wall region for high Reynolds number confined vis-
cous flows. LES with the dynamic Smagorinsky subgrid-
scale �SGS� model, first proposed by Germano et al.39 for
incompressible flows and later extended by Moin et al.40 for
compressible flows, is used for turbulence closure. Padé-type
filters, as derived by Lele,37 are used here for both grid- and
test-filter operations associated with the dynamic Smagorin-
sky SGS turbulence model. For the boundary nodes and the
interfaces of the computational blocks, fourth-order explicit,
near-boundary formulas37 are used. The full implementation
details associated with the ASIRK-3C and compact schemes,
as well as the SGS model, can be found in Ref. 41.

B. Characteristic boundary conditions

Periodic boundary conditions are used for all flow vari-
ables in the spanwise direction. A transglottal pressure of 15
H2O is imposed as part of the inflow and outflow boundary
conditions. In the present computational aeroacoustics ap-
proach to glottal flow, both the nonreflecting condition and
the mean flow condition should be satisfied simultaneously.
Hixon et al.42 and Hixon et al.43 suggested a way to set the
mean flow, while avoiding reflections at the boundaries. In
the present study, a simpler approach using linear
relaxation44 is employed to maintain the mean flow while
avoiding reflections at the boundaries. However, although
this linear relaxation method �LRM�44–46 is frequently re-
ferred to as being “nonreflecting,” Selle et al.47 showed these
boundary conditions are indeed partially reflecting. There-
fore, the present study also uses the modification proposed
by Polifke et al.48 to allow nonreflecting conditions—at least
for plane waves with normal incidence on the boundary. For
the inlet conditions of the present study, the amplitudes of
four incoming waves L1, L2, L3, and L4 are specified by

L1 = 0, �1�

L2 = K��̃x�w − w̄� − �̃z�u − ū��/2, �2�

L3 = K�− �̃x�v − v̄� + �̃y�u − ū��/2, �3�

L4 = K��̄c̄��̃x�u − ū� + �̃y�v − v̄� + �̃z�w − w̄� + g�

+ �p − p̄�� , �4�

with

��̃x, �̃y, �̃z� = �1/��x
2 + �y

2 + �z
2���x,�y,�z� ,

where u, v, w are the Cartesian velocity components repre-
senting here streamwise, spanwise, and normal velocity com-
ponents, respectively, � is the density, p is the pressure, c is
the sound speed, and � is the streamwise coordinate of the
uniformly spaced computational domain. Note that the tilde
denoting the filtering operation for LES will be dropped for
clarity here; it will be clear from the context whether the
discussion refers to the total or the filtered variable. Here the
overbar denotes mean value at the boundary and K is a con-
stant suggested by Rudy and Strikerda45 as

K = ��1 − M�
2 ��c̄/l� , �5�

where �=0.25 is used as proposed by Kim and Lee,44 M� is
the reference Mach number, and l is the characteristic length.
For the outlet condition, the amplitude of one incoming wave
L5 is specified by

L5 = K�− �̄c̄ f + �p − p̄�� . �6�

Also, the acoustic signal components f and g are defined as
follows:

f =
1

2
��p

�c
+ �u� for a plane wave propagating downstream,

�7�

g =
1

2
��p

�c
− �u� for a plane wave propagating upstream �8�

with deviations

�u = �u − ū	, �p = �p − p̄	 �9�

from the mean value. Here �	 means an instantaneous area
average over sampling planes perpendicular to the duct
axis.48 An approach similar to Giles49 is used for the wall
boundaries. The implementation details of this no-slip reflec-
tive wall boundary condition are available in Ref. 41.

In addition to the above boundary conditions, an exit-
zone approach is used involving application of artificial
damping of the solution for grid points near the outlet in
order to minimize acoustic reflections at the boundaries of
the computational domain and maintain the mean flow
rate.50,51

C. Acoustic analogy for a planar uniform duct

Lighthill’s acoustic analogy52 is used to predict the radi-
ated acoustic field from a finite region of a turbulent flow. It
is based on a rearrangement of the continuity and NSE into
an inhomogeneous wave equation for an acoustic variable.
The acoustic analogy is exact in the sense that no approxi-
mations have been made during the derivation. However, its
practical use requires that the source distribution be known
and that it be zero in the region where the sound is calculated
�homogeneous and quiescent�.53 For application of the
acoustic analogy to the noise generated in a confined turbu-
lent flow, the presence of solid walls must be considered and
an acoustic analogy including the effect of solid surfaces can
be developed by applying the FW-H equation.29 The deriva-
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tion for the solution of the FW-H equation for the planar
domain with low-frequency Green’s function depicted in Fig.
1 is available in Suh and Frankel38 and takes the form

�Hp�	�x1,t� =
1

2A0c�

�

�t



S�
��T11	�t* dS��y� �I�

−
1

2A0



Cw

��p��ij − �1j	�t*njsign�x1 − y1� dC�y� �II�

+
1

2A0



Cin

��c�
2 �� + �c�u1 + T11	�t* dC�y� �III�

+
1

2A0



Cout

��c�
2 �� − �c�u1 + T11	�t* dC�y� , �IV�

where Cw, Cin, and Cout are boundary curves for the duct
wall, inlet, and outlet, respectively. Also, t*= t− �x1−y1 � /c� is
the retarded time, and Tij is the Lighthill source tensor de-
fined as

Tij = �uiuj + �ij�p� − c�
2 ��� − �ij , �10�

where �ij is the viscous stress tensor and �ij is the Dirac delta
function, p�= p− p� is the pressure perturbation, and ��=�
−�� is the density perturbation with p ,��, and c� represent-
ing the far-field pressure, density, and sound speed, respec-
tively. Here, �I�, �II�, �III�, and �IV� represent the quadrupole
sources from the kinetic energy along the streamwise direc-
tion inside of the duct, the dipole sources from the unsteady
streamwise forces acting on wall, and the sources from the
inlet and outlet related to acoustic waves incoming to the
boundary and the Lighthill stress tensor at the boundary, re-
spectively. Hofmans54 obtained a similar solution by using
Curle’s equation.55 Aeroacoustic accuracy of the present
method was assessed by comparing direct simulations of far-
field sound to FW-H acoustic analogy predictions for the
case of pulsatile flow through a duct with either a convergent
or divergent orifice.38

III. PROBLEM DESCRIPTION

The geometry and mesh for the human vocal tract model
considered here are shown in Fig. 2 for the convergent and
divergent glottal cases, respectively. The included glottal

angle is ±20 deg. These glottal shapes are typical of the
opening and closing phases in human phonation. The rigid
vocal tract is modeled here as a planar channel with an ori-
fice consisting of an upper and lower vocal fold. The glottis
region is the slit between the two vocal folds and the mini-
mal glottal diameter ��� was set at 0.04 cm. Both upstream
and downstream corners, formed by the channel and vocal
fold, are rounded with a radius of 6�. The length of the
planar channels upstream and downstream of vocal fold
models are 25� and 166�, respectively. The ventricular vocal
folds are not included in this initial study but will be consid-
ered in future work. The vocal fold models employed in this
research are based on the canonical M5 geometries studied
by Scherer et al.18 The shape of the vocal folds at the glottal
entrance and exit is rounded by radii that depend on the
glottal angle, and a straight section connects the entrance and
exit. The superior vocal fold surface angle of the original M5
model is 0 deg, but, in the present study, a negative angle of
−20 deg was used, which allowed easier mesh generation.
Here a negative angle means that the lateral portion of the
surface is higher, more superior, than the medial portion. Li
et al.56 found, for constant entrance and exit glottal radii, the
intraglottal pressures were unchanged for superior vocal fold
surface angles up to approximately −70 deg, at least for
laminar flow cases. In spanwise direction, domain width of
5� was used.

The meshes were produced by using the orthogonal grid
generation technique of Eça.57 A structured grid consisting of
241�50�121 points in the streamwise, spanwise, and wall-
normal directions, respectively, was used for the convergent
glottis, whereas for the divergent glottis a mesh of 241
�50�101 points was used. The accurate prediction of the
separation point is important for the present study as it de-
termines the forces between the air and the vocal folds.32 The
intraglottal grid was refined to capture possible flow separa-
tion and complex jet flow phenomena. For the convergent
glottis, the region near the centerline was also refined to
resolve possible jet transition to turbulence, Uniform grid

FIG. 1. Sketch of the integral domains associated with applying Lighthill’s
acoustic analogy to a confined region.

FIG. 2. Computational grid of human vocal tract model with included glot-
tal angle of 20 deg �every fourth node is shown�. �a� Convergent glottis, �b�
Divergent glottis.
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spacing in the spanwise direction was used. Figure 3 shows
the computational domain decompositions and schematics
for the convergent glottis �the divergent case used a similar
decomposition�. A total of 12 or 16 computational blocks
were used for the divergent or convergent glottis, respec-
tively. In each block, a mesh of �21�50�101� or �16�50
�121� was used for the divergent or convergent model. The
Reynolds number based on the minimum glottal diameter
and reference velocity �2�p /� was 1315 and the Mach num-
ber was 0.1.

IV. RESULTS AND DISCUSSION

A. Near-field flow analysis

Figures 4 and 5 show instantaneous vorticity magnitude
and streamwise velocity for the convergent and divergent

glottis cases, respectively. For the convergent case, relatively
large-scale vortical structures are observed downstream of
the glottal exit, indicating that transition to turbulence oc-
curred downstream of the glottis. In contrast, the divergent
case shows the presence of small-scale vortical structures
within the glottis and immediately downstream of the glottal
exit, demonstrating that the flow begins to transition to tur-
bulence within the glottis. However, unlike in the convergent
case, impingement of the glottal jet on the supraglottal tract
wall limits further development of these flow structures. The
glottal jet is skewed and attached to one wall for the diver-
gent case. This indicates the occurrence of flow separation
from the upper wall �nonflow wall� upstream of the lower
wall �flow wall� separation point. On the flow wall, many
small vortical structures exist, including vortices separated
from the nonflow wall, and the flow is unstable. Fox and
Kline58 presented a systematic flow regime map for flow
through two-dimensional, straight-walled diffusers. Accord-
ing to their work �see Fig. 3 of Ref. 58�, the flow through the
present divergent glottis is in the region of large transitory
stall. Hence, large scale vortices separate from the wall and
continue to move along the wall. As a result of this distur-
bance, the flow becomes unstable and transitions to turbu-
lence inside the orifice. In addition, it is observed that the jet
from the divergent orifice is skewed. There are many studies
supporting the existence of asymmetric flow through sym-
metric static divergent glottal shapes.14,16,18–20 Since the
symmetric jet is meta-stable, a small flow field difference

FIG. 3. Computational domain decomposition into 16 blocks for the con-
vergent glottis case.

FIG. 4. �Color online� Instantaneous vorticity magnitude. �a� Convergent
glottis. �b� Divergent glottis. Contour levels: Min=0, Max=5. Number of
levels is 11.

FIG. 5. �Color online� Instantaneous streamwise velocity. �a� Convergent
glottis. �b� Divergent glottis.
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between the upper and lower walls may be enough for the jet
to attach to one of the walls. Neubauer et al.23 suggested the
flow structures downstream from the vocal folds may induce
such an asymmetric disturbance. Sato59 observed two kinds
of sinusoidal velocity fluctuations when a two-dimensional
planar jet becomes unstable. One is symmetrical �varicose�
and the other is antisymmetrical �sinuous� with respect to the
centerline of the jet. The symmetrical jet fluctuates at high
frequencies when the velocity profile is nearly �undeveloped�
flat. The antisymmetrical jet is low frequency and generated
when the velocity distribution is �well-developed� parabolic.
Accordingly, antisymmetric flow structures may be gener-
ated far downstream from the exit of the glottis �here the
velocity profile develops a parabolic shape� and affect the
flow inside of the glottis skewed via a feedback mechanism.
Once the jet is skewed, then it can be attached to the wall due
to the Coanda effect. The Coanda effect occurs when the jet
is so close to the wall that entrainment from the neighboring
fluid is insufficient. Hence, accurate prediction of separation
and vortex dynamics are important to capture the Coanda
effect. Extension of the computational domain sufficiently
far downstream of the glottis is needed because the antisym-
metric flow structures, which can affect the glottal jet skew-
ness, are generated far downstream of the glottis. The
Coanda effect occurs much more frequently and strongly
when the flow is turbulent because turbulent flow requires
higher entrainment rates than laminar flow. It should also be
noted that two-dimensional planar geometries, as studied
here, would tend to exhibit the Coanda effect more strongly
than flows associated with three-dimensional geometries.60

Scherer et al.18 and Kucinschi et al.61 reported that the
Coanda effect became stronger as the Reynolds number in-
creased. Hofmans et al.14 insisted the Coanda effect might
not occur at all during the production of normal voiced
speech because of the need for a relatively long time to de-
velop, but recent works have shown the existence of the
unsteady Coanda effect. Erath and Plesniak21 showed that the
unsteady Coanda effect occurred in pulsatile flows through
static diverging glottal models. Recently, Triep et al.22 and
Neubauer et al.23 reported the existence of the unsteady
Coanda effect in the case of a dynamically driven glottal
model. In contrast, the flow is stable inside the glottis and
maintains a laminar state for the convergent case, and turbu-
lence transition only occurs after the flow has emanated from
the glottis. In this case, flow transition is associated with the
Kelvin-Helmholtz instability downstream of the jet, whereas
in the divergent case flow transition was due to unsteady
separation within the glottis.

Table I shows the flow rate for the experimental data62

and the present numerical results in dimensional values. Both
experiments and numerical simulations show 5%–7% higher
flow rate for the divergent glottis. However, the absolute val-
ues show 3% to 7% difference because of vocal fold superior
surface angle modifications in our simulation and other rea-
sons including additional resistance from the side-wall
boundary layer at the experiments.

Computed intraglottal pressure distributions are com-
pared to available experimental data62,63 in Fig. 6. The
present computed wall pressure is in good agreement with
the experimental data up to the separation point, but the
present simulations yield a higher pressure drop than experi-
ments. Unfortunately, the transglottal pressure used here
could not be set at the exact same locations as in the experi-
ment. The present simulations set the transglottal pressure at
the inlet and outlet of the computational domain, whereas the
experiments used the pressure measured immediately up-
stream and downstream of the vocal folds. As a result of this
difference, the actual transglottal pressure of the present
simulation was about 1 cm H2O greater than the experi-
ments. Also, differences in the superior vocal fold surface
angle and the existence of radii between vocal folds and
vocal tract may also contribute to this discrepancy, although
Li et al.56 showed the superior vocal fold surface angles had
a negligible influence on the intraglottal pressure distribu-
tion. It should also be noted that their work was limited to
laminar flow �up to 8 cm H2O� and the influence of turbulent
flow was not investigated. Hence, the geometry differences
under the present turbulent flow condition may also be one
further explanation for the differences in the intraglottal pres-
sure distribution between the present simulations and the ex-
periments �especially for the convergent glottis case because
the flow transitioned to turbulence downstream of the glottis
in that case�.

Figure 7 shows the profiles of flow statistics within the
glottis and immediately downstream for the convergent case.
As shown in Fig. 5, the mean streamwise velocity is slightly
skewed downward downstream of the exit of the glottis.
Separation from both walls was observed at the exit. In con-
trast, flow inside the glottis was relatively stable and remains
laminar and symmetric. The mean skin friction coefficient
Cf =�w /�U0

2 /2, based on the estimated maximum velocity
U0=�2�P /�, shows that the wall shear stresses �w on both
the upper and lower walls are almost same until the glottal
exit, which implies symmetric intraglottal flow. The highest
skin friction values are observed near the minimum glottal

TABLE I. Time-averaged overall flow characteristics.

Agarwal and Scherer62 Present simulation

Orifice configuration Convergent Divergent Convergent Divergent

Flow rate �cm3/s� 219.77 235.12 236.12 244.08
Transglottal pressure �cm H2O� 14.97 15.00 15.80 16.06
Included angle �deg� 20 −20 20 −20
Vocal fold superior surface angle �deg� 0 0 −20 −20
Side wall Yes Yes No No
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diameter. From there, the flow separates from both walls at
the glottal exit. The profile of spanwise velocity fluctuations
demonstrates the absence of turbulent fluctuations within the
glottis. Immediately downstream of the glottal exit, turbulent
fluctuation profiles feature a double peak showing the lami-
nar glottal jet undergoes shear layer instability or flapping.

Figure 8 shows similar flow statistics within the glottis
and immediately downstream of the glottis for the divergent
glottis case. It is observed from the mean streamwise veloc-
ity profiles that the flow has separated from the upper wall
and is skewed to the lower wall due to the Coanda effect.
Streamwise velocities near the upper wall are almost zero.
The difference between flow separation locations on the two
walls imparts the mean skin friction coefficient Cf, which is
based on the estimated maximum velocity. Negative values
of Cf indicate flow separation from the wall. Around x
=19.94�, the flow is separated from the upper wall. How-
ever, the flow is not separated from the lower wall and re-
mains attached until the glottal exit. At the minimum glottal
diameter, the highest skin friction was predicted for both

walls. This maximum wall shear stress is almost the same as
the maximum value in the convergent case. Note the skin
friction on the lower wall is higher than on the upper wall
due to jet skewness. Also, an additional wall stress peak is

FIG. 6. Intraglottal pressure distribution: nonflow wall/experiment ���,
flow wall/experiment ���, Nonflow wall/present LES �—�, flow wall/
present LES �- - -�. �a� Convergent glottis. �b� Divergent glottis.

FIG. 7. Flow statistics for a convergent glottis. �a� Mean streamwise veloc-
ity x /�+1.5�U /Umax. �b� Mean skin friction coefficient Cf based on the
estimated maximum velocity �2�P /�. �c� Spanwise velocity fluctuation
x /�+5.0�vrms/Umax.
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observed near the glottal exit at the lower wall. The root
mean square �rms� value of spanwise velocity fluctuations is
shown in Fig. 8�c�. At x=22�, turbulent fluctuations near the
upper wall are observed to be higher than the lower wall

because the flow was attached to the lower wall, producing
less viscous drag at the upper wall. However, the vertical
location of peak turbulent fluctuations migrates to the lower
wall due to jet skewness. At the entrance of the glottis, ve-
locity fluctuations are almost zero and so clearly the flow
entered the glottis as laminar and transitioned to turbulence
within the glottis.

B. Far-field sound radiation

In order to record the directly computed far-field acous-
tic signal, a virtual microphone was located at a distance of
about 144� from the leading edge of the vocal fold, near the
centerline of the supraglottal duct, for both the divergent and
convergent glottis cases �see Fig. 3�. Comparisons between
the directly computed pseudo-sound p�= p− p� and the
FW-H prediction are shown in Fig. 9 for the convergent and
divergent glottal cases. For both cases, discrepancies in mag-

FIG. 8. Flow statistics for a divergent glottis. �a� Mean streamwise velocity
x /�+1.5�U /Umax. �b� Mean skin friction coefficient Cf based on the esti-
mated maximum velocity �2�P /�. �c� Spanwise velocity fluctuation x /�
+5.0�vrms/Umax.

FIG. 9. Comparison between directly computed acoustic pressure and FW-H
prediction. �a� Convergent glottis. �b� Divergent glottis.
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nitude and frequency between the directly computed sound
and the acoustic analogy prediction are observed. In particu-
lar, note the presence of high frequencies in the directly com-
puted sound, which are not captured by the acoustic analogy.
This suggests that the plane wave assumption associated
with the use of the one-dimensional, low-frequency Green’s
function in the present acoustic analogy solution is not per-
fectly correct for both cases. Hence, the acoustic signal is not
uniform in the wall-normal direction and there exist higher
modes possibly excited by the glottal jet. Thus, the plane
wave component of the far-field sound was extracted by av-
eraging over the cross-sectional area where the virtual micro-
phone was located. The plane wave component of the di-
rectly computed sound and the acoustic analogy prediction
show reasonable agreement for the convergent glottis �Fig.
9�a��, but the acoustic analogy still underpredicts the magni-
tude of the far-field sound. This may be attributed to the fact
that the flow through the convergent glottis transitioned to
turbulence after it emerged from the glottis, so the down-
stream domain may not be sufficient in length for acoustic
waves to develop into far-field planar waves and the region
near the outlet is still influenced by near-field convection
effects. The divergent glottis shows better agreement be-
tween the plane wave component of the directly computed
sound and the acoustic analogy prediction �Fig. 9�b�� be-
cause flow through the divergent glottis has already transi-
tioned to turbulence within the glottis so the computational
domain is sufficiently long compared to the convergent case.

The FW-H acoustic analogy was next used to decom-
pose the contributions to the far-field sound from the differ-
ent near-field sound source terms in Eq. �10� for both cases.
The results are shown in Fig. 10. Here the inlet and outlet
contributions are not shown for clarity because they remain
almost positive and negative constants, respectively. Recall
that the perfectly nonreflecting boundary condition was not
used for both cases so there were incoming waves at the inlet
and outlet. The values of the Lighthill source tensor at the
inlet and outlet were also nonzero because both boundaries
should maintain the mean flow rate as set by the pressure
difference between the inlet and outlet of the domain. Notice
that the quadrupole sources are negligibly small and the di-
pole sources are dominant. This is consistent with the previ-
ous studies on axisymmetric flows.28 However, this does not
mean turbulence transition and vortical structures are not im-
portant for sound generation. They can and do contribute to
the dipole sources responsible for the far-field sound through
modifying near-field flow. Turbulence transition can alter the
flow by changing the flow separation location and the
strength of the Coanda effect. Both vortices generated inside
the glottis and far downstream are also important for the flow
asymmetry found in the divergent glottis case. The appear-
ance of the Coanda effect is dependent on the presence of
antisymmetric vortical structures downstream of the glottis.
The dipole sound source contribution is greatly affected by
changes in the vocal fold shape. Dipole sources arise due to
the reaction of the vocal folds to the air flow. Hence, while
the dipole from the forward part of the vocal folds �facing
the inlet� is always out of phase with the inlet contribution,
the dipole from the rearward part of the vocal folds �facing

the outlet� is always in phase with the inlet contribution. For
the convergent case, the main contribution of the dipole is
from the forward part of the vocal folds, so it has a negative
value. However, for the divergent case, the rearward part of
the vocal folds also contributes to the dipole sources �posi-
tive value� significantly, so the absolute value of the dipole
contribution decreases. As a result, the pseudo-sound pres-
sure is always negative for the convergent case, but some-
times positive for the divergent case. Dipoles 1 and 2 char-
acterize the unsteady forces on the upper and lower walls of
the glottis, respectively. Their difference is due to the un-
steady flow features. In addition, flow asymmetries associ-
ated with the Coanda effect also affect these differences for
the divergent case. However, the difference is larger for the
convergent case due to the order difference of the absolute
value of the magnitudes.

Figures 11 and 12 show the acoustic pressure spectra of
sound sources and directly computed sound for the conver-
gent and divergent glottis case, respectively. For the conver-
gent case, directly computed sound and its plane wave com-
ponent approximately follow the St−2 trend, where Strouhal
number St= f� /U0 and f is the frequency of the far-field

FIG. 10. Contribution to far-field sound radiation from different sources. �a�
Convergent glottis. �b� Divergent glottis.
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sound. The dipole and quadrupole sources follow the St−2

trend in the high-frequency range, but display a different
trend in the low-frequency range. The dipole source follows
the St−1 trend, but the quadrupole source follows the previ-
ous St−2 trend. Hence, the dipole sources are one order
higher than the quadrupole sources in the low-frequency
range, but differences between the two sources decrease in
the high-frequency range. The relatively high magnitude of
the quadrupole source is not surprising because large vortical
structures are distributed over a wider range after the jet
emerges from the glottis. Conversely, all spectra from the
divergent case approximately follow the St−1 trend. For the
divergent glottis, dipole sources are much stronger than the
quadrupole sources over most of the Strouhal number range
and contribute almost exclusively to the plane wave compo-
nent of the directly computed far-field sound. This confirms
that the dipole is the dominant sound production mechanism
for this case. The results are consistent with the trends ob-
tained using the spectral decomposition method by Zhang
et al.20

One strong peak is observed at Strouhal number St

=0.245 and a weaker peak near St=0.49 for the plane wave
component of the directly computed sound for the divergent
case. The locations of these peaks are consistent with the
fundamental �St�0.23� and its first harmonic frequencies
�St�0.46� of tonal sound observed in steady flow sound
measurement by Zhang et al.20 Note that these Strouhal num-
bers correspond to the values reported for vortex shedding in
shear layers.20 In Ref. 20, tonal sounds were produced for
low flow rate and the broadband component became domi-
nant when the transglottal pressure was increased above
9 cm H2O, although tones were still present in the spectra.
Since the transglottal pressure of the present case was about
15 cm H2O, the tonal sound may not be very significant as in
the experimental work. However, the present work does pro-
vide a clue about the acoustic source responsible for the
tonal sound via the FW-H acoustic analogy. Dipole sources
predicted peaks at the same Strouhal numbers with the plane
wave component of far-field sound, which suggests that the
tonal sounds are generated by the dipole sources due to the
unsteady forces between the air flow and the vocal folds,
affected by the vortex shedding downstream. This finding

FIG. 11. Acoustic pressure spectra for the convergent glottis. �a� Acoustic
sources. �b� Directly computed far-field sound.

FIG. 12. Acoustic pressure spectra for the divergent glottis. �a� Acoustic
sources. �b� Directly computed far-field sound.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 J. Suh and S. H. Frankel: Numerical simulation of glottal flow 3737



supports Zhang et al.20 with regard to their point that the jet
tones are caused by aerodynamic phenomenon and not by the
resonance due to the confinement. Note the dipole source
and the plane wave component of the directly computed
sound for the convergent glottis also predicted peaks at the
same Strouhal number where there also exists vortex shed-
ding downstream. However, it is not strong enough to gen-
erate tonal sound. In addition to these peaks, the directly
computed sound shows more peaks that do not exist in the
plane wave component for the range St=0.6 to 2.1, indicat-
ing that there exist higher modes of acoustic waves in the
downstream far field.

V. CONCLUSIONS

Numerical simulations of the flow and acoustics through
a static model of the human vocal tract were conducted using
large eddy simulation. Rigid models with both convergent
and divergent glottis shapes, each with a 20-deg included
angle and a minimum glottal diameter of 0.04 cm, were stud-
ied. The compressible Navier-Stokes equations were inte-
grated in a generalized curvilinear coordinate using an addi-
tive semi-implicit Runge-Kutta method and high-order
compact schemes enabling accurate and efficient simulations
of the flow and acoustics for this complicated low-Mach
flow. A transglottal pressure of 15 cm H2O was enforced
across the inlet and outlet through the linear relaxation
method. The simulated flow fields feature complex phenom-
ena including the unsteady separation, Coanda effect, and
transition to turbulence. Accurate flow simulation using a
sufficiently long computational domain in the streamwise di-
rection was found necessary to capture the Coanda effect
previously observed in experiment studies. A Ffowcs
Williams–Hawkings acoustic analogy was applied to identify
acoustic sources and the results showed that dipole sources
due to the unsteady forces exerted on the glottal walls were
dominant. Turbulence and vortical structures affect the far-
field sound indirectly through the dipole source by modify-
ing the flow field rather than through direct contributions as
quadruple sources. The spectral analysis showed the dipole
sources from vortex shedding are responsible for the tonal
sound observed in the divergent glottis.
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An articulatory basis for the labial-to-coronal effect: ÕpataÕ seems
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This paper investigates the coordination between the jaw, the tongue tip, and the lower lip during
repetition with rate increase of labial-to-coronal �LaCo� consonant-vowel-consonant-vowel
disyllables �e.g., /pata/� and coronal-to-labial �CoLa� ones �e.g., /tapa/� by French speakers. For the
two types of disyllables: �1� the speeding process induces a shift from two jaw cycles per disyllable
to a single cycle; �2� this shift modifies the coordination between the jaw and the constrictors, and
�3� comes with a progression toward either a LaCo attractor �e.g., �/pata/ or /tapa/� → /patá/ → /ptá/�
or a CoLa one �e.g., /pata/ or /tapa/ → /tapá/ → /tpá/�. Yet, �4� the LaCo attractor is clearly favored
regardless of the initial sequencing. These results are interpreted as evidence that a LaCo CVCV
disyllable could be a more stable coordinative pattern for the lip-tongue-jaw motor system than a
CoLa one. They are discussed in relation with the so-called LC effect that is the preference for LaCo

associations rather than CoLa ones in CV.CV disyllables in both world languages and infants’ first
words. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2734497�

PACS number�s�: 43.70.Aj, 43.70.Fq �AL� Pages: 3740–3754

I. INTRODUCTION

The analysis of CV.CV disyllables in world languages
lexicons reveals that labial-to-coronal �LaCo� sequences
�e.g., /pata/� are about 2.5 times more used than coronal-to-
labial �CoLa� ones �e.g., /tapa/� �Locke, 1983; MacNeilage
and Davis, 2000; Rousset, 2003�. This asymmetry, also dis-
played in infants’ first words in the course of ontogeny �In-
gram, 1974; Locke, 2000; MacNeilage and Davis, 2000�, is
known as the “LC effect.” The existence of the same trend in
infant and adult speech led MacNeilage and Davis �2000� to
propose a “substance-based” explanation of the LC effect in
the framework of the “frame-content theory” of speech de-
velopment �MacNeilage, 1998�. Yet, there are some prob-
lems with their explanation, leaving space for further hypoth-
eses. The present investigation is an attempt to test an
original explanation of the LC effect, based on motor prin-
ciples likely to intervene both in speech development and in
on-line adult speech production.

A. The “simple first” hypothesis

MacNeilage and Davis, 2000 proposed that the LC ef-
fect might result from the conjunction of two principles in
the course of speech development: �1� labial proto-
consonants �or closants in the frame-content terminology�
would be easier to produce by infants than coronal ones, and
�2� in order to deal with the complexity of the mental lexicon
access required in the production of their first words, infants
would focus on easier forms. Thus, they would select se-
quences of actions beginning by the simpler gesture, sup-

posed to be the labial one. The preference for LaCo disyl-
lables in development would then have been preserved in
adults’ languages.

The assumed greater simplicity of labial gestures is one
component of the frame-content theory of speech motor con-
trol development �MacNeilage, 1998; MacNeilage and
Davis, 2000�. This theory claims that speech production be-
gins in babbling with phonation associated with repeated ver-
tical oscillations of the jaw. Apart from vocal tract preset-
tings, the other articulators would stay stable all along the
jaw cycles. Thus, besides their alimentary function, jaw
cycles would induce alternation of closing and opening pat-
terns �closants and vocants� and constitute the frame of
speech. Then, the speech segmental content �independent
control of consonants and vowels inside the frame� would
progressively emerge from the development of the central
and peripheral motor control of the other articulators. Ac-
cording to MacNeilage and Davis, for neutral vocal tract
presetting, that is purely passive tongue and lips, jaw raising
gestures would induce a labial closure of the vocal tract and
so the production of labial closants �“pure frames”�. On the
contrary, coronal closants would require an active motion of
the tongue in presetting �“fronted frames”�. Therefore, labial
closures would be easier to realize than coronal ones. How-
ever, the “simple first” explanation suffers in our view from
several weaknesses. First, it is a bit ad hoc. Second, the “sim-
pler” nature of labial closants in babbling has been ques-
tioned by Vilain et al. �1999� in a study exploiting articula-
tory models of the vocal tract. They compared three models
with different morphologies—coming from the statistical
analysis of cineradiographic data recorded from three differ-
ent adult speakers. They simulated pure frames on the three
models, by applying jaw upward commands, all other articu-
lators being kept passive, and they obtained different kinds
of closures. In one model the jaw raise resulted in closing the
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lips first, producing a labial contact, while in another one it
first resulted in a closure inside the vocal tract, producing a
coronal contact. In the last model, a labial and a coronal
contact were obtained almost in synchrony. Therefore, both
/ba/, /da/ and /bda/ could be pure frames according to the
vocal tract morphology. This could explain why analyses of
babbling inventories do not display a preference for labial
patterns over coronal ones �Locke, 1983�.

Another problem concerns the extrapolation from in-
fants to adults. Indeed, there is no reason to believe that
labial plosives would stay simpler than coronal ones in adult
speech, both involving a specific articulatory control super-
imposed on the jaw, respectively, for the lips in labials and
for the tongue in coronals �Munhall and Jones, 1998�. Fi-
nally, the “simple first” hypothesis tends to consider the ar-
ticulatory control of LaCo and CoLa utterances as a sequence
of independent phonetic segments while it might be better
characterized as coordinative structures �Kelso et al., 1986;
Nittrouer, 1991�.

B. An alternative hypothesis based on jaw-tongue-
lips coordination

It is widely assumed that some coordinative patterns are
more stable and economic than others and that the repetition
of a multieffectors gesture with rate increase would attract
the system toward its most stable coordinative mode. This
has been first established for interlimb coordination �Hoyt
and Taylor, 1981; Haken et al., 1985� and then extended to
articulators’ coordination in speech production �Kelso et al.,
1986; Lindblom, 1990a; Kelso, 1995�. Such criteria of sta-
bility and economy have been introduced in substance-based
criteria shaping the sound systems of human languages �e.g.,
Stevens, 1989; Lindblom, 1990b�. In this vein, it has been
shown that rate increase induced repeated VC syllables to
switch toward cycled CV ones �Stetson, 1951; Tuller and
Kelso, 1991; de Jong, 2001�. This led the authors to conclude
that CV sequences are more stable than VC ones, which
could explain the preference for CV syllables over VC ones
in language inventories �Redford and Diehl, 1999; Rousset,
2003�.

These studies provide an interesting framework for at-
tempting to anchor the LC effect in the properties of the
articulatory motor system rather than in a pure developmen-
tal framework. More precisely, we assume that a labial con-
striction followed by a coronal one could be a better coordi-
native pattern for the lip-tongue-jaw system than the coronal-
then-labial one. This assumption is inspired from Sato et al.
�2006�. The authors supposed that in CCV or CVC se-
quences involving a labial and a coronal consonant, there
was a trend to anticipate the coronal constriction during the
labial one, rather than the inverse. Hence, lips and tongue
were more in-phase in /ps./ than in /sp./. The reason is that
in /ps./, the tongue tip may be prepared for /s/ during the
labial closure, so that the /p/ release is almost synchronous
with the tongue-driven onset of the next /s/. On the contrary,
in /sp./, the lips must stay open during the production of the
/s/, before labial closure followed by the /p/ release, so that
the tongue-lip synchrony is difficult to achieve �see also
Byrd, 1996; Zsiga, 1996; Surprenant and Goldstein, 1998,

for compatible data in English; and Chitoran et al., 2002 for
Georgian�. This articulatory asymmetry between the two se-
quences of consonantal gestures could be a part of the LC
effect explanation in both language development and world
languages lexicons.

C. An experimental scenario

The presumed greater stability of the coordination in
LaCo compared with CoLa could be investigated through the
speeding paradigm. The slow regular repetition of C1VC2V
disyllables should be characterized by a regular alternation of
C1 and C2 gestures over time. On the contrary, rate increase
could lead to asymmetries, the C2 constriction being either
closer to the previous or to the next C1 one. This would
induce the reduction of either the vowel after C1 or after C2.
The French language, under study here, displays a stress on
the word’s last syllable. Therefore, in the repetition with rate
increase of a CVCV disyllable, French speakers should
rather reduce the first vowel, and a CCV resyllabification
could be expected. Hence, two hypotheses may be con-
trasted. In a first one, there would be no asymmetry between
LaCo and CoLa coordination, and the French speakers would
preserve the original disyllable prosody through speeding. In
this first hypothesis, LaCo CVCV sequences would evolve
toward a LaCo attractor �e.g., /pata/ →/patá/ → /ptá/� while
CoLa CVCV sequences would evolve toward a CoLa CCV
attractor �e.g. /tapa/ → /tapá/ → /tpá/�. Yet, if, as we expect,
the LaCo coordination is more stable than the CoLa one, this
would attract the system toward a LaCo attractor regardless
of the initial CVCV sequence �e.g., �/pata/ or /tapa/� → /patá/
→ /ptá/�. Hence, in this second hypothesis, the repetition
with rate increase of both LaCo and CoLa CVCV disyllables
would evolve toward a LaCo attractor. The first experiment,
based on acoustic measurements, aimed at selecting which of
these two assumptions is true.

In a second experiment based on articulatory measure-
ments, we studied how the articulatory coordination between
jaw, tongue, and lips would be reorganized in order to sub-
tend the progression from one constriction per jaw cycle
�e.g., /pata/� toward two constrictions per jaw cycle �e.g.,
/ptá/�. A prediction was that the two constrictions would be
realized on a single jaw cycle before the fading of the vowel
was completed �e.g., /patá/�. In other words, the variation of
the articulation place between the first and the second con-
striction would allow the production of two syllables on a
single jaw cycle, while most studies of jaw movements as-
sociate the jaw cycle with the CV syllable �Nelson et al.,
1984; Ostry and Flanagan, 1989; Perkell and Zandipour,
2002; Perkell et al., 2002�.

II. AN ACOUSTIC STUDY OF LC AND CL STABILITY

The aim of this first study is to test if LaCo sequences are
more stable than CoLa ones in a speeding paradigm, using an
acoustic measure of vowel reduction.
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A. Method

1. Speakers and phonetic material

Twenty-eight native French speakers with no speech or
hearing problem and naive as to the purpose of the study
participated in the experiment. The phonetic material con-
sisted in six CVCV disyllables: three LaCo �/pata/, /pasa/,
and /fata/� and their three CoLa counterparts �/tapa/, /sapa/,
and /tafa/�. This choice aimed at contrasting LaCo and CoLa

sequences while controlling for a possible “plosive-to-
fricative” effect. Indeed, in the framework of “sonority” prin-
ciples �Selkirk, 1984; Clements, 1990� it could be supposed
that utterances containing a fricative and a plosive would
switch toward plosive-fricative attractors �e.g., /tfa/, /psa/�,
rather than the LaCo attractors /pta/, /psa/, and /fta/ expected
in the framework of our basic assumptions. The /a/ vowel
was selected to provide an open configuration, mainly in-
volving the jaw, with basically no strong requirements on the
lips and the tongue. The six disyllables were randomly ar-
ranged inside three lists. The three lists were presented to
each speaker in different orders. Hence each disyllable was
presented three times to each speaker. The test began with
three items provided as training stimuli �/vada/, /daba/, and
/dava/�.

2. Procedure

In order to simplify post-treatments the experiment was
assisted by a computer program that allowed one to record
utterances and to display a kind of visual metronome. The
participants were sitting in front of a computer connected to
a microphone. The instruction was to repeat the disyllable
displayed on the screen at an increased and then decreased
rate following as much as possible the rhythm of a visual
flash. The aim of this flash was not to precisely control the
speakers’ rate but rather to give global timing marks in order
to homogenize acceleration and deceleration phases between
speakers and to attempt to drive the speakers to their limit
rate. It was mentioned that the flash would reach rates im-
possible to follow and the instruction was to maintain a rate
as high as possible during this period until the decelerating
phase. Moreover, speakers were encouraged to go on without
interruption even if they perceived any kind of transforma-
tion of the uttered sequence.

The experiment began by the three practice trials. Then,
the three lists were successively displayed. Each trial started
with the presentation of the CVCV sequence to repeat, dis-
played in the middle of the screen. Speakers initiated the
flash pressing the “space” key. A blue square took the place
of the disyllable on the screen for 1 s, followed by the flash.
The flash was an alternation of a black and a white square.
The instruction was to produce one syllable on the black
flash and the other on the white one. Duration of each square
presentation started at 300 ms and progressively decreased to
reach 125 ms at the middle of the acceleration phase and
50 ms at the end of the acceleration phase �8 s�. The progres-
sion was shaped in order to obtain a large amount of rapid
productions. The timing of the deceleration phase was the
symmetric of the acceleration one. Thus, each trial record
lasted 16 s. Speakers sometimes took a breath inside the
whole acceleration-deceleration process, but this occurred
seldom and at random positions inside the 16 s utterance.
Then the speaker spontaneously resumed the process at
about the same tempo he/she had reached before the breath.

3. Hypotheses and measurements

The working hypothesis is that both LaCo and CoLa rep-
etitions would evolve toward a LaCo CVCV sequencing until
eventually reaching a LaCo CCV consonantal cluster. For
example, if /pata/ is indeed more stable than /tapa/, the
speeding process should be: �/pata/ or /tapa/� → /patá/
→ /ptá/. The contrasted prediction is that, if there were no
asymmetry between LaCo and CoLa utterances in terms of
coordinative structure, the French prosodic pattern with a
stress on the final syllable of a word should drive the behav-
ior with e.g., /pata/ → /patá/ → /ptá/ and /tapa/ → /tapá/
→ /tpá/. Finally, both trends could be observed, with a LaCo

vs CoLa asymmetry, superimposed on an effect of the initial
uttered sequence. These predictions were tested by prosodic
measurements based on vowel intensity. Acoustic energy was
continuously estimated, within the PRAAT software1 using a
42.6 ms Kaiser-20 window �sidelobes below −190 dB�.
Maxima and minima of energy curves were automatically
detected and then hand-selected as vowels and consonants
�Fig. 1�. When a speaker’s production evolved toward a
single consonantal cluster �e.g., /ptá/�, the labeling rule was
to mark the “vanished” vowel and the two consonants around

FIG. 1. �Color online� Labeling of intensity curves and measurements: Intensity curves �bottom� of the acoustic signal �top� against time for three samples of
a /tapa/ trial. The repetition progressively evolves from /tapa/ �left� toward /tápa/ �middle� until /ptá/ �right�. La and Co are the labial and coronal consonants;
VLa and VCo are the vowels respectively following La and Co. This labeling allows computing the duration of an utterance and the intensity variation of
intensity between VLa and VCo��I�.
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as a same event �e.g., Fig. 1, right�. Speakers’ errors such as
repetition of a single syllable or pauses were removed. From
these data, two parameters were computed for each CVCV or
CCV sequence correctly produced �now referred as “utter-
ances”�: �1� the utterance duration and �2� the variation of
intensity between the two vowels, that is the difference be-
tween the intensity of the vowel after the coronal consonant
�VCo� and the intensity of the vowel after the labial conso-
nant �VLa�:

�I = I�VCo� − I�VLa�.

The operational hypothesis was that �I would be posi-
tive for both the LaCo and the CoLa utterances for fast pro-
ductions, with very high positive values indicating a shift
toward a single LaCo CCV syllable �e.g., from /pata/ or /tapa/
to /ptá/, as in Fig. 1�.

B. Results

The analyses excluded two speakers, one because he did
not manage to alternate the labial and the coronal constric-
tions at a fast rate and the other for recording problems.
Apart from local errors, all the 26 remaining speakers’ utter-
ances respected a “. . .LaVCoVLaVCoV. . .” sequencing, La

and Co respectively being the labial and the coronal conso-
nants of the target CVCV sequence, and “V” the vowel /a/ or
nothing.

1. Evolution of �I across rate: Global tendencies

The plot of �I values against utterance durations for all
the speakers’ LaCo and CoLa utterances shows very similar
patterns for the three LaCo and CoLa pairs. Hence, only the
graphs for /pasa/ and /sapa/ are displayed in Fig. 2 �top�, as a
representative example. Globally and for both the LaCo �left�
and CoLa �right� groups, utterance durations range from 100
to 700 ms. Furthermore, �I values are close to 0 for dura-
tions longer than about 300 ms whereas they vary from −40
to 40 dB for shorter durations. Actually, standard deviations
of �I values �Fig. 2, bottom� are small above 300 ms, and
larger under 300 ms. The shift from small to large �I values
is stable around 300 ms for all CVCV sequences, leading us
to select this value as a limit for further analyses. Thus, for
slow rates, the speakers keep a regular alternation of labial
and coronal syllables without any strong reduction effect.
Then, rate increase induces the reduction of either VLa �posi-
tive �I values� or VCo �negative �I values�. Hence, both the
LaCo �/psá/� and the CoLa �/spá/� CCV clusters seem to con-
stitute possible attractors for the repetition of either LaCo or
CoLa CVCV logatoms. Yet, the graphs display more positive
than negative �I values for the two types of disyllables.
Therefore, the LaCo attractor seems to prevail over the CoLa

one, particularly for the LaCo trials �Fig. 2, top left�.

2. Detailed analysis according to the disyllables and
to the speakers

In order to investigate more precisely possible reorgani-
zations of productions in the speeding process, the analysis
of �I was restricted to utterances with durations shorter than

300 ms. In spite of the flash, the utterance durations varied a
lot according to the speaker and to the trial. Therefore, for
the analysis, we kept only speakers achieving a sufficient
amount of quick data with the following criterion: For each
of the six CVCV logatoms, the speaker should have pro-
duced at least five quick utterances �durations shorter than
300 ms� for at least two of his/her three trials. Then, only the
two trials with the largest number of quick utterances were
analyzed. This criterion excluded five speakers. In the fol-
lowing, only the utterances with durations less than 300 ms
are analyzed, for the two selected trials of the 21 remaining
subjects.

Global means of the 42 trials are positive for all disyl-
lables, and all significantly different from 0 except for /sapa/
�Table I, first row�. Moreover, the distribution of the 42
means according to their sign �last four rows in Table I�
shows that the ratio of positive means related to negative
ones �rows 3 and 5� is 2.5 for /pata/ and /tapa/, 7.4 for /fata/,
3.6 for /tafa/, and 1.8 for /pasa/ whereas it is 1 for /sapa/. A
Chi-square test shows significant difference between the fre-
quencies of positive versus negative means ��2�1�=6.6, p
�0.001�. Restricted to means that significantly differ from 0
�rows 4 and 6� the prevalence of positive means over nega-
tive ones is even greater with a ratio of 4.75 for /pata/, 2.5 for
/tapa/, 3 for /pasa/, 1.4 for /sapa/, 13 for /fata/, and 5.3 for
/tafa/ �frequency of significant positive means significantly

FIG. 2. �Color online� Intensity variation between the vowel after the labial
constriction and the vowel after the coronal constriction ��I� plotted against
duration for /pasa/ �left� and /sapa/ �right� CVCV and CCV correctly pro-
duced utterances for all subjects �top�. Results for /pasa/ and /sapa/ are
representative of the two other LaCo �/pata/, /fata/� and CoLa �/tapa/, /tafa/�
pairs. Bottom: Standard deviations of �I against utterances durations �
100 ms meantime� for the six CVCV sequences. Dispersion increases when
duration becomes shorter than 300 ms.
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different from significant negative ones, �2�1�=6.8, p
�0.001�. Hence, the speeded repetition of LaCo and CoLa

CVCV disyllables more often evolves toward the corre-
sponding LaCo attractor �e.g., /pasá/ or /psá/� than the CoLa

one �e.g., /sapá/ or /spá/�. However, CoLa forms appear in
some cases for both LaCo and CoLa trials. Furthermore, two
additional factors tend to emerge. Indeed, there is some trend
that �I values are larger, and more systematically positive,
for LaCo than for CoLa trials on one hand, and for /pata/-/
tapa/ and /fata/-/tafa/ than for /pasa/-/sapa/ trials on the other
hand.

Considering that two attractors seem to coexist, though
with a preference for the LaCo one, we wondered whether
they might coexist for a given speaker. For this aim, Fig. 3
�left� displays the relation between mean �I values for the
first and the second selected trial, for each speaker and for
each CVCV sequence, provided that the two means signifi-
cantly differed from 0. It appears that mean �I values are
both significantly positive for 41 cases, both significantly
negative for seven cases and have different signs in five

cases. Therefore, the dominant behavior is to evolve toward
the same attractor for the two trials with a large preference
for the LaCo compared to the CoLa one. Yet, in some cases,
the attractor differs from one trial to the other. Then, group-
ing all logatoms, it appears that some speakers tend to be
“LaCo stable” �e.g., S12, right part of Fig. 3� whereas others
are, to a lower extent, rather “CoLa stable” �e.g., S23�. Fi-
nally, some speakers are “bistable:” the category of attractor
they evolved toward changes according to the trial �S20� or
to the logatom �S6�.

In summary, the speeded repetition of LaCo and CoLa

logatoms could evolve both toward the LaCo or the CoLa

attractor. Yet, and despite variability between disyllables and
between speakers, the LaCo attractors are largely favored
compared to the CoLa ones. Thus, /patá/-/ptá/ is the favorite
attractor for /pata/ and /tapa/; /pasá/-/psá/ for /pasa/ and to a
lower extent for /sapa/ and /fatá/-/ftá/ for both /fata/ and
/tafa/.

FIG. 3. �Color online� Attractor stability and speakers’ profiles. On the left: �I mean �variation of intensity between the vowel after the labial consonant and
the vowel after the coronal consonant� of the second trial against �I mean of the first trial for each CVCV and each speaker when the two means significantly
differ from zero �two-tails Student test with Bonferroni correction p�0.05/42�. Points inside the top left and the bottom right squares correspond to cases with
attractor shift from one trial to the other. Points inside the top right and bottom left squares respectively represent LaCo and CoLa stability for the two trials.
On the right: �I means for the two selected trials for each CVCV of four typical speakers with S20 and S6 as bistable profiles; S12 as LaCo stable and S23
as CoLa stable. The convex hulls of S23, S20, and S12 are displayed on the left-hand side. An asterisk means significantly different from zero, p
�0.05/42.

TABLE I. Analysis of intensity variations between the vowel after the labial and the vowel after the coronal
consonant for utterances shorter than 300 ms for the 42 analyzed trials �see the text for details about data
selection�. For each disyllable: means �dB� and are compared with 0 according to a two-tails t-test �df =41� with
Bonferroni correction; standard errors; repartition of the 42 means according to their sign: for all the means and
for the means that significantly differ from 0 according to a two-tails t-test with Bonferroni correction �p
�0.05/42�.

pata tapa pasa sapa fata tafa

Means 6.6a 7.0a 7.5a 3.8 8.9a 8.6a

Standard errors 1.9 1.9 1.7 1.7 1.7 2.1
Number of positive means All signif. 30 30 27 21 37 33

19 15 18 13 26 21
Number of negative means All signif. 12 12 15 21 5 9

4 6 6 9 2 4

ap�0.01/6.
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III. AN ARTICULATORY STUDY OF LaCo AND CoLa
STABILITY

The main purpose of the second study is to understand
from EMMA recordings how the articulatory system could
evolve with rate increase from a LaCo or a CoLa CVCV
disyllable toward either a LaCo or a CoLa attractor, with a
preference for the first one.

A. Method

1. Speakers and phonetic material

The participants were five college-aged French speakers
�three females—S1, S3, and S4—and two males—S2 and
S5�, without any speech or hearing deficits. They did not
participate in Experiment 1. The LaCo and CoLa disyllables
were the same as in the acoustic study. Two duplicated
CVCV logatoms �/papa/ and /tata/� were added as control
items.

2. Procedure, data recording, and processing

The instruction was to continuously repeat the disyllable
enounced by the experimenter starting at a slow rate and then
at an increasingly rapid rate up to the highest possible one.
The speakers then had to progressively decrease the rate to
return to the initial slow one. Contrary to the first experi-
ment, no external tempo driver was used because of the al-
ready difficult conditions of EMMA recording. Speakers
were encouraged not to stop their productions even if they
seemed different from the initial sequence. The eight disyl-
lables were repeated three times with orders that varied from
one subject to another. The articulator motions were tracked
over time at 500 Hz using a Cartens electromagnetic articu-
lograph. Two reference transducers, one at the bridge of the
nose and the other on the gums above the upper teeth, al-
lowed one to correct the data for head movements. The three
measurement points were: the jaw �transducer placed be-
neath the lower teeth�; the tongue tip �TT, transducer placed
at about 1 cm from the tip of the tongue�, and the lower lip
�LL, transducer just beneath the vermilion border of the
lower lip�. These raw measurements were then processed

according to classical procedures �see Hoole �1996� for more
details�. These involved translation and rotation correcting
for head movement, resulting in setting the origin at the ref-
erence coil located on the upper incisors, the vertical axis as
the line joining the reference coils on upper incisors and nose
bridge, and the x axis aligned with the occlusal plane. The
acoustic signal was simultaneously recorded by the way of a
microphone fixed on the articulograph helmet and then digi-
tized at 20 kHz.

3. Hypotheses

The first hypothesis is that the mandible would evolve
from a one-cycle-per-syllable relationship to a one-cycle-per-
disyllable relationship when speeding LaCo or CoLa CVCV
logatoms. However, duplicated LaLa �/papa/� or CoCo �/tata/�
CVCV logatoms were expected not to display this behavior.
The second hypothesis concerns the lips-tongue coordination
inside a single jaw cycle at high rates. Two attractors were
expected, either LaCo or CoLa. In the first case, the labial
constriction and the next coronal constriction �respectively,
maximum values of LL and TT trajectories� should be close
together. In the second case, the coronal constriction should
be close to the next labial one. Considering the small number
of speakers, and the variability observed in the first experi-
ment, no strong claim was made about a preference for LaCo

attractors. Instead, the hope was that interspeaker variability
would enable one to observe both kinds of attractors, in order
to be able to characterize them articulatorily.

4. Measurements

Processing of acoustical data was the same as in Experi-
ment 1. It led to computation of the duration and intensity
variation between the two vowels ��I� for each utterance
�CVCV or CCV items correctly produced�. Articulatory
analysis used articulator trajectories preprocessed by a low-
pass Chebychev filter �cutting frequency at 15 Hz�. Jaw
maxima and minima �Fig. 4, row 2� were automatically de-
tected on the jaw trajectory as the zero crossings in velocity
signal, allowing trajectory segmentation into closing and
opening phases �up and down strokes�. Postprocessing dis-

FIG. 4. �Color online� Acoustic signal,
jaw tongue tip �TT�, and lower lip
�LL� displacements against time for
samples of a /tapa/ trial �S3�. From left
to right: sample of the acceleration
phase; sample of the period with one
jaw cycle for two syllables �splitting�;
and sample of the deceleration phase.
The arrows on trajectory curves repre-
sent the labeled minima and maxima
for the jaw and the maxima for the
constrictors. Notice the secondary
maxima for TT and LL due to passive
motion induced by the jaw gesture that
comes with the other constriction
�these secondary maxima are not in-
corporated in further analyses in Ex-
periment 2�.
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carded movements realized during pauses or errors �detected
from the acoustical labeling�. For the correct utterances, two
criteria were used in order to discard productions subtended
by too small jaw movements. First, we checked for the regu-
lar alternation of opening and closing strokes; second, we
removed strokes with an amplitude lower than 0.1 mm,
which is the claimed precision of the EMMA system �Hoole,
1993�, and did provide a floor above which jaw trajectories
appeared consistent all along this study. Table II summarizes
the total number of correct utterances and the number of
correct utterances kept for further articulatory analysis. Then,
TT and LL events were labeled in the articulatory signals,
with the help of acoustic events. TT constrictions were de-
fined as the highest TT positions between the vowel after the
labial consonant �VLa� and the vowel after the coronal con-
sonant �VCo� �Fig. 4, row 3�. Similarly, LL constrictions were
defined as the highest LL positions between VCo and VLa

�Fig. 4, row 4�. This method �similar to Hertrich and Acker-
mann’s one �2000�� discards secondary maxima due to pas-
sive motion induced by the jaw gesture that comes with the
other constriction.

Then, jaw cycles were separated into an up stroke and its
adjacent down stroke. The jaw cycle duration was the sum of
its up and down stroke durations and the jaw cycle amplitude
was the mean of its up and down stroke amplitudes �Fig.
5�A��. Each constriction event was assigned to the jaw cycle
that temporally included it and positioned relatively to this
jaw cycle �Fig. 5�B��. This measure, expressed in percent of
jaw cycle, constitutes an indicator of the phasing relationship
between the jaw and constrictors. Finally, the coordination
between TT and LL was characterized by the duration of the
labial-to-coronal phase �time from LL constriction to TT
constriction DLaCo�. normalized by the whole disyllable du-
ration �time from a LL constriction to the next LL one
DLaLa�:

��LaCo/LaLa� = DLaCo/DLaLa.

B. Results

1. Acoustic analysis

The global pattern of �I against utterance duration for
LaCo or CoLa sequences is very close to the pattern observed
in the first experiment �compare Fig. 6, right, with Fig. 2�.
That is, �I values are close to 0 for durations longer than
300 ms whereas �I values far from 0 appear for shorter du-

rations, with more positive than negative values. On the con-
trary, �I values are always close to 0 for duplicated LaLa or
CoCo logatoms �Fig. 6, left�.

Moreover, the mean �I values for utterances with dura-
tions shorter than 300 ms �Table III� represent the panel of
behaviors observed in the first experiment. Indeed, as a sub-
set of speakers of the acoustic study, S3 fails to produce
enough rapid productions. This may indicate that this
speaker rarely shifts toward a CCV structure. Then, S1 and
S4 tend to favor the CoLa attractor �more negative than posi-
tive means� especially for /pasa/ and /sapa/ for S1 and for the
three CoLa disyllables for S4. On the contrary S2 and S5 tend
to favor the LaCo attractor for all disyllables except for S5’s

TABLE II. Number of CVCV or CCV utterances correctly produced �Tot� and number of utterances produced with sufficient jaw motion �see the text� and
kept for further articulatory analysis �Ar� for each speaker and each sequence.

papa tata pata tapa pasa sapa fata tafa

Speaker Tot Ar Tot Ar Tot Ar Tot Ar Tot Ar Tot Ar Tot Ar Tot Ar

S1 63 63 63 60 61 59 59 54 60 59 54 54 53 51 51 47
S2 51 49 53 52 58 47 52 48 62 43 59 43 65 59 58 49
S3 53 51 56 54 60 59 63 61 59 59 64 64 57 57 65 65
S4 66 63 68 60 76 52 73 55 74 73 62 60 69 64 71 53
S5 94 85 100 76 109 93 102 80 99 73 95 82 98 79 100 74

FIG. 5. �Color online� Articulatory measurements. �A� Duration and ampli-
tude of the jaw cycle are, respectively, the sum of its up and down stroke
durations and the mean of its up and down stroke amplitudes.�B� Position of
the tongue tip �P�TT�� and of the lower lip �P�LL��; constriction events were
displayed on the jaw cycle normalized between −50% and 50% with −50%
at the beginning of the up stroke, 0% at the jaw maxima, and 50% at the end
of the down stroke.
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/sapa/ productions. Interestingly, these behaviors correspond
to both the speakers’ profiles and the variability between se-
quences observed in the first experiment.

2. Global analysis of jaw cycles

The /tapa/ utterance samples displayed in Fig. 4 illus-
trate the speeding process generally observed for a LaCo or a
CoLa trial. First, during the acceleration phase �left�, each
constriction comes with its own jaw gesture. Yet, the ampli-
tude and the duration of the jaw cycle for the labial constric-
tions tend to be smaller than for the coronal constrictions.
Then, rate increase induces the progressive fading of the jaw
cycle that supports the labial constriction, resulting in a
single jaw cycle for the two constrictions. For this example,
the plot of the acoustic signal �top� shows that the speaker
does not evolve toward a CCV syllable but produces two
syllables on a single jaw cycle �splitting phase, middle�. Fi-
nally, the deceleration progressively brings the system back
to its initial state with one jaw cycle per syllable �right�.

Plots of jaw cycle durations �y� against CVCV durations
�x� for all speakers’ productions �Fig. 7, first row� and sepa-
rately for the duplicated �left� and variegated �right� CVCV
sequences show that duplicated productions are grouped
around the �y=x /2� line �i.e., two jaw cycles for one disyl-
lable� whereas both LaCo and CoLa ones are distributed
around the �y=x /2� and �y=x� lines �i.e., two versus one jaw

cycle per disyllable�. This distribution splitting occurs for
utterance durations less than about 400–450 ms. Analyses of
�I in the acoustic study showed that the shift toward a CCV
cluster, characterized by high �I values, occurs for durations
shorter than 300 ms. Therefore, the shift toward a single
cycle for two syllables occurs before the total suppression of
one of the two vowels �that is, for longer utterance dura-
tions�.

The utterance duration histograms �Fig. 7, second row�
display similar values for the duplicated and the LaCo/CoLa

group. Yet, the durations of duplicated utterances are never
shorter than 225 ms and are mostly around 300 ms whereas
around 15% of LaCo/CoLa productions reach durations from
175 to 225 ms with a peak of distribution around
250–275 ms. On the contrary, the jaw cycle durations �Fig.
7, third row� are clearly shorter for the duplicated produc-
tions �peak of distribution around 150 ms� than for
LaCo/CoLa ones �peak of distribution around 225 ms�. Fi-
nally, the jaw cycle duration is never shorter than 100 ms for
all logatoms. Altogether, this portrait is coherent with the fact
that at a fast rate LaCo/CoLa sequences can be produced on
one single jaw cycle. The progression toward a single cycle
limits jaw motion and keeps it at a more comfortable dura-
tion for the fastest production rates. Thus, it probably limits
the energy consumption.

In order to analyze the shift from two jaw cycles to a
single one, the speaker’s productions were classified into
three periods �e.g., Fig. 4�. The “splitting” phase includes the
utterances realized on a single jaw cycle. The “acceleration”
and the “deceleration” phases include the utterances realized
on two jaw cycles, respectively before and after the splitting
phase.

3. Patterns of jaw motion in the acceleration phase

The amplitude and duration of jaw opening and closing
strokes in the acceleration phase are plotted in Fig. 8, for
each speaker, respectively, for duplicated �left� and
LaCo/CoLa �right� sequences. Strokes are seldom shorter
than 50 ms, which agrees with the 100 ms threshold ob-
served for the jaw cycle durations �Fig. 7�. Separate regres-
sion lines are superimposed for labial and coronal cycles. In
their study of jaw motion for duplicated sequences �/sa/�,
Nelson et al. �1984� used the same kind of display. A theo-

FIG. 6. �Color online� Intensity variation between the vowel after the labial
constriction and the vowel after the coronal constriction ��I� against utter-
ance duration for all subjects’ duplicated �left� and LaCo−CoLa �right� pro-
ductions. �I does not vary much with duration for duplicated logatoms
whereas duration around 300 ms �vertical dotted line� appears as a boundary
for the range of possible �I values for LaCo and CoLa logatoms �see the
text�.

TABLE III. Means �m� of intensity variation between the vowel after the coronal and the vowel after the labial consonant for utterances shorter than 300 ms
for the three trials taken together, for each speaker and each disyllable �n is the number of observations for m computation�. Thirty t-tests �df =n−1� with
Bonferroni correction compare each mean to 0.

pata tapa pasa sapa fata tafa

Speaker n m n m n m n m n m n m

S1 31 0.8 29 −0.1 29 −1.4b 27 −2.9c 23 −0.2 24 −0.7
S2 25 23.2c 11 9.2 25 11.7b 20 5.5 30 20.3c 20 13.9c

S3 5 −0.8 9 −0.7 0 ¯ 0 ¯ 0 ¯ 10 1.5
S4 43 −0.7 37 −4.7a 37 −0.1 30 −2.4c 28 0.3 29 −1.6a

S5 67 6.9c 59 4.7c 56 1.7a 45 −2.5c 54 7.6c 53 1.1

ap�0.005.
bp�0.05/30.
cp�0.01/30.
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retical analysis allowed the authors to define a limit parabolic
curve, such that for a given value of the maximum accelera-
tion during a jaw stroke, the corresponding amplitude versus
duration points were always on the right of the limit para-
bolic curve. Without entering their explanation in too many
details, the principle is basically that to achieve a given tra-
jectory extent in a given duration, the acceleration along the
trajectory must achieve a sufficient maximum value. Recip-
rocally, for a given maximum acceleration value and a given

trajectory extent, duration cannot be lower than a limit,
specified by the parabolic curve. In Fig. 8, we have superim-
posed three such limit curves, respectively corresponding to
maximum acceleration values of 0.25, 0.50, and 1.5 g �see
also Nelson �1983��.

It appears that for duplicated utterances �Fig. 8, left�,
Speakers S3 and S4 follow a different pattern from Speakers
S1, S2, and S5. For S3 and S4, stroke amplitude decreases
with duration for both the labials �in /papa/� and the coronals

FIG. 7. �Color online� First row: Jaw cycle durations
against utterance durations for all speakers’ productions
and separately for duplicated �left� and LaCo/CoLa se-
quences �right�. Distribution splitting observed for the
LaCo and CoLa groups shows that these disyllables
could be produced on a single jaw cycle whereas dupli-
cated disyllables are always realized on two jaw cycles.
Second and third rows: Distribution of utterance and
jaw cycle durations for all speakers’ productions. The
utterance durations tend to be shorter for the LaCo/CoLa

group as compared to the duplicated one whereas the
contrary tends to appear for the jaw cycle durations.

FIG. 8. �Color online� Jaw strokes amplitude �up and
down� against duration during the acceleration phase
�when the disyllables are realized with two jaw cycles�
for each speaker and separately for duplicated �left col-
umn� and LaCo/CoLa �right column� disyllables. The
parabolic curves are the theoretical minimum-time
boundaries for mandible movements for three control
acceleration limits �from left to right: 1.5, 0.5, and
0.25 g, see Nelson �1983��. Regression lines and distri-
bution means �squares and circles� are displayed sepa-
rately for jaw strokes that come with labials and with
coronals �see the text for details�.
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�in /tata/� cycles. Moreover, the distribution of amplitude ver-
sus duration tends to follow the theoretical curve correspond-
ing to an acceleration of 0.25 g. On the contrary, amplitude
does not decrease with duration for S1, S2, and S5. More-
over, while S1 keeps a small amplitude for all durations, rate
increase leads S2 and S5 beyond the 0.25 g limit curve, to-
ward an acceleration up to 0.5 g. Therefore, to support rate
increase, speakers either decrease the jaw stroke amplitude
without increasing acceleration �S3 and S4� or increase ac-
celeration without changing amplitude �S1, S2, and S5�.
These results agree with the study by Sonoda and Nakakido
�1986�. These authors observed that jaw motion speeding
induced either an increase in velocity and little change in
amplitude or little velocity change and a decrease in ampli-
tude �see also Lindblom �1990a� for a link with phonetic
variations; and Perkell et al. �2002� for a more detailed dis-
cussion of intersubject differences�.

The jaw behavior is more homogeneous for the
LaCo/CoLa group. For all speakers, there is a global decrease
of amplitude with duration �Fig. 8, right� and the distribu-
tions more or less follow the 0.25 g curve. Furthermore, the
means of amplitude and duration tend to be smaller for the
strokes for the labial constrictions as compared to the strokes
for the coronal constrictions.

These smaller values for the labials are significantly dif-
ferent from the values for the coronal in a number of cases
while the opposite pattern is not statistically significant in
any case �see Table IV�. This pattern is modulated by two
factors. First, there are individual differences, with, for ex-
ample, larger differences between the labial and coronal jaw
strokes for Speaker S3, and smaller for Speaker S2. Second,
the labial to coronal difference is increased for /pasa/ and
/sapa/ logatoms �for which the labial jaw cycle is of a sig-
nificantly lower amplitude and duration for all speakers� and
decreased for /fata/ and /tafa/ logatoms �for which the differ-

ence is significant only for Speaker 3�. This portrait suggests
that in the acceleration phase, the passage from two jaw
cycles to a single one rather corresponds to a progressive
removal of the “labial cycle,” as displayed in Fig. 4. We shall
now explore how the reorganization among jaw, tongue, and
lips occurs in the “splitting” phase.

4. Coordination between jaw and constrictors in the
acceleration, splitting, and deceleration phases

For most of the productions realized on two jaw cycles
�during the acceleration and the deceleration phases�, the TT
and LL constrictions are around 0% of the jaw trajectory
�Fig. 9, top and bottom�. This indicates that each constriction
occurs when the mandible is at its highest position. So, TT
and LL successively move in phase with the jaw. Yet, the
distributions look less peaked at 0% for TT �Fig. 9, right top
and bottom� than for LL �Fig. 9, left top and bottom� for both
duplicated and LaCo/CoLa groups. Moreover, for LaCo and
CoLa logatoms, there was some trend for more variations
during the deceleration phase than during the acceleration
phase. This could be interpreted as a sign of hysteresis: The
system progressively evolves from the much more complex
portrait in the splitting phase that sustains the production of
two constrictions on a single cycle, back toward its initial
state of each constriction on its own cycle. The complexity
of the splitting phase would expand toward the deceleration
phase.

In the splitting phase, the labial and coronal constric-
tions must reorganize within one jaw cycle. The basic trend
for reorganization is clearly displayed in Fig. 9: The tongue
constriction is around the highest jaw position �phase 0%�,
while the labial constriction is around the lowest position
�phase 50% or −50%�. On this basic pattern, a global shift
toward the right of the jaw cycle can appear, with a coronal

TABLE IV. Means of amplitudes and durations for the jaw cycles that come with the labial and the coronal
constrictions in the acceleration phase, for each speaker and each LaCo/CoLa pair �n is the number of obser-
vations for means computations�. The significance of the difference between means was tested using t-tests
�df =n−1� with Bonferrorri corrections.

Amplitudes �mm� Durations �ms�

Speaker Sequence n Labial Coronal P Labial Coronal P

S1 pata/tapa 47 0.58 0.91 a 163.6 198.6 a

pasa/sapa 38 0.59 2.06 a 162.7 247.2 a

fata/tafa 23 0.98 0.77 b 272.6 222.1 b

S2 pata/tapa 21 1.83 1.57 b 231.9 244.0 b

pasa/sapa 28 1.07 1.48 a 209.1 285.2 a

fata/tafa 23 1.00 0.83 b 263.7 235.7 b

S3 pata/tapa 59 1.17 2.75 a 178.3 229.7 a

pasa/sapa 55 1.01 3.46 a 169.9 269.5 a

fata/tafa 54 2.02 2.36 a 211.2 219.5 b

S4 pata/tapa 23 1.16 2.67 a 174.7 247.0 a

pasa/sapa 18 1.20 3.89 a 206.1 279.2 b

fata/tafa 33 1.57 1.34 b 223.3 214.6 b

S5 pata/tapa 35 0.85 2.53 a 204.7 268.0 a

pasa/sapa 14 1.08 3.78 a 196.0 370.7 a

fata/tafa 52 1.43 1.66 b 267.8 247.0 b

ap�0.01/15.
bNot significant.
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constriction in the beginning of the opening phase �around
25%� and a labial constriction in the beginning of the closing
phase �around −25%�. Two factors seem to intervene in this
possible shift. The first factor is speaker variability, with S2
showing more of a right shift than all other speakers. The
second factor is the nature of the labial and coronal conso-
nants. Thus, for /pasa/ and /sapa/, the coronal constriction is
strictly located around the jaw highest position �0% phase�
while for /fata/ and /tafa/ it is often shifted toward positive
values. The correspondence with the predominance of the
coronal jaw cycle upon the labial one in terms of amplitude
and duration, displayed in the previous section, is obvious. It
is rather straightforward. Indeed, the coronal fricative /s/ in-
duces a specifically high jaw position, generally higher than
all other phonemes, including the coronal plosive /t/ or /d/
�Keating, 1983; Keating et al., 1994; Lindblad and Lun-
dqvist, 1999, see also data for French in Rhardisse and Abry,
1994�. Hence the coronal jaw cycle is increased, and the
coronal constriction is more strictly stuck on the highest jaw
value. On the contrary, the labiodental /f/, also inducing a

high jaw position, increases the labial jaw cycle, which in-
duces the shift toward the right, with higher values of the
labial constriction in the jaw trajectory. This global pattern is
also modulated by the difference between LaCo and CoLa

attractors.

5. Articulatory characterization of LaCo and CoLa
attractors

LaCo utterances should be characterized by both a higher
intensity of the second vowel over the first one �positive
value of �I, Table III� and a proximity of the labial and next
coronal constrictions ���LaCo/LaLa� smaller than 50%, Table
V�. Notice however that data selection for these two analyses
satisfy different criteria, that is utterance duration less than
300 ms for the acoustic analysis and utterances produced on
a single jaw cycle for the articulatory analysis. Despite these
differences, the two analyses are relatively coherent.

Indeed, means of ��LaCo/LaLa� tend to be higher than 50%
for S1, which agrees with the CoLa profile that characterizes

FIG. 9. �Color online� Distribution of speakers’ produc-
tions according to the position of the lower-lip �left� and
the tongue-tip �right� constrictions relative to the jaw
cycle. The three phases �acceleration, splitting, and de-
celeration� are plotted separately. For the acceleration
and the deceleration phases, histograms include all
speakers taken together and both duplicated and
LaCo/CoLa sequences. For the splitting phase �when ut-
terances are realized on a single jaw cycle�, distribu-
tions are given for each LaCo and CoLa sequence and
for each speaker.
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this speaker in the acoustic space. On the contrary, all
��LaCo/LaLa� means for S2 are smaller than 50%, which con-
firms the speaker’s tendency to be LaCo-stable. For S4,
means of ��LaCo/LaLa� are smaller than 50% for all LaCo se-
quences whereas they are greater than 50% for /sapa/ and
/tafa/, which agrees with acoustic data showing that this
speaker tends to be LaCo-stable for the LaCo logatoms and
CoLa-stable for the CoLa ones. For S5, ��LaCo/LaLa� means are
smaller than 50% for all the sequences except /pasa/ and
/sapa/, which confirms his acoustic profile: LaCo for /pata/,
/tapa/, /fata/, and /tafa/ but rather CoLa for /sapa/. Finally,
results for S3 show that though this speaker does not often
reach utterance durations shorter than 300 ms �Table III�, she
evolves toward a single jaw cycle for all sequences. More-
over, she tends to be LaCo-stable with ��LaCo/LaLa� values al-
ways significantly smaller than 50% except for /fata/.

Therefore, quite logically the LaCo attractor corresponds
to a decrease of the temporal distance between the labial and
the next coronal constriction, while the CoLa attractor corre-
sponds to a decrease of the temporal distance between the
coronal and the next labial constriction. However, there is a
clear predominance of switches toward the LaCo attractor
�e.g., /patá/ or /ptá/� over the 21 speakers of the acoustic
study �Experiment 1�. This agrees with the hypothesis ac-
cording to which the anticipation of the tongue gesture dur-
ing the labial constriction, typical of LaCo CVCV’ �e.g. /patá�
or CCV’ �e.g. /ptá/� sequences, is much more likely than the
anticipation of the labial gesture during the tongue constric-
tion.

IV. DISCUSSION

The present work aimed at testing the hypothesis that the
LaCo sequencing is a more stable articulatory pattern than the
CoLa one. The results of Experiment 1 provide arguments for
this hypothesis for native speakers of French. Furthermore,
the results of Experiment 2 allow one to better describe the
articulatory phenomena that subtend this asymmetry.

A. The LaCo/CoLa coordinative system “on line”

The results of the articulatory study confirm that rate
increase could induce the repetition of LaCo and CoLa CVCV
sequences to evolve from one jaw cycle per syllable toward a

single jaw cycle for two syllables until a single CCV syllable
is eventually achieved. This progression seems more eco-
nomic regarding jaw motion. In this process, the determina-
tion of the attractor �LaCo vs CoLa� may result from the
interaction of several factors.

1. The motor program shift

At the beginning of the repetition process, the speakers
produce one jaw cycle per syllable. During this period, each
constriction occurs at the highest jaw position. Then, with
rate increase, the amplitude and the duration of the jaw
strokes decrease together until reaching a threshold value
�near 50 ms for an opening or a closing gesture�. Coupled
with the anticipation of one constriction during the previous
one, this induces the shift on a single cycle. This shift rests
on the reorganization of the tongue-lip-jaw coordination.
Globally, two coordinative patterns are displayed to achieve
the two constrictions on a single jaw cycle �Fig. 10, right�,
depending on the initial profile of jaw motions �Fig. 10, left�.
First, and in most of the cases, the jaw cycle that carries the
labial constriction becomes shorter and smaller than the jaw
cycle that carries the coronal constriction �Fig. 10, top left�.
Hence, when rate increases, the labial cycle reaches the

TABLE V. Labial-to-coronal duration means �m� normalized by the whole utterance duration ��LaCo/LaLa�, expressed in percent, for each speaker and each
disyllable �n is the number of utterances involved in computing m�. Values smaller than 50% indicate that the duration from the labial constriction to the
following coronal one is smaller than the duration from the coronal constriction to the following labial one, which signals an evolution toward the LaCo

attractor. On the contrary, values higher than 50% signal an evolution toward the CoLa attractor. Thirty two-tails t-tests �df =n−1� with Bonferroni correction
compare each mean to 50.

pata tapa pasa sapa fata tafa

n m n m n m n m n m n m

S1 20 49.3 5 53.0 27 50.8 26 51.0 31 53.7a 32 52.0
S2 25 36.3a 21 40.3b 20 41.1 22 43.9 40 30.5a 36 36.1a

S3 19 44.3b 11 38.6a 22 41.5a 17 42.5a 10 44.8 23 43.7a

S4 56 45.4b 48 49.5 60 46.3a 44 52.0 38 42.8a 30 51.4
S5 67 42.1a 58 40.8a 67 51.8 71 53.5b 35 37.9a 41 44.9b

ap�0.01/30.
bp�0.05/30.

FIG. 10. �Color online� Coordination between the jaw and the constrictors
from two jaw cycles for a disyllable to a single one. Two patterns ��A� and
�B�� of lower-lip �LL� and tongue-tip �TT� constriction positions relative to
the jaw cycle are observed when the two plosives are realized on a single
jaw cycle �splitting, right�. They tend to correspond to specific jaw motion
profiles during the acceleration phase �left, see the text for detail�.
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threshold duration of 50 ms per stroke earlier than the coro-
nal one. This induces the preservation of the phasing be-
tween the jaw and the tongue tip highest positions, whereas
the lower lip constriction occurs during the jaw closing ges-
ture or at the end of the opening gesture �Fig. 10, top right�.
This is typically the case for Speaker 3, and for /pasa/ and
/sapa/ utterances. Second, when no asymmetry appears be-
tween the two cycles during the acceleration phase �Fig. 10,
bottom left�, the tendency is to observe a dephasing of both
TT and LL in reference to the jaw cycle. Thus, the LL and
TT constrictions respectively occur during the closing ges-
ture and during the opening gesture �Fig. 10, bottom right�.
This is the trend for Speaker S2 and for /fata/ and /tafa/
utterances.

These results are interesting in the context of previous
articulatory studies �Nelson et al., 1984; Kelso et al., 1985;
Hertrich and Ackermann, 2000�, modeling works �Redford
and Diehl, 1999; Redford et al., 2001; Oudeyer, 2001� or
theories �MacNeilage, 1998� that always associated the jaw
cycle to the CV syllable. Moreover, patterns of mandible
motions are close to data published in the literature and tend
to confirm the general principle of economy of effort.

2. Economy of effort

Various possible indicators of economy of effort have
been proposed in the literature, e.g., maximum speed or jerk
that is acceleration derivative �Nelson, 1983�. In their already
mentioned study, Nelson et al. �1984� characterized jaw
strokes by the maximum acceleration compatible with the
observed movement, which is the indicator we used in Sec.
III. Furthermore, they showed that during the repetition of
/sa/ with rate increase, the jaw motion progressed in a way
that tended to minimize energy consumption. In their data,
the durations of jaw opening and closing strokes were never
shorter than 50 ms. Similar values appear in the present ar-
ticulatory study. Then, for one of their three analyzed speak-
ers, Nelson et al. observed “a maximum in the movement
distance as the movement times decreased into the region of
125 ms.” According to the authors, this “resonance” effect
shows that 125 ms could be the most economic duration for
up and down jaw strokes. It would correspond to the “natu-
ral” rate of 3 to 4 cycles and so, 3 to 4 syllables per second.
In our study �Experiment 2�, durations of jaw cycles for LaCo

and CoLa utterances are mainly around 225 ms �Fig. 7�,
which corresponds to jaw stroke durations around 112.5 ms,
close to the 125 ms value observed by Nelson et al. On the
other hand, the production of duplicated CVCV sequences at
very fast rates requires a decrease of the jaw cycle down to
150 ms and so, to stroke durations around 75 ms, close to the
saturation value. Furthermore, estimation of the maximal ac-
celeration value in Fig. 8 indicates that it is generally smaller
for the LaCo and CoLa sequences compared to the duplicated
ones. Taken together, these results suggest that when rate
increases, the coordination of the two constrictions on a
single jaw cycle might be more economic for the jaw than
the alternation of two jaw cycles.

3. Multideterminism of a bistable system

The results show that with rate increase, the lips-tongue-
jaw system could evolve either toward a LaCo attractor �e.g.,
/pata/→/patá/→/ptá/� or a CoLa one �e.g., /pata/→/tapá/
→/tpá/�. Thus, the coordinative system is bistable. Yet, ac-
cording to the first study, the LaCo attractor prevails. On this
basic pattern, a number of other additional factors are ob-
served or could be assumed to play a role. First, the initial
coordination provides a bootstrap toward the corresponding
attractor: The preference for the LaCo attractor is less marked
for the repetition of CoLa CVCV sequences as compared to
LaCo ones. This is particularly the case for /pasa/ and /sapa/,
with /pasa/ more frequently evolving toward the LaCo attrac-
tor whereas /sapa/ often evolved toward the CoLa one. This is
likely to be due to the fact that, in spite of the instruction to
continue even if transformations occurred, some speakers
tried to respect the initial structure and even tended to reduce
the speed when they perceived a shift to the reverse sequenc-
ing. Second, the CoLa attractor was more often observed for
/sapa/ as compared to /tapa/ and /tafa/. The difference be-
tween /sapa/ and the other CoLa disyllables could rest on
articulatory factors. Indeed, analysis of the jaw cycles in the
second experiment showed that in the acceleration phase, the
asymmetry between the jaw cycles that come with the labial
constriction and the jaw cycles that come with the coronal
one are more systematic for /pasa/-/sapa/ than for the other
sequences, which was interpreted in terms of the need for a
specific high jaw position for achieving /s/. This could favor
the progression toward the CoLa attractor for /pasa/ and
/sapa/. Third, interspeaker differences, which could come
from specific individual patterns of coordination, lead to dif-
ferences in the selection of one or the other attractor, as
displayed in Sec. II B 2.

But a number of other factors, not studied in the present
work, could also intervene in the selection of one or the other
attractor. An obvious one is the selected language. Indeed, it
is likely that the CCV resyllabification process observed here
results from the fact that these forms are possible in French
and that the language stresses the last syllable of a word.
Therefore, future experiments should be done to assess the
LaCo greater stability in languages with other prosodic be-
haviors or phonological constraints. Other additional experi-
ments should also be done on the role of the vowel context,
the consonantal mode �e.g., voiced or nasal consonants�, etc.
Nevertheless, in spite of all these established or potential
additional factors, the LaCo attractor is globally the dominant
one over all speakers and disyllables in the present study,
which suggests that it could indeed be the most stable and
economic, at least in French.

B. Substance-based selection of phonological
sequences

The underlying assumption of this work is that world
languages inventories might be shaped by substance-based
constraints such as properties of the motor control system.
Thus, some sequencing of syllables might be preferred be-
cause they are easier to produce in the sense that they are
more economic �less energy consuming� or more stable
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�easier to control�. In this framework �Liljencrants and Lind-
blom, 1972; Lindblom et al., 1984; Kelso, 1995; Davis et al.,
2002�, the present study brings at least two interesting con-
tributions: �1� the production of duplicated CVCV sequences
may be more costly than the production of CVCV sequences
that vary the constrictor from the first to the second conso-
nant, and �2� the LaCo sequencing seems more stable than the
reverse CoLa one.

1. Variegated rather than duplicated

Statistical analyses of world languages lexical invento-
ries show that in C1VC2V sequences, lexicons favor associa-
tions that vary the articulation places in C1 and C2, rather
than those that repeat the same constriction �MacNeilage and
Davis, 2000; Rousset, 2003�. This means that languages pre-
fer, e.g., “pata” to “papa.” Yet, duplication could, a priori, be
considered as simpler in terms of control, which could ex-
plain that it is the core behavior in canonical babbling �Mac-
Neilage and Davis, 2000�. However, the articulatory data ob-
tained here lead us to propose that the preference for
variegated sequencing in the world’s languages could result
in part from the fact that the repetition of the same constric-
tion is more costly for the jaw than the alternation of two
constrictions made by different articulators. Indeed, the com-
parison of the production of LaCo/CoLa and duplicated
CVCV sequences shows that quicker production rates could
be achieved for LaCo/CoLa sequences with less energy con-
sumption for the jaw, since anticipation allows producing
LaCo and CoLa CVCV utterances on a single jaw cycle
whereas it is impossible for duplicated ones. Thus, without
involving the extreme speeds obtained here at the end of the
acceleration phase, it appears that the alternation of the
movement of two constrictors is probably easier and more
economic than the repetition of the movement of a single
constrictor for the mature speech production system. Similar
principles govern other synergies such as fingers in typing or
piano playing. This results from the fact that when two dif-
ferent organs are involved, the motion of one organ could be
anticipated during the realization of the other one, which is
not possible when a single organ realizes the two successive
gestures. The possibility to produce two syllables on a single
jaw cycle might be generalized to other kinds of sequencing
than LaCo and CoLa ones in further investigations. Moreover,
the preference for the LaCo attractor in the two experiments
shows that inside the preference for variegated forms, some
associations might be more appropriate than others.

2. LaCo rather than CoLa

The results of Experiment 1 are in favor of the idea that
LaCo sequences appear as a natural and coherent production
unit, more stable and better “in-phase” than their CoLa in-
verse counterpart. This could explain the preference for LaCo

utterances in infant production, rather than the “simple first”
explanation previously proposed. There is actually no reason
to believe that the greater stability of LaCo sequences in the
present experiments on adults could be due to any “simple
first” mechanism. Rather, articulatory coherence could pro-
vide a common basis to both infant data and our results. Of

course, the fact that the CoLa structure may also be locally
stable, though less often selected in the speeding process, is
not incompatible with this reasoning.

It just suggests that CoLa sequences are also viable,
though suboptimal in comparison with LaCo ones, which
agrees well with typological and developmental data.

V. CONCLUSION

The experimental data analyzed here point out a major
difference between LaCo and CoLa sequences at the produc-
tion level: LaCo sequences can be considered as a more
stable coordinative pattern for the motor system than CoLa

ones. Then, a causal relationship between this asymmetry
and the universal “LC effect” has been advanced. Of course,
such a claim has to be improved testing LaCo and CoLa se-
quences’ stability in both other languages and more directly
in infants’ first words. To this aim, the paradigm and the
acoustic analysis method proposed here could allow compar-
ing LaCo and CoLa stability for speaker samples of different
languages, which is necessary for generalization. Specific
methodologies should be developed for studying stability in
infant speech. Moreover, further articulatory investigations
of jaw-tongue-lip coordination in the production of C1VC2V
disyllables would be necessary to better understand the an-
ticipation processes, and their link with the asymmetry in
jaw cycles for different constriction places in C1 and C2. It
remains that the present study adds some new material to the
already significant set of perceptuo-motor constraints likely
to play a role in the shaping of phonological systems, hope-
fully taking substance-based approaches to language univer-
sals one step further.
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The effects of prosodic boundaries on nasality in Taiwan Min
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This study explores the effects of prosodic boundaries on nasality at intonational phrase, word, and
syllable boundaries. The subjects were recorded saying phrases that contained a syllable-final nasal
consonant followed by a syllable-initial stop. The timing, duration, and magnitude of the nasal
airflows measured were used to determine the extent of nasality across boundaries. Nasal amplitudes
were found to vary in a speaker-dependent manner among boundary types. However, the patterns of
nasal contours and temporal aspects of the airflow parameters consistently varied with boundary
type across all the speakers. In general, the duration of nasal airflow and nasal plateau were the
longest at the intonational phrase boundary, followed by word boundary and then syllable boundary.
In addition to the hierarchical influence of boundary strength, there were unique phonetic markings
associated with individual boundaries. In particular, two nasal rises interrupted by nasal inhalation
occurred only across an intonation phrase boundary. Also, unexpectedly, a word boundary was
marked by the longest postboundary vowel, whereas a syllable boundary was marked with the
shortest nasal duration. The results here support the hierarchical effect of boundary on both
domain-edge strengthening and cross-boundary coarticulation.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2722208�
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I. INTRODUCTION

Cross-linguistically, articulatory movements vary ac-
cording to focus condition and boundary strength. Though
focus and prominence are signaled by hyperarticulation, the
effect of boundary can be implemented by either the weak-
ening or strengthening of articulatory movements �Edwards,
Beckman, and Fletcher, 1991; de Jong, 1995; Fougeron and
Keating, 1996; Tabain, 2003b�. These articulatory weakening
and strengthening effects show gradient variations according
to the strengths of adjacent boundaries.

Like traffic signs that control deceleration and accelera-
tion of vehicular movements, boundary strength controls the
duration and magnitude of articulatory movements in pre-
and postboundary position. Though some languages prefer
final strengthening in the preboundary position, such as
phrase-final lengthening before an English IP boundary,
other languages prefer initial strengthening in the postbound-
ary position, such as phrase-initial lexical tonal strengthening
in Taiwanese �Pan, in press�. Thus, it is more difficult to
generalize the prosodic effect of boundary on surface articu-
lation across languages. To fully explore the effect of bound-
ary, diversified data need to be collected from languages with
different rhythmic structures.

This study expands the scope of prosodic articulatory
studies from intonation-based languages, such as English
�Cho, 2002, 2004, 2005, 2006� and French �Fougeron and
Keating, 1996; Fougeron, 2001; Tabain, 2003a b� to a tone-
based language by investigating how nasal consonants in
Taiwan Min �Taiwanese� are influenced by prosodic bound-
aries.

A. Taiwanese nasal consonants and vowels

Min, a Chinese dialect, spoken in Fujian and Southeast
Asia among Overseas Chinese who trace their roots back to
Fujian, is spoken by 70% of the population in Taiwan. Tai-
wan Min has around 16 oral vowels and 11 nasal vowels,
depending on the dialect. Taiwanese phonotactic constraints
require that nasal vowels occur after initial nasal consonants
/m, n, G/, such as /m3/ “thing,” and that oral vowels occur
after initial oral stops /b, g, l/, such as /bi/ “rice.” These
phonotactic constraints have led researchers to devise vari-
ous phonological rules stating the alternation between ho-
morganic initial nasal and voiced stops. Based on auditory
impressions with little empirical phonetic data, these rules
change voiced stops into a homorganic nasal when followed
by a nasal vowel, or vice versa, e.g., /b, l, +/ -� �m, n, G�/_
�nasal vowel� or /m, n, G / -� �b, l, +� /_ �oral vowel� �Ting,
1985; Zhang, 1989; Cheng, 1968, 1973�. It should be noted
that there is no /d/ in Taiwanese and /l/ is considered to be a
voiced stop due to its stoplike quality �Zhang, 1989�. Pre-
liminary EPG data concerning /l/ collected by the author
showed that speakers produced /l/ with an alveolar closure
and with either a lateral or central release. Therefore, /l/ was
included as an alveolar stop along with /b, +/.

Pan �2004� in an earlier airflow study found that Taiwan-
ese initial voiced stops changed into homorganic nasals when
preceded by a final nasal consonant. For example /b/ be-
comes �m� in /saG bi/ �saG mi� “send rice.” This finding
challenges the accepted phonological rules that govern the
distribution of nasal vs oral vowels. Since oral vowels can
occur after both initial nasals, as in /saG bi/ �saG mi� “send
rice,” and after initial voiced stop /be bi/ �be bi� “purchase
rice,” this contradicts the traditional description of a phono-
tactic constraint in which oral vowels occur after initial
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voiced stops and nasal vowels occur after initial nasals. Rel-
evant to the current study is the fact that initial stops and
vowels are not always nasalized to the same extent after a
nasal consonant. The current investigation explores the ex-
tent of nasalization from a nasal consonant across a bound-
ary. If a boundary is strong, then less nasalization is expected
to occur on the upcoming segment; if the boundary is weak,
then more nasalization across the boundary is expected. As
airflow is an effective means of capturing nasality patterns in
Taiwanese, data relating to it will be used in this study.

B. Nasality and prosodic boundary

Studies on articulation and boundary encompass three
major issues: �1� domain-edge strengthening; �2� variation of
articulation in relation to the strength of the adjacent bound-
ary; and �3� variation of cross-boundary coarticulation in re-
lation to the strength of the intervening boundary.

Turning to the first issue of domain-edge strengthening,
previous studies have discovered hyperarticulation to be
greater in domain-initial segments or domain-final segments
than in domain-medial segments �Fougeron and Keating,
1997; Krakow, 1999; Cho, 2002, 2004, 2006�.

To capture domain-edge-strengthening effects on velic
movement, Krakow �1989, 1993� in a velocontour study in-
vestigated the coordination pattern between velic and lip
movements, by placing a syllable initial nasal /m/ in either
word-initial �V#mV� or -medial �V.mV� positions, and a
syllable-final nasal /m/ in either word-final �Vm#� or medial
�Vm.V� positions. She measured the duration and amplitude
of velic and lip raising/lowering, and found that, regardless
of the position within a word, the offset of velic lowering
was closely timed to the end of lip raising for initial nasals
but to the onset of lip raising for final nasals. In other words,
velic lowering began earlier for final /m/ than for initial /m/.
The velic and lip coordination patterns are influenced by the
boundary positions. In addition to coordination patterns, she
also discovered that a syllable’s position within a word in-
fluenced the magnitude and duration of the velic and lip
movements. For instance, nasals in word-final positions were
lower in velic displacements, higher in velic raising, and
longer in duration for both lip lowering and raising than
nasals in syllable-final �and word-medial� positions. That is
to say, syllable-final nasals are more hyperarticulated in
word-final than in word-medial positions.

In Taiwanese, Hsu and Jun �1996a, 1996b� in a study on
voice onset time �VOT� at the edge of Taiwanese tone groups
discovered that VOT was longer in segments produced in the
tone-group-initial position than in the tone-group-final posi-
tion. So, one can surmise that evidence exists indicating that
speakers of Taiwanese use articulatory strategies to indicate
the existence of a boundary. However, little is known about
the effect of boundary type on nasality in Taiwanese.

Turning to the second issue on boundary strengthening
and articulation variations, it has been found that jaw, lin-
gual, and lip movements vary from the most canonical to the
least canonical form as boundaries vary from strong to weak
in languages such as English, French, Tamil, and Korean
�Fougeron and Keating, 1997; Byrd et al., 2000; Fougeron,

2001; Cho and Keating, 2001; Tabain, 2003a, 2003b; Cho,
2005, 2006�. Moreover, in French, velic lowering varies in a
hierarchical manner at intonational phrase, accentual phrase,
word, and syllable junctures. By calculating the amount of
nasal airflow as an indicator of velic lowering, differences
were found in a nasal airflow study on French initial /n/
�Fougeron and Keating, 1996�. In this study, one of two sub-
jects differentiated three out of four levels of boundaries
based on the extent of nasality during the production of the
nasal consonant. However, the other male speaker failed to
produce any difference between any of the boundaries
�Fougeron and Keating, 1996�. Keating et al. �2004� ex-
tended this study by adding more speakers, and found that
three out of four speakers produced differences in the
amount of nasality in relation to boundary type in a speaker-
dependent manner �Keating et al., 2004�. Both studies dis-
covered that the stronger the preceding prosodic boundary,
the lesser the amount of nasal airflow recorded from the ini-
tial /n/. Following Fougeron and Keating’s study �1996�,
which found nasal airflow to be an effective means to study
the influence of boundary on postboundary nasality, the
present study also uses nasal airflow to investigate the effect
of boundary on nasality patterns in Taiwanese.

Turning to the third issue, the effect of boundary type on
cross-boundary coarticulation, it has been found that antici-
patory nasal coarticulation is affected by boundary type in
English. MacClean �1973� used frame-by-frame tracing of
velic movements recorded on lateral high-speed cinefluoro-
graphic film to observe the effects of syntactic boundaries on
velic movements. McClean found that the presence of major
syntactic boundaries �including marked phrase, clause, or
sentence boundaries� between two vowels in a CV#VN con-
text delayed the onset of velic movements relative to the
offset of the preceding initial vowels more than less-marked
syntactic boundaries �including word boundary�. Since En-
glish vowels are unspecified in terms of phonemic nasal fea-
tures, the velum started to decline during the articulation of
the preboundary vowel in CV#VN. The commencement of
velic lowering in anticipation of the upcoming nasal conso-
nant was found to be earlier in productions by English speak-
ers after weak boundaries and later after strong boundaries
�MacClean, 1973�.

Generally speaking, cross-boundary coarticulation
weakens as the intervening prosodic boundary varies from
weaker to stronger levels in the prosodic hierarchy. As articu-
latory movement becomes more canonical next to a strong
boundary, it is less likely to coarticulate with neighboring
segments. For example, Cho �2004� reported greater V-to-V
coarticulation resistance across stronger prosodic boundaries.
So far there has been no study on the effect of boundary on
cross-boundary carry-over nasalization. Hence, this study
uses nasal airflow to investigate how cross-boundary carry-
over nasalization from a final nasal to an initial voiced stop
in Taiwanese varies according to the hierarchical strength of
the intervening boundaries.

C. Speaker-dependent articulatory patterns

Before moving on to investigate the relationship be-
tween boundary and nasality in Taiwanese, it should be noted
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that, as previously mentioned in the airflow study on French
nasality �Fougeron and Keating, 1996; Keating et al., 2004�,
speaker-dependent nasality patterns have already been
widely observed. Furthermore, the effect of boundary type
on jaw, lip, and acoustical parameters also varies from
speaker to speaker �Tabain, 2003a, 2003b; Cho, 2005�. For
example, among the acoustical and articulatory data of five
speakers producing English /#bi/ and /#ba/, it was found that
all the speakers produced /a/ with the greatest jaw movement
and /i/ with the least jaw movement at strong boundaries;
however, the duration of lip opening during the articulation
of a vowel varied among the same speakers. Only two speak-
ers produced vowels with a longer lip opening after a strong
boundary �Cho, 2005�. Tabain �2003a� studied the acoustic
patterns of French word-final /a#C/ sequences produced at an
utterance, intonational phrase, accentual phrase, or word
boundary and found that there was much variation among
speakers. Speakers used different cues to indicate different
prosodic strengths. For example, some speakers used vowel
duration to distinguish four types of boundaries, i.e., utter-
ance � intonational phrase � accentual phrase � word,
whereas others classified the vowel duration before different
boundaries into two groups, i.e., utterance � intonational
phrase � accentual phrase � word. Moreover, when looking
at the spectral tilt for consonants, /#f, s, b/, all subjects
grouped the boundaries at two levels; however, two subjects
also made a distinction between word and higher level
boundaries �utterance � intonational phrase � accentual
phrase � word�, whereas another subject made a distinction
between utterance and lower level boundaries �utterance �
intonational phrase � accentual phrase � word�.

Keating et al. �2004�, in an EPG study on VOT and
lingual contacts during the production of Taiwanese initial /t/
and /n/ after utterance, intonational phrase, accentual phrase,
word, and syllable boundaries by two speakers, discovered
that although there was a general trend for lingual peak con-
tact to vary with boundary type, speaker-dependent patterns
were nonetheless still observed. It was found that one
speaker failed to vary the production of /t/ at all, whereas
another speaker varied the production of /t/ in relation to the
prosodic boundary strength.

Nearly all previous studies on articulation and boundary
have discovered speaker-dependent articulatory patterns
�Fougeron and Keating, 1996; Keating et al., 2004�. It is,
therefore, likely that there are a certain number of patterns
that a speaker can choose from, as well as some other factors
which influence articulatory pattern in addition to boundary.
The following is a discussion on the influence of focus, dec-
lination, and speaking rate on velic movements.

D. Other factors influencing velic movements

Stress, declination, and speaking rate have been found to
influence velic movements �Krakow, 1993; Bell-Berti et al.,
1995�. For example, stress affects velic height by enhancing
the position of the velum. That is, the high velic position for
an oral stop is higher, whereas the low velic position for a
nasal stop is lower in stressed syllables �Vaissiere, 1988�. In
addition to stress, declination also affects velic movements.

It was discovered that velic displacement of nasals produced
in words in serial position gradually decreased from the be-
ginning to the end of a sentence. In other words, the earlier
the nasal is in a sentence, the lower the position of the velum
�Bell-Berti and Krakow, 1991; Krakow, Bell-Berti, and
Wang, 1995�.

In addition to stress and declination, speaking rate also
influences velic height. Bell-Berti and Krakow �1991� in a
study on velic height for /s/ and /n/ found that the faster the
speaking rate is, the lesser the difference in velic height be-
tween the oral and nasal consonants. Conversely, the slower
the speaking rate, the larger the difference between the velic
positions for /s/ and /n/. Kuehn �1976� noticed that these
effects are speaker dependent. Though both speakers in Kue-
hn’s �1976� study reduced the distance of velic movement in
fast speech, one speaker reduced the extent of velic lowering
by raising the lowest velic position, whereas the other
speaker reduced the distance of velic movement by lowering
the highest velic position. Kent, Carney, and Severeid �1974�
reported that as speaking rate increased from a conversa-
tional to a rapid rate, speakers increased the velocity of velic
movements, or reduced the extent of the velic movement, or
used both strategies to produce the same sentence.

In addition to a control on the effects of focus and dec-
lination, as previous studies have done, this study also adopts
a control on global speaking rate in an attempt to minimize
speaker-dependent variations, and to reveal the effect of
boundary on nasality.

E. Objectives

After controlling the confounding factors, this study fol-
lowed the line of study of the variations of velic movements
within multiple prosodic domains. By using nasal airflow, a
successful method used to record the effect of boundary on
French initial nasals and on cross-boundary nasalization in
Taiwanese, the present study explores the effects of different
prosodic boundaries on �1� domain-final nasality and �2�
cross-boundary nasalization.

II. METHOD

A. Speakers

Three male native Taiwanese speakers participated in
the experiments. They were students at National Chiao Tung
University at the time of recording. The three speakers were
also fluent in Mandarin and had received more than 10 years
of ESL education.

B. Materials

Three types of contexts were used in the current study.
The first was a baseline context which elicited utterances not
ending with a nasal and, thus, no cross-boundary nasaliza-
tion. The baseline data set consisted of syllable-final vowels
followed by initial voiceless stops, abbreviated as Vptk
�vowel # /p/, /t/, /k/� or voiced stops, abbreviated as Vblg
�vowel # /b/, /l/, /g/�. The syllable-final vowels and following
stops were produced across intonational phrase, word, and
syllable boundaries. As previously mentioned, /l/ was in-
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cluded together with /b, +/ due to its stoplike quality. �2� The
second context elicited comparison data with a final nasal
followed by an initial voiceless stop that prohibits cross-
boundary nasalization, abbreviated as Nptk �nasal # /p/, /t/,
/k/� across intonational phrase, word, and syllable bound-
aries. �3� The third and final context elicited experimental
data with a final nasal that allows for cross-boundary nasal-
ization. The experimental data consisted of final nasals
placed before voiced stops across intonational phrase, word,
and syllable boundaries, abbreviated as Nblg �nasal # /b/, /l/,
/+/�. The comparison data in the Nptk context address the
first research question involving the effect of boundary on
final nasals, whereas the data in the Nblg context address the
second research question concerning the strength of the in-
tervening boundary on cross-boundary nasalization.

To minimize speaker-dependent articulatory variation,
focus and declination were controlled in the corpus design.
Although lexical stress does not exist in Taiwanese, words
are produced with a longer duration and an expanded f0
range for lexical tones when under narrow focus �Pan, 2006�.
Therefore, the effect of focus condition is controlled by ask-
ing the subjects to produce the utterances with a broad focus.

To control declination effects, intonational phrase, word,
and syllable boundaries were placed between the second and
third syllables of sentences containing six syllables ��� #
�����. The final oral vowels and three final nasals, /m, n, G/
at the end of second syllable were followed by either one of
the three initial voiced stops, /b, l, +/, or one of the three
initial voiceless unaspirated stops, /p, t, k/, at the beginning
of the third syllable, �VmnG� # �bl+�, �VmnG� # �ptk�, �V� #
�blg�, or �V� # �ptk�. Declination effect was minimized by
having target syllables far from the end of the sentence.

Sentence �1� is an example of a sentence used to elicit
utterances with an intonational phrase boundary between the
target syllables. In sentence �1�, the first and second syllables
formed a surname. A comma was placed after the second
syllable in the sentence to elicit the production of the sur-
name as a vocative. The right edge of the intonational phrase
�IP� boundary was defined by an f0 final lowering and a long
pause and a postboundary pitch reset.

�1�

In Taiwanese every lexical item has two tones, namely a
juncture and a sandhi tone. A juncture tone surfaces on the
last syllable within a tone group, whereas a sandhi tone sur-

faces on syllables located at the nonfinal position of a tone
group. The domains of tone group are syntactically and pro-
sodically determined; however, no complete account on Tai-
wanese tone group delineation has been offered yet. In order
to elicit productions with a word boundary but not with a
tone-group boundary between the target syllables, sentences
composed of an NP followed by an adjective phrase were
used, as in �2�.

�2�

In sentence �2�, the first and second syllables, /si kin/
“four kilograms,” is a quantifier, whereas the third and fourth
syllables /lai a/ “pear,” is the noun modifed by “four kilo-
grams.” There is a word boundary between the second and
third syllables, that is, between the quantifier and the noun.
The tone-group boundary is located after the NP, e.g. “four
kilograms of pears.”

To elicit utterances with a syllabic boundary between the
target syllables, sentences such as �3� containing a word
spanning from the preboundary �second� syllable to the post-
boundary �third� syllable were used. The word containing
target final nasal /oral vowel and initial stops was either a
noun, or a verb, or an adjective. In the following case, the
word was an adjective.

Tonal grouping:

���s �s �s � j�tone group ��s � j�tone group�IP

Syntactic grouping:

�vp �v tshi G � �np�Adj kan tan e � �n hÅk tsÅG��
wear simple clothing

“Wear simple clothing . ”

�3�

After designing the corpus, three reading lists were com-
posed, with each reading list containing only sentences with
only one type of boundary between target syllables. In other
words, there was one reading list with sentences designed to
elicit an intonational phrase boundary between second and
third syllables, another to elicit a word boundary, and a third
one to elicit a syllable boundary. The order of sentences
within each list was randomized.

C. Instrumentation

Nasal airflow was recorded from a transducer mounted
on a nasal airflow mask, a Hans Rudolph model P0789 adult
nasal mask, which covered only the nose of the speaker. The
transducer was connected to an MS100-A2 airflow system
manufactured by Glottal Enterprises. Nasal airflow was low-
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pass filtered at 36.5 Hz and then dc recordings were made by
using a DT-2801 card installed in a PC. The signals were
digitized at 11 kHz using CSPEECHSP software.

Acoustic signals picked up by a TEV microphone con-
nected to a TEAC cassette deck were sent to a PC to be
digitized simultaneously with nasal airflow at 11 kHz using
CSPEECHSP software.

A Seiko quartz metronome with blinking lights and tick-
ing sounds to signal beats was used to regulate the global
speaking rate. The ticking sounds were sent through a Bey-
erdynamic headphone to pace speaking rates for the first and
second syllables of each sentence. See below for further dis-
cussion of how the global speaking rate was controlled.

D. Recording procedure

Airflow system calibration was carried out first by
warming up the system for 1 h before recording and then
adjusting the voltage displayed on the front panel of the sys-
tem to zero “0” while no signals were being received. Then,
the software was also calibrated by adjusting the volts of
empty signals recorded to 0 volts as well. The flow was not
actually calibrated; thus, the amplitudes reported in this
study were volts rather than units of actual flow �e.g., cc/s�.

After hardware and software calibrations, the recordings
were made in a sound-proofed room in the phonetics labora-
tory of National Chiao Tung University, Taiwan. During the
recordings, both the speaker and the experimenter were
present in the sound-proofed room. The experimenter con-
trolled the CSPEECHSP software, signaled the speaker to put
on the nasal airflow mask, and to read one sentence from the
reading list. Speakers paused after each sentence to allow the
experimenter time to save the nasal airflow and acoustic data
at 11 kHz.

To control for global speaking rate, which previously
had been found to influence nasal patterns, speakers wore a
headphone emitting the ticking sounds from the metronome
at a speed of 144 beats per minute. Based on native speakers’
judgments, this speed is compatible with the speaking rate
during a normal conversation. None of the speakers reported
that the speed deviated from what they normally used during
conversation. There was also a blinking light on the metro-
nome which was synchronized with the beats. Before the
recordings were made, speakers were instructed to read the
first and second syllables of the sentence at a speed with one
ticking sound corresponding to the first syllable, and the sec-
ond ticking sound corresponding to the second syllable. After
pacing the speed at the beginning of the sentence, speakers
were then free to slow down or speed up while producing the
rest of the sentences to preserve the natural prosodic cadence
of their utterances.

Altogether there were 162 target sentences recorded in
the Nblg and Nptk contexts �3 final nasals �6 initial conso-
nants �3 prosodic boundaries �3 repetitions� and 54 base-
line sentences in the Vblg and Vptk contexts �1 final vowel
�6 initial consonants �3 prosodic boundaries �3 repeti-
tions�. Due to typing errors on the reading lists, three repeti-
tions of one sentence that should have had a final /m/ fol-
lowed by an /l/ across a syllable boundary and three

repetitions for each of the two sentences containing a final
vowel followed by an /l/ across an intonational phrase
boundary were discarded from the Nblg context.

E. Data analysis

As shown in Fig. 1, spectrograms generated by
CSPEECHSP were used to locate the time at the second vowel
onsets �V2On�, and the offsets �V2Off� as well as the third
vowel onsets �V3On�, and the offsets �V3Off�.

The time and amplitude of nasal airflow during produc-
tion of the first nasal rise were taken to determine the timing
and amplitude of nasality. These values were extracted at the
following locations: �1� the onset of the initial nasal rise
�On�; �2� the start of the first nasal plateau �1On�; �3� the end
of the first nasal plateau �1Off�; �4� the offset �Off� of the
falling slope for the last nasal rise; and �5� the magnitude of
the maximal nasal peak at the end of each utterance during
normal exhalation was extracted �max� �Fig. 1�. The start of
a nasal plateau was the point in time when the rising slope of
first nasal rise stopped and turned into a level contour,
whereas the end of a nasal plateau was the point where the
level nasal plateau started to change into a falling slope. If
there was only a nasal peak without a plateau, then ampli-

FIG. 1. Measurement points taken from nasal airflow with �a� two rises and
�b� one rise between the second and third vowels.
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tudes and times of two points at the peak were taken. For
nasal contours with two rises, the lowest point between the
two rises �V� was also taken.

For the following discussion, refer to �4a�–�4e�. After
taking these measurements, further calculations were applied
to these values to derive the temporal aspects of the nasal
airflow, including the duration of the nasal plateau during the
first nasal rise �R1PlDur �4a��, and the duration of the nasal
airflow �NasDur �4b��. In utterances with two nasal rises, the
duration of the nasal airflow did not truly represent the du-
ration of the continuous nasal airflow because it included the
duration of the nasal inhalation between the two nasal rises.
According to Pan �2004�, in the Nblg, Vblg, and Vptk con-
texts, postboundary vowel nasalization occurs only during
the initial 25% of vowel duration. In order to reveal the
actual duration of nasalization during postboundary initial
stops and vowels, the current study calculated the offset la-
tency of nasal airflow relative to the onset of the third vowel,
by subtracting the time at the offset of the nasal airflow from
the time of the onset of the third vowel, as shown in �CV-
NasDur �4c��. The positive values of the duration of post-
boundary initial consonant and vowel nasalization �CVNas-
Dur� indicate the duration of the third vowel nasalization,
whereas the negative values revealed the duration of nasal-
ization in the initial voiced and voiceless stops. In addition to
the magnitude and temporal aspect of nasal airflow, the du-
ration of the second and third vowel /a/ was also calculated
in �V3Dur �4d�; V2Dur �4e��.

Duration of first nasal plateau �R1PlDur�

= time at end of first nasal plateau �1Off�

- time at start of first nasal plateau �1On�; �4a�

Duration of nasal airflow �NasDur�

= time at offset of nasal airflow �Off�

- time at onset of first nasal airflow rise �On�;

�4b�

Duration of postboundary stop and vowel nasalization

�CVNasDur�

= time at offset of nasal airflow �Off�

- time at onset of third vowel �V3On�; �4c�

Duration of postboundary vowel /a/�V3Dur�

= offset of postboundary vowel �V3Off�

- onset of postboundary vowel �V3On�; �4d�

Duration of preboundary vowel /a/�V2Dur�

= offset of preboundary vowel �V2Off�

- onset of pre-boundary vowel �V2On� . �4e�

The overall nasal amplitude contour, the nasal ampli-
tudes at the start and end of the first nasal plateau, and the
derived parameters were analyzed statistically. The purpose

of the statistical analysis was to determine interactions using
three-way repeated analysis, to isolate the interactions by
dividing the data into subsets according to interactions, to
reveal the effect of boundary on each data set, and to identify
the ranking and distinction for levels of boundary. The �
level was set at 0.05. The following is the rationale behind
each statistical analysis.

Due to the widely reported speaker-dependent variations
in previous literature, even though speaker and context were
not of interest in the present study, their effects must be
determined before data can be pooled across different factors
for further statistical analyses. Thus, a three-way repeated
MANOVA �speaker�context�boundary� was used to ana-
lyze the effect of speaker �speaker 1, 2, and 3� and contexts
�Vblg, Vptk, Nblg, and Nptk� and boundaries �intonational
phrase, word, and syllable� on six dependent variables, in-
cluding nasal amplitudes at the offset of the second vowel,
the onset of nasal airflow, the start of the first nasal plateau,
the end of first nasal plateau, the offset of nasal airflow, and
the onset of the third vowel. For utterances that showed a flat
contour of nasal airflow, the average nasal amplitude at the
offset of the second vowel and the onset of the third vowel
were used to replace the values at the onset of the first nasal
rise, the start of the nasal plateau during the first nasal rise,
the end of the first nasal plateau, and the offset of nasal
airflow. It should be noted that the repeated measurements
were actually the six data points from each of the three rep-
etitions of the nine sentences in the Nblg or Nptk contexts,
and the three sentences in the Vblg or Vptk contexts.

After determining the interactions with the three-way
MANOVAs, the data were further divided according to con-
texts, Nblg, Nptk, Vblg, and Vptk, if there was a two-way
interaction between context and boundary, but no three-way
interactions between speaker, context, and boundary. For pa-
rameters with significant three-way interactions between
speaker, context, and boundary, the data were further divided
into 12 different subsets according to the three speakers and
four contexts, speaker 1 Nblg, speaker 1 Nptk, speaker 1
Vblg, speaker 1 Vptk, speaker 2 Nblg, speaker 2 Nptk,
speaker 2 Vblg, speaker 2 Vptk, speaker 3 Nblg, speaker 3
Nptk, speaker 3 Vblg, and speaker 3 Vptk. After dividing the
data into subsets according to interactions, one-way MANO-
VAs �boundary� on each of the six previously discussed sub-
data sets were used to explore the effect of boundary on
overall nasal contours.

In addition to the overall nasal contour, the nasal ampli-
tudes at specific points, including the start and end of the first
nasal plateau �1On, 1Off�, were divided into subsets accord-
ing to the interactions on nasal contours, and then analyzed
with one-way repeated ANOVAs �boundary� and posthoc
Duncan tests to access the possibility of boundary distinction
at particular time points.

The four parameters derived from further calculations,
i.e. �4a� to �4d�, were each analyzed with a three-way re-
peated ANOVA �speaker�context�boundary� to determine
the nature of the interactions. Data for each of the four pa-
rameters showing interactions between context and bound-
ary, but no three-way interactions between speaker, context,
and boundary, were further divided into four data sets ac-
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cording to contexts. The data of a parameter showing three-
way interactions between speaker, context, and boundary
were further divided into 12 data sets according to three
speakers and four contexts. Each of these data sets was ana-
lyzed with a one-way repeated ANOVA �boundary� to access
the effect of boundary. It should be noted that the repeated
measurements were theoretically the 216 repetitions �3
speakers �3 boundaries �3 final nasals �3 stops �3 rep-
etitions� in the Nblg and Nptk contexts, and the 81 repeti-
tions �3 speakers �3 boundaries �1 final vowel �3 stops
�3 repetitions� in the Vblg and Vptk contexts. However,
since the first nasal rise did not appear in some repetitions in
the Nblg and Nptk contexts or in most of the repetitions in
the Vblg and Vptk contexts, the actual number of observa-
tions varied among the parameters. After analyzing the main
effect of boundary, posthoc Duncan tests were performed to
reveal the ranking and differences in the levels of boundary
for each derived parameter.

III. RESULTS

A. Global speaking rate

This study controlled the global speaking rate by pacing
the speakers’ production of the first and second syllables at a
speed of 144 beats per minute. To access the effectiveness of
this speed-controlling method, the duration of the second
vowel /a/ was compared between three speakers. The means
and standard deviations of /a/ produced by speaker 1 were

longer than those by speakers 2 and 3 �speaker 1: mean
=159 ms, S .D. =47 ms; speaker 2: mean=148 ms, S .D.
=42 ms; speaker 3: mean=146 ms, S .D. =50 ms�. The re-
sults of 2-tailed t-tests showed that /a/ was significantly
longer in productions by speaker 1 than by speaker 2 �p
�0.01� or by speaker 3 �p�0.01�. However, the duration of
/a/ produced by speakers 2 and 3 were not significantly dif-
ferent from each other �p=0.67�. Not all speakers responded
to the metronome method in a similar pattern; speaker 1
exhibited a slower rate and produced longer vowels than
were exhibited by speakers 2 or 3. Perceptually, speaker 1
indeed sounded slower and softer than speakers 2 and 3.

B. Nasal contour patterns and boundary types

As illustrated in Fig. 2, excluding the data from speakers
2 and 3 in the Nblg and Nptk contexts, the amplitudes of
nasal airflow during the utterances were lower than the maxi-
mal nasal exhalation peak at the end of utterances �max�.
Therefore, speakers only used a portion of the nasal ampli-
tude range that was available to them in most productions.

The average nasal contours across the intonational
phrase boundary exhibited a first nasal rise followed by a
nasal valley �inhalation� and then a second nasal rise. Across
the word boundary in the Nblg and Nptk contexts, the only
pattern of nasal contours observed was one nasal rise, but in
the Vblg and Vptk contexts, only flat nasal contours could be

FIG. 2. Amplitudes of nasal airflow taken at ten time points through the production of target segments by three speakers at three boundaries types �intonational
phrase, word, and syllable� in four segmental contexts �Nblg: final nasal followed by initial voiced stop, Nptk: final nasal followed by initial voiceless stop,
Vblg: final oral vowel followed by initial voiced stop, Nptk: final nasal followed by initial voiceless stop�. The points include: offset of second vowel �V2Off�,
onset of nasal airflow �On�, start of the first nasal plateau �1On�, end of the first nasal plateau �1Off�, nasal inhalation �V�, start of the second nasal plateau
�2On�, end of the second nasal plateau �2Off�, offset of nasal airflow �Off�, onset of the third vowel �V3On�, and maximal nasal exhalation at the end of
utterance �Max�.
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observed. Nasal contours across a syllable boundary exhib-
ited either one nasal rise or a flat nasal contour in all four
contexts.

Detailed observation of the nasal contours revealed five
patterns: �1� a first nasal rise followed by nasal inhalation,
seen as a nasal valley with a negative nasal amplitude, and
then a second nasal rise �RVR�, as shown in Fig. 1�a�; �2� a
nasal rise �R�, as shown in Fig. 1�b�; �3� a nasal rise followed
by a nasal inhalation �RV�, as shown in Fig. 3�a�; �4� a nasal
inhalation followed by a nasal rise �VR�, as shown in Fig.
3�b�; and �5� no nasal rise or inhalation �flat�, as shown in
Fig. 3�c�. The distribution of the five nasal patterns across
speakers and boundary types is shown in Table I.

As shown in Table I, nasal inhalation could only be ob-
served across an intonational phrase boundary when there
was a pause between intonational phrase boundaries; more-
over, second nasal rises were observed only across intona-
tional phrase boundaries. Although nasal inhalation and a
second nasal rise occurred only across intonational phrase
boundaries, not all IPs were marked in this manner. Gener-
ally speaking, nasal inhalation occurred more often in the

Nblg and Nptk contexts than in the Vblg and Vptk contexts.
The frequency of nasal inhalation across intonational phrase
boundaries varied from speaker to speaker. The presence of a
nasal rise and nasal inhalation across an intonational phrase
boundary in the Vblg and Vptk contexts where no nasal seg-
ments were present suggested that the intonational phrase
boundary was a strong factor in inducing velic movements.

Across a word boundary in the Nblg and Nptk contexts,
the pattern of nasal contours was predominantly a single na-
sal rise �Fig. 2�. The exceptions were one utterance produced
by speaker 1 with VR pattern and five utterances produced
by speaker 3 with flat nasal contours. In the Vblg and Vptk
contexts, the nasal contours were flat across all speakers
�Table I�.

Across the syllable boundary in the Nblg and Nptk con-
texts, the nasal patterns were one nasal rise for all, except for
one production by speaker 1 in the Nblg context. In the Vblg
and Vptk contexts, a flat nasal contour was the most com-
monly observed pattern.

In short, the existence of a strong prosodic boundary
stopped nasalization from extending into the neighboring
segment and so speakers produced two separate nasal con-
tours. In contrast, when there was a weaker syllable or word
boundary, nasalization extended over the boundary and so
speakers were likely to produce only one nasal rise.

C. Nasal amplitude and boundary type

Nasal amplitudes taken at six points during nasal con-
tours, including the offset of the second vowel, the onset of
the nasal rise, the start of the first nasal plateau, the end of
the first nasal plateau, the offset of the nasal airflow, and the
onset of the third vowels, were analyzed with a three-way
MANOVA �speaker�context�boundary�. The results of a
three-way MANOVA revealed a significant three-way inter-
action between speaker, context, and boundary
�F�72,3096.1�=3.53, p�0.0001�. In other words, the effect
of boundary on nasal amplitudes produced by the three
speakers varied according to context. Thus, it was not pos-
sible to pool the data either across speakers or contexts. As a
result, the data were further divided into 12 data sets accord-
ing to the three speakers and four contexts.

To further determine the effect of boundary on overall
nasal contours, 12 one-way repeated MANOVAs �boundary�
were used to analyze the nasal contours in the Nblg, Nptk,
Vblg, and Vptk contexts that were produced by all the speak-
ers. The results of the 12 one-way repeated MANOVAs
�boundary� are shown in Table II. The significant effects of
boundary can be observed in the nasal contours produced by
the three speakers in the four contexts. In other words, the
nasal contours were influenced by the boundary types, re-
gardless of the contexts and speakers.

In addition to the nasal contours, the nasal amplitude at
specific points, including the start and the end of the first
nasal plateau �1On, 1Off�, were also analyzed. As the results
of previous three-way repeated MANOVAs have shown
three-way interactions between speakers, contexts, and
boundaries, the nasal amplitudes at the start of the first nasal
plateaus were divided into 12 sets according to the three

FIG. 3. Examples for nasal contours with �a� a nasal rise followed by a
valley �RV�; �b� a valley followed by a nasal rise �VR�; and �c� no nasal rise
or valley �flat�. Nasal airflow is aligned with the speech signal.

TABLE I. Nasal patterns categorized according to boundaries and contexts.
“I,” intonational phrase boundary; “W,” word boundary; “S,” syllable
boundary; RVR, first nasal rise followed by a nasal valley �inhalation�, and
then a second nasal rise; RV, first nasal rise followed by a nasal valley
�inhalation�; VR, a nasal valley �inhalation� followed by a nasal rise; R, one
nasal rise; Flat, no nasal rise or valley.

Speaker 1 Nblg Nptk Vblg Vptk

I W S I W S I W S I W S
RVR 17 7
RV 1 1
VR 1 3 3
R 7 26 23 19 27 24 5 2 6 2
Flat 1 9 7 9 7
Speaker 2 Nblg Nptk Vblg Vptk

I W S I W S I W S I W S
RVR 4 3 2
RV
VR 1
R 21 27 24 24 27 24 7 1 7
Flat 9 8 9 9
Speaker 3 Nblg Nptk Vblg Vptk

I W S I W S I W S I W S
RVR 10 8 3 4
RV 1 4 2 2
VR
R 14 25 24 15 24 24 4 2 3
Flat 2 3 9 6 9 9
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speakers and four contexts, as were the nasal amplitudes at
the end of the first nasal plateau. Each of the data sets was
then analyzed with a one-way repeated ANOVA �boundary�.
The results of the one-way ANOVAs �boundary� revealed a
significant effect of boundary in almost all data sets, exclud-
ing the production of speakers 2 and 3 in the Nptk context
�Table III�. Furthermore, the posthoc Duncan tests revealed

no consistent cross-speaker ranking of boundary type in the
Nblg and Nptk contexts �Table III�. In other words, in the
Nblg and Nptk contexts, the nasal amplitudes at the start and
the end of the first nasal plateaus were not used to mark
boundary types. However, in the Vblg and Vptk contexts
there was a consistent ranking of boundary types, intona-
tional phrase�syllable�word, on nasal amplitudes at the

TABLE II. Results of one-way repeated MANOVAs �boundary� on nasal contours produced by three speakers
in four contexts. “**” p�0.01.

Nblg Nptk Vblg Vptk

Speaker 1 F�12,132�=19.35** F�12,140�=48.81** F�12,32�=8.12** F�12,32�=24.62**

2 F�12,136�=15.94** F�12,140�=16.03** F�12,38�=22.45** F�12,36�=11.53**

3 F�12,132�=16.06** F�12,134�=13.18** F�12,36�=18.93** F�12,38�=20.13**

TABLE III. One-way ANOVA �boundary� and posthoc Duncan tests on amplitudes of nasal airflow at onset
�1On� and offset �1Off� of the first nasal plateau. The intonational phrase boundary is represented by “I,” the
word boundary by “W,” the syllable boundary by “S.” “=” the levels of boundary were not significantly
different from each other. “�” the levels of boundary were significantly different from each other. “*” p
�0.05; “**” p�0.01.

1On 1Off

ANOVA ANOVA
Context Speaker Boundary Mean posthoc Duncan Mean posthoc Duncan

Nblg 1 I 0.412 �2,71�=4.12* 0.532 �2,71�=3.15*

W 0.359 S� I=W 0.616 S=W, W=I
S 0.544 0.708 S� I

2 I 1.277 �2,73�=31.57**

I�S=W
0.939 �2,73�=5.51**

I�S=WW 0.564 0.640
S 0.737 0.919

3 I 1.790 �2,71�=5.95**

I=W, W=S
I�S

2.142 �2,71�=8.21**

I�W=SW 1.467 1.571
S 1.081 1.094

Nptk 1 I 0.393 �2,75�=25.94**

S�W� I
0.771 �2,75�=8.04**

S�W=IW 0.578 0.903
S 0.830 1.083

2 I 1.303 �2,75�=7.72**

I=S�W
1.271 �2,75�=0.74,

p=0.48W 0.852 1.178
S 1.088 1.273

3 I 1.976 �2,72�=1.44
p=0.24

2.548 �2,72�=2.03
p=0.14W 1.695 2.201

S 2.023 2.171
Vblg 1 I 0.478 �2,21�=11.02**

I=S�W
0.541 �2,21�=11.20**

I=S�WW −0.039 −0.039
S 0.380 0.465

2 I 0.444 �2,24�=28.47**

I�S=W
0.550 �2,24�=28.11**

I�S=WW −0.090 −0.090
S 0.043 0.044

3 I 0.855 �2,23�=13.37**

I�S�W
0.967 �2,23�=18.79**

I�S�WW −0.238 −0.238
S 0.229 0.251

Vptk 1 I 1.517 �2,21�=121.88**

I�S�W
0.294 �2,21�=12.48**

I=S�WW −0.063 -0.063
S 0.260 0.193

2 I 0.795 �2,23�=21.35**

I�S=W
1.033 �2,23�=31.46**

I�S=WW −0.096 −0.096
S 0.009 0.004

3 I 0.740 �2,24�=19.93**

I�S=W
0.803 �2,24�=34.67**

I�S=WW −0.256 −0.256
S −0.082 −0.082
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start and the end of the first nasal plateau. By comparing the
distribution of nasal contour patterns in Table I and the mean
nasal amplitudes in Table III, it was found that this consistent
ranking in the Vblg and Vptk contexts was due to the con-
stant surface of the first nasal rise around an intonational
phrase boundary which contributed to the high mean nasal
amplitudes, the occasional surface of the first nasal rise at
syllable boundary which led to the second highest mean na-
sal amplitude, and the lack of a first nasal rise at a word
boundary which led to negative nasal amplitudes. In other
words, speakers rarely produce a nasal rise in the Vblg and
Vptk contexts. Even if they produced nasal rises, as in the
Nptk and Nblg contexts, the nasal amplitudes at the start and
the end of the first nasal plateau did not consistently vary
with hierarchical boundary influences.

D. Temporal domain of nasal airflow and boundary
type

Turning to the temporal domain of nasal airflow, as
shown in Fig. 4, after the start of the first nasal plateau, as the

nasal rises and valleys began to emerge, the duration of nasal
airflow increased at a faster rate at the intonational phrase
boundary than at other boundaries. Moreover, the duration of
the nasal airflow was found to be longer at an intonational
phrase boundary than at word and syllable boundaries. The
temporal domain of a nasal airflow remained relatively the
same at word and syllable boundaries.

As shown in Fig. 4, the duration of the first nasal plateau
�R1PlDur, �4a��, between the start �1On� and end �1Off� of
the first nasal rise, was shorter at word or syllable boundaries
than at intonational phrase boundary. In response to the sig-
nificant two-way interaction between context and boundary
on the duration of the first nasal plateau revealed by a three-
way repeated ANOVAs �speaker�context�boundary�
�Table IV�, the data were further divided into four sets ac-
cording to contexts to isolate the interactions. After dividing
the data, the effect of boundary on each subdata set was
further analyzed through one-way ANOVAs �boundary�. As
shown in Table V, the results of four one-way repeated

FIG. 4. Six latency measures �in seconds� of nasality taken during the production target sounds. Measures include: the end of the second vowel �V2Off�, the
onset of the nasal airlfow �On�, start of the first nasal plateau �1On�, end of the first nasal plateau �1Off�, the offset of nasal airflow �Off�, and the onset of the
third vowel �V3On� relative to offset of the second vowel �V2Off�.

TABLE IV. Significant interactions according to results of five three-way repeated ANOVAs �subject
�context�boundary� on duration of first nasal plateau �R1PlDur�, duration of nasal airflow �NasDur�, duration
of postboundary stop and vowel nasalization �CVNasDur�, and duration of the third vowel �V3Dur�. �=0.05.

Parameters N Interactions F value p value

R1PlDur 504 Context�boundary F�4,476�=3.59 p�0.01
subject�context�boundary F�6,476�=0.38 p=0.89

NasDur 514 Context�boundary F�4,486�=11.03 p�0.01
subject�context�boundary F�6,486�=1.32 p=0.25

CVNasDur 515 Context�boundary F�4,487�=2.99 p�0.05
subject�context�boundary F�6,487�=1.28 p=0.26

V3Dur 570 Context�boundary F�6,534�=5.95 p�0.01
subject�context�boundary F�12,534�=1.21 p=0.28
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ANOVAs �boundary� revealed a significant effect of bound-
ary type on the duration of the first nasal plateau �R1PlDur�
in the Nblg and Nptk contexts. A posthoc Duncan test
showed the ranking for the mean duration of the first nasal
plateau in the Nblg and Nptk contexts: intonational phrase
�word�syllable. However, the durations of the first nasal
plateau at word and syllable boundaries in the Nblg contexts
were grouped together.

In the Vblg and Vptk contexts, due to the lack of a first
nasal rise at the word boundary and a smaller number of
tokens with a first nasal rise at the syllable boundary �Table
I�, there were no consistent rankings of boundary types on
the duration of nasal plateau in the Vblg and Vptk contexts.
In other words, only in the Nblg and Nptk contexts was the
duration of the first nasal rise significantly longer at the IP
than at the word and syllable boundaries.

As shown in Fig. 4, the duration of nasal airflow �Nas-
Dur �4b��, between the onset of nasal airflow �On� and the
offset of nasal airflow �Off�, was longer at an intonational
phrase than at word and syllable boundaries. Results of
three-way repeated ANOVAs �speaker�context
�boundary� revealed significant two-way interactions be-

tween context and boundary affecting the duration of nasal
airflow �NasDur� �Table IV�. In response to this observation,
the data were further divided into four sets according to con-
texts.

Results of the four one-way repeated ANOVAs �bound-
ary� and the posthoc Duncan tests revealed significant effects
of boundary on nasal airflow duration �NasDur� in the Nblg,
Nptk, and Vblg contexts. There were consistent cross-
boundary rankings on the mean duration of nasal airflow
�NasDur�, intonational phrase�word�syllable �Table V�.
However, the posthoc Duncan tests tended to group nasal
duration at the word and syllable boundaries together in the
Nblg and Nptk contexts. In other words, the duration of nasal
airflow was longer at an intonational phrase boundary than at
word and syllable boundaries.

In sum, the intonational phrase boundary was marked by
the longest duration of the first nasal plateau and nasal air-
flow. Although the duration of the first nasal plateau and
nasal airflow at a word boundary was the second longest,
they were not significantly longer than the duration of the
first nasal plateau and nasal airflow at a syllable boundary.

TABLE V. Results of one-way repeated ANOVA �boundary� and posthoc Duncan tests on the duration of the
first nasal plateau �R1PlDur�, the nasal airflow �NasDur�, the postboundary stop and vowel nasalization �CV-
NasDur�, and the postboundary vowel �V3Dur�. “I” intonational phrase boundary, “W” word boundary, “S”
syllable boundary. “=” the levels of boundary were not significantly different from each other. “�” the levels of
boundary were significantly different from each other “**” p�0.001, “*” p�0.05.

R1PlDur NasDur

Context Boundary Means
ANOVA

posthoc Duncan Means
ANOVA

posthoc Duncan

Nblg I 0.167 �2,221�=29.89**

I�W=S
0.447 �2,222�=247.13**

I�W=SW 0.089 0.211
S 0.084 0.196

Nptk I 0.124 �2,228�=70.56**

I�W�S
0.333 �2,228�=201.84**

I�W=SW 0.052 0.163
S 0.035 0.147

Vblg I 0.075 �1,26�=1.6
p=0.217

0.368 �1,29�=13.57**

I�SW
S 0.026 0.084

Vptk I 0.055 �1,19�=13.36**

S� I
0.262 �1,25�=0.01

p=0.917W
S 0.195 0.272

CVNasDur V3Dur

Context Boundary Means
ANOVA

posthoc Duncan Means
ANOVA

posthoc Duncan

Nblg I −0.001 �2,221�=9.26**

S=W� I
0.144 �2,208�=43.10**

W�S� IW 0.018 0.202
S 0.019 0.163

Nptk I −0.118 �2,228�=52.03**

W=S� I
0.171 �2,231�=46.68**

W� I�SW −0.049 0.218
S −0.056 0.155

Vblg I −0.084 �1,30�=0.48
p=0.494

0.160 �2,41�=8.19**

W�S=IW 0.243
S 0.021 0.175

Vptk I −0.119 �1,26�=7.42*

S� I
0.164 �2,78�=20.37**

W�S� IW 0.244
S 0.018 0.206
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E. Postboundary initial stop and vowel
nasalization

Turning to the duration of the postboundary stop and
vowel nasalization �CVNasDur�, which was determined by
the offset of nasal airflow relative to the onset of the post-
boundary vowel, it can be seen in Fig. 5 that there was a
trend for nasal airflow to cease before the onset of the post-
boundary vowel in the Nptk and Vptk contexts, but after the
onset of the postboundary vowel in the Nblg and Vblg con-
texts. In addition, boundary type also played a role in the
extent of nasalization. Cross-boundary nasalization in these
former two contexts was blocked earlier relative to the onset
of the third vowel when there was an intonational phrase
boundary. In other words, nasalization carried over from one
word to the next in the Nblg and Vblg contexts as long as

there was no intervening intonational phrase boundary. There
were no data at word and syllable boundaries in the Vblg and
Vptk contexts, as shown in Fig. 5. This was because the
nasal contour remained flat in these conditions, as shown in
Table I; therefore no nasalization was observed.

Due to a significant two-way interaction between con-
text and boundary on duration of nasalization for initial stops
and the vowel in the postboundary position �Table IV�, the
data were further divided into four sets according to con-
texts. The results of the one-way repeated ANOVAs �bound-
ary� show a significant effect of boundary in the Nblg, Nptk,
and Vptk contexts. The only consistent ranking observed was
that the nasalization was shortest when an intonational
phrase boundary separated words �Table V�.

To sum up, as shown in Fig. 5, in the Vptk context there

FIG. 5. Box plots for latency between the offset of nasal airflow �Off� and the onset of the third vowel �V3On� produced by three speakers, in four contexts
�Nblg: the final nasal followed by the initial voiced stop, Nptk: the final nasal followed by the initial voiceless stop, Vblg: the final vowel followed by the
initial voiced stop, and Vptk: the final vowel followed by the initial voiceless stop� across three boundaries �IP: intonation phrase, WD: word, and SYL:
syllable boundaries�. The means are indicated by the lines in the middle of the boxes, standard deviations are indicated by the frame of boxes, and the 10%
and 90% data ranges are indicated by the whiskers.
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was no nasalization. In the Vblg context, the nasality termi-
nated after the IP boundary. In the Nptk context, the nasality
was terminated before or during postboundary initial voice-
less stops. In the Nblg context, the nasalization process
spread from the final nasal across the boundary into the post-
boundary initial voiced stop and vowel. Moreover, the nasal
airflow was terminated earlier across an IP boundary than
across other boundaries.

F. Vowel length

The results of a three-way repeated ANOVAs �speaker
�context�boundary� found that there was a significant
two-way interaction between context and boundary on the
length of the postboundary vowel /a/ �V3Dur �4d�� �Table
IV�. Therefore, the durations of the third vowel /a/ were di-
vided according to context: Nblg, Nptk, Vblg, and Vptk. The
results of the four one-way repeated ANOVAs �boundary�
and the Duncan tests revealed that the duration of the post-
boundary vowel was consistently the longest after a word
boundary in all contexts �Table V�. In other words, the long-
est postboundary vowel duration was observed after word
boundary.

IV. DISCUSSION

A. Nasality and boundary type

This study addresses two research questions, namely �1�
the effect of boundary on nasality, and �2� the effect of
boundary on cross-boundary nasalization. The effect of
boundary on nasality was revealed through patterns of nasal
contours, the duration of the first nasal plateau, the duration
of nasal airflow, and the measurement of nasal temporal la-
tency and nasal amplitudes at the onset of nasal airflow, the
start and the end of the first nasal plateau, and the offset of
nasal airflow. The effect of boundary on nasalization was
revealed by the duration of nasalization on initial stop and
following vowel combinations in postboundary syllables.

It was found that boundary influences the pattern of na-
sal contour. For example, nasal patterns with a first nasal rise
followed by a nasal inhalation and a second nasal rise can
only be observed at an intonational phrase boundary,
whereas nasal contours with one nasal rise were observed at
word and syllable boundaries in the Nblg and Nptk contexts.
Flat nasal contours were found at word and syllable bound-
aries in the Vblg and Vptk contexts.

In order to capture the differences in patterns of nasal
contour, various measures, including �1� magnitude differ-
ences and �2� temporal aspects of nasal airflow, were inves-
tigated. Although there were significant effects of boundary
on overall nasal contours, neither the nasal amplitudes at the
start �1On� or the nasal amplitudes at the end �1Off� of the
first nasal rise varied consistently according to boundary type
in the Nblg and Nptk contexts. Regardless of the lack of a
consistent pattern in the magnitude of nasal airflow, the du-
ration of the first nasal plateau �NasPlDur� and nasal duration
�NasDur� varied consistently according to boundary type in
the Nblg and Nptk contexts: intonational phrase�word
�syllable. It was observed that the stronger the prosodic
boundary, the longer was the nasal duration and the duration

of the first nasal plateau in both the Nptk and Nblg contexts.
It should be noted that the durations of the first nasal plateau
and nasal airflow at word and syllable boundary tend to be
grouped together in the current study. It is actually a com-
mon finding in articulatory prosody studies that word and
syllable boundaries are not distinguished. Future studies are
necessary to further explore this issue.

With reference to the first research question identified
earlier regarding the influence of prosodic boundary on na-
sality, it can be said that although there were no consistent
patterns in the magnitude of nasalization at the onset and
offset of the first nasal plateau, due to the different amplitude
ranges used by different speakers, each speaker realized
boundary strength differences in the same direction �Fig. 2�.
In addition, there was an effect of boundary strength on the
overall nasal trace for individual speakers �Table II�. More-
over, there were consistent patterns in the temporal domain
that varied in relation to boundary type. These included the
duration of nasal airflow and duration of the first nasal pla-
teau.

Taiwanese is not the only language where prosodic in-
fluences on articulation are more prominent on temporal pat-
terns than on spatial magnitude patterns. For example, Byrd
et al. �2000� in a study of the jaw, lip, and lingual move-
ments of �n#m� and �m#n� across the word and phrasal
boundaries in Tamil, discovered little effect of phrasal posi-
tion on the spatial domain, but did find a significant effect of
phrasal position on timing and duration. In the current study
boundaries influence the pattern of nasal contour and nasal
temporal, but not nasal magnitude, parameters in Taiwanese.

The lack of consistent variations in nasal magnitudes at
the onset and offset of the nasal plateau across speakers may
be random variability, due to the fact that once the velopha-
ryngeal port is open, it is difficult to control airflow magni-
tude in a sufficiently variable manner, especially if respira-
tory effort remains fairly constant. Thus, nasal magnitudes
do not vary according to boundary type. Alternatively, it is
suggested that there may be several patterns of boundary
effects on nasal magnitudes that speakers can choose from;
thus, no consistent rankings of boundary type can be ob-
served. To fully reveal the patterns of nasal magnitudes that
speakers can use, in further prosodic articulatory studies,
more subjects are needed in order to find out how many
patterns of variations actually exist.

Although the results of this study indicate that nasal
magnitude does not vary according to boundary type in the
Nblg and Nptk contexts, the variation in the duration of nasal
airflow in relation to hierarchical boundary strength suggests
that speakers may use temporal cues to signal boundary
types. In fact, a study which did not use speech signals as
stimuli found that for two tones played with the same fre-
quency but with differing lengths, the thresholds for longer
signals were lower in dB than for short signals �Watson and
Gengel, 1969; Yost, 2000�. In other words, the longer signals
required less intensity to be perceived, whereas the shorter
signals required higher intensity. Thus, the duration of a
sound can influence its perceptibility. Furthermore, Ha et al.
�2004� found that the mildly hypernasal speech of children
with a cleft palate showed longer temporal characteristics of
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a nasal onset interval, nasal offset interval, and total nasal-
ization duration, than did children of the same age without
cleft palates. In other words, the longer nasal temporal char-
acteristics may contribute to the perception of hypernasality.
This evidence suggests that nasal duration affects the degree
of perceived nasality. Further perceptual studies are neces-
sary to explore the relationship between nasal duration and
nasality as perceived at different boundary types.

B. Cross-boundary nasalization and boundary type

With reference to the second research question regarding
the effect of boundary on cross-boundary nasalization, this
study has found that cross-boundary nasalization terminates
earlier when it occurs across an intonational phrase bound-
ary. This pattern supports Cho’s hypothesis �2004� which
states that the stronger the prosodic boundary, the more re-
sistance there is to cross-boundary coarticulation. Further-
more, as articulatory gestures become more canonical, as
when around a stronger boundary, the gesture is less likely to
coarticulate with the neighboring segments. Both the hierar-
chical influence of boundary on domain-edge strengthening
and the effect of intervening boundary on cross-boundary
coarticulation find support in this paper.

When considering context, it was found that nasal air-
flow ceases before the end of words closed with a voiceless
stop �Nptk context�, but continues after a word boundary in
words closed with a voiced stop �Nblg context�. In other
words, nasalization can cross over voiced consonants. It is
proposed that there are speech aerodynamic reasons behind
the different nasalization patterns observed in Nptk and Nblg
contexts. First, from the point of building up intraoral air
pressure, complete vocal-tract closure involving the oral cav-
ity and the velopharyngeal port is necessary for voiceless
stops to develop and maintain the required intraoral air pres-
sure between the oral cavity and the atmosphere. Second, in
reference to the maintenance of voicing, the opening of the
velopharyngeal port during the production of voiced stops
helps to release the supralaryngeal pressure, which must be
lower than the sublaryngeal pressure, in order for pulmonic
air to flow through the glottis and to cause the vocal folds to
vibrate �Ohala and Riodan 1979�. Thus, for aerodynamic rea-
sons, the closure of the velopharyngeal port leads to the ces-
sation of nasality during voiceless stops, and the opening of
the velopharyngeal port leads to nasalization during voiced
stops.

C. Idiosyncratic and gradient hierarchical boundary
markers

In addition to the prosodic and hierarchical influence of
boundaries on patterns of nasal contours and nasal temporal
parameters �i.e., duration of the first nasal plateau �R1PlDur�
and duration of the nasal airflow �NasDur��, there are acous-
tic markers uniquely associated with each boundary type that
facilitate boundary identification. For example, an intona-
tional phrase boundary can be marked by nasal inhalation
and a second nasal rise, the longest duration of a first nasal
plateau and duration of nasal airflow, or the shortest duration
of postboundary stops and vowel nasalization �CVNasDur�,

whereas a syllable boundary is marked by the shortest dura-
tion of nasal temporal parameters, such as duration of the
first nasal plateau and duration of nasal airflow. As for a
word boundary, it is marked by the longest duration of the
postboundary vowel �V3Dur�. In fact, this same effect was
also discovered in Pan’s �in press� study on the initial lexical
tone after a word boundary. As there are two types of word
boundaries in Taiwanese, it is proposed that the longest post-
boundary vowel duration marks a word boundary that does
not coincide with a tone group boundary, whereas the surface
of juncture tone in a preboundary vowel marks a word
boundary that coincides with a tone group boundary. Future
studies are necessary to further explore this issue.

Not all articulatory or acoustical cues contribute equally
to perception. Wightman et al. �1992� in a perceptual study
of the boundary effect on final lengthening found that the
lengthening of the rhyme of the syllables preceding bound-
aries can be used perceptually to distinguish at least four
types of boundaries. They asked subjects to assign seven
levels of break indices to a read speech corpus. The results
showed that different boundaries were distinguished by dif-
ferent sets of durational cues including the coda consonants,
the vowel nucleus, all segments between the final stressed
vowel and the final vowel, and the final stressed vowel of
preboundary syllables. Moreover, the perception of certain
boundaries relied more on the duration of coda consonants
and vowel nuclei, whereas the perception of other boundary
types relied more on the duration of the final stressed vowels.
In the present study, different types of boundaries have been
distinguished hierarchically not only by nasal temporal cues,
but also by unique phonetic markers, such as patterns of the
nasal contour and the duration of the postboundary vowel.

From a perceptual point of view, further perceptual ex-
periments which analyze the perceptual salience of patterns
of nasal contour, hierarchical nasal temporal cues, and idio-
syncratic boundary markers can shed light on cues that lis-
teners use to distinguish boundary types. As the influence of
language-specific phonemic categorization has been demon-
strated to influence the perception of nasality and cross-
boundary nasalization �Beddor and Strange, 1982; Beddor
and Krakow, 1999�, it is necessary to conduct cross-linguistic
perceptual studies to enhance our understanding of domain-
edge nasality strengthening and cross-boundary nasalization.

V. CONCLUSIONS

The present study reveals how boundary type influences
the pattern of nasal contours and the temporal aspects of both
acoustic and nasal airflow data in Taiwanese. In addition to
the hierarchical ranking of boundary type on nasal temporal
parameters, each boundary type is associated with specific
phonetic markings that facilitate the identification of bound-
ary. Finally, with a view to future work in this area, it would
be interesting to expand the scope of prosodic articulatory
studies on nasality into the area of speech pathology and to
explore the effect of boundary on nasality and nasalization
produced by subjects who exhibit hypernasal speech.
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vowels and vowel sequences
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Vocal tract shaping patterns based on articulatory fleshpoint data from four speakers in the
University of Wisconsin x-ray microbeam �XRMB� database �J. Westbury, UW-Madison, �1994��
were determined with a principal component analysis �PCA�. Midsagittal cross-distance functions
representative of approximately the front 6 cm of the oral cavity for each of 11 vowels and vowel–
vowel �VV� sequences were obtained from the pellet positions and the hard palate profile for the
four speakers. A PCA was independently performed on each speaker’s set of cross-distance
functions representing static vowels only, and again with time-dependent cross-distance functions
representing vowels and VV sequences. In all cases, results indicated that the first two orthogonal
components �referred to as modes� accounted for more than 97% of the variance in each speaker’s
set of cross-distance functions. In addition, the shape of each mode was shown to be similar across
the speakers suggesting that the modes represent common patterns of vocal tract deformation. Plots
of the resulting time-dependent coefficient records showed that the four speakers activated each
mode similarly during production of the vowel sequences. Finally, a procedure was described for
using the time-dependent mode coefficients obtained from the XRMB data as input for an area
function model of the vocal tract. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2730621�
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I. INTRODUCTION

The structure of the vocal tract and the acoustic charac-
teristics produced by it are well known to be speaker-
dependent. There seem to exist, however, vocal tract shaping
patterns for vowel production that are common across speak-
ers. The purpose of this study was to determine whether
these common shapes could be revealed from spatially
sparse articulatory fleshpoint data of the oral portion of the
vocal tract and, if so, to exploit this commonality in order to
develop a means by which time-dependent changes of the
vocal tract shape can be realistically simulated with an area
function model.

The use of factor analysis for determining displacement
patterns of the midsagittal tongue shape was established by
Harshman et al. �1977�. They found that only two factors
�patterns� accounted for a large amount of the variance in the
tongue shape during vowel production. When appropriately
weighted and superimposed on the mean shape, these two
factors could be used to reconstruct the configuration of the
tongue for ten English vowels. At nearly the same time Shi-
rai and Honda �1977� demonstrated that the tongue configu-
ration could be described by two empirically determined dis-
placement patterns. Subsequent studies of tongue shape
using either factor or principal component analyses have
similarly concluded that two shaping patterns can generally
describe the midsagittal tongue shape during vowel produc-
tion in various languages �Johnson et al., 1993; Nix et al.,
1996; Hoole, 1999; Zheng et al., 2003; Iskarous, 2005�. In

each study, the shaping patterns more or less conform to the
view that one pattern captures the forward and upward
movement of the tongue, while a second pattern describes
upward and backward motion.

Similar analyses of vocal tract area functions have indi-
cated that the shape of the airspace, extending from glottis to
lips, can also be efficiently described by only a few canonical
patterns. Story �2005b� showed that sets of 11 vowel area
functions from six speakers could each be represented by
two principal components, referred to as modes,1 and a mean
area function. The shape of each mode was highly correlated
across the six speakers, whereas the mean area functions
tended to be more speaker-specific. These results were simi-
lar to the earlier findings of Story and Titze �1998� for ten
vowel area functions of one speaker. As an example, two
modes, based on the ten vowel area functions of Story et al.
�1996�, are shown in Fig. 1 �note that the origin is assumed
to be at the lips, hence, the negative numbers on the x axis
indicate a leftward direction�. When superimposed on the
mean area function with a positive weighting coefficient, the
first mode �1 would have the effect of expanding the oral
cavity portion of the vocal tract while constricting the phar-
ynx; a negative coefficient would have the opposite effect.
The region near lips, however, would be left nearly un-
changed by either a positive or negative coefficient. This
suggests that a large negative weighting on �1 may produce
a vocal tract shape representative of an �i�, whereas a posi-
tive weighting would produce a shape similar to an �Å� �i.e.,
an expanded oral cavity but relatively small opening at the
lips�. A positively weighted second mode �2 would impose
expansions in the lip and midtract regions, and constrictionsa�Electronic mail: bstory@u.arizona.edu
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from 1 to 5 cm posterior to the lips and just above the glot-
tis. This roughly produces an �æ�-like vowel, whereas a
negative weighting would approximate more of an �o�-like
vowel.

Recently, Mokhtari et al. �2007� have performed a prin-
cipal component analysis on area functions of the Japanese
vowels �i,e,Ä,o,%� obtained with MRI from one male
speaker. They found that the first two components accounted
for over 97% of the variance in the five-vowel set, and their
spatial variation along the vocal tract length was remarkably
similar to those shown in Fig. 1 �and in Story, 2005b� that
were derived from American English vowels. A second prin-
cipal component analysis was performed on the original five
“still” vowels, but augmented with a set of 35 area functions
obtained with a three-dimensional �3D� cine-MRI technique
over the time course of the vowel transition utterance
�Äi%eo�. Although the variance accounted for by each com-
ponent was slightly different, their shapes were essentially
the same as in the PCA of the five-vowel set, indicating a
robust existence of the component shapes over time.

The modes �or factors, components, etc.� are, in a strict
sense, statistical constructs that explain certain levels of vari-
ance in collections of articulatory postures and reduce the
dimensionality of the original data set. Whereas a significant
compression of data may be reason enough to utilize a tech-
nique such as PCA, there is no a priori reason to expect that
the resulting basis functions would reveal information that
could be interpreted specifically as articulatory or phonetic in
nature. Nonetheless, the particular shapes of the modes, com-
ponents, and factors reported in a succession of studies all
seem to describe essentially the same type of basic tongue
and vocal tract shaping patterns for vowels, as described pre-
viously. Although such common patterns could potentially be
interpreted as an artifact of the particular statistical methods
applied to similar types of data �i.e., articulatory data for
vowel production�, such cross-speaker and cross-linguistic
commonalities have led to the suggestion that these patterns
may capture some surface aspects of underlying muscle syn-
ergies and biomechanical constraints utilized during speech
production �e.g., Kelso et al., 1986; Fowler and Saltzman,
1993; Maeda, 1991; Hoole, 1999; Perrier et al., 2000; Story
2005a�. Limited physiological evidence supporting this view
has been reported by Maeda and Honda �1994�, but certainly
further studies are needed to establish whether a relation be-

tween the planning and execution of speech production
movements and the kinematic patterns described by the
mode shapes actually exists. In the least, however, it is well
established that a mode-based model of the area function
allows for an efficient representation of a wide variety of
realistic vocal tract shapes and provides a means by which to
investigate the relation between the area function and result-
ing acoustic characteristics.

The shaping patterns provided by a set of modes are
ultimately of most use if they can parsimoniously explain the
time-dependent changes that occur in the vocal tract during
continuous �connected� speech. Their time dependence may
then be interpreted as a type of “activation signal” of a par-
ticular synergy of various portions of vocal tract. There is
some evidence that this may be the case. Maeda �1991� dem-
onstrated that the time-dependent weighting of statistically
derived articulatory parameters �similar to factors but guided
a priori with respect to individual articulators�, could pro-
duce realistic vocal tract shapes. Later, Bouabana and Maeda
�1998� used a novel multipulse Linear Prediction Coding
�LPC� technique for determining the temporal variation of
their statistical patterns. Iskarous �2005� has also recently
shown that a weighted combination of two tongue shaping
patterns provides a reasonable description of tongue configu-
ration over the time course of articulatory transitions.

From the perspective of the area function representation
of the vocal tract, the mode shapes shown previously in Fig.
1, as well as those for the six speakers in Story �2005b�, have
been used as the basis for generating one-to-one �or nearly
so� mappings between the first two formant frequencies and
the weighting coefficients of the modes. Shown in Fig. 2�a�
is an 80�80 grid of weighting coefficients for the modes in
Fig. 1. Any point within this grid can be used to generate an
area function according to,

V�x� =
�

4
���x� + q1�1�x� + q2�2�x��2, �1�

where x is, in this case, the distance from the lips, ��x� is the
mean diameter function, �1�x� and �2�x� are the modes, and
q1 and q2 are the weighting coefficients. Since the principal
component analysis was performed on the equivalent diam-
eters of each cross-sectional area within the area function
sets, the squaring operation and scaling by � /4 are needed to

FIG. 1. Modes and mean area function
determined from a ten-vowel set of
area functions for an adult male �from
Story et al. �1996�� shown as a func-
tion of the distance from the lips; A
negative sign is used because of the
leftward orientation of the glottis to
the lips. �a� Modes �1 �solid line� and
�2; the vertical lines denote points at
which the modes intersect in the front
half of the vocal tract; and �b� mean
area function.
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convert diameter to area. F1 and F2 formant frequencies cal-
culated for each area function defined by the 6400 points in
Fig. 2�a� are plotted as a grid in Fig. 2�b�. With the exception
of the upper left corner, there is only one formant pair in Fig.
2�b� associated with each coefficient pair in Fig. 2�a�. The
acoustic effect of each mode in isolation �i.e., when q1 or q2

is equal to zero� is indicated by the solid dark line ��1� and
dashed line ��2�. Both these individual mode lines and the
grids show that the coefficient space is warped as it is trans-
formed into the formant space by the nonlinear relation be-
tween the area function and acoustic resonances, but a nearly
one-to-one relation between them is maintained.

It is noted that this approach to parametrizing the vocal
tract area function shares some similarities with the methods
reported by Schroeder �1967�. Based on purely acoustic con-
siderations of perturbing the shape of a uniform tube �closed
at one end�, both authors showed that the area function could
be represented as the sum of a Fourier series, which serves as
the basis function set, and a constant area from glottis to lips.
In both studies, the many-to-one nature of the mapping be-
tween formant frequencies and the area function was appar-
ent when both even and odd terms of the Fourier series were
used, i.e., since the even terms are related to the zeros in the
spectrum, they do not change the formant frequencies �poles�
but do alter the shape of the area function. In comparison, the
mode-based representation given by Eq. �1� also generates an
area function as the sum of a constant tract shape, ��x�, with
the sum of a set of scaled basis functions, q1�1�x�+q2�2�x�.
The difference is that the constant tract shape is nonuniform

along the length of the vocal tract and the basis functions are
the empirically based modes. The relation between the two
mode coefficients �or more precisely, the area functions gen-
erated by them� and the first two formant frequencies is lim-
ited to being essentially one-to-one because of the natural
constraints that are imposed when extracting the modes from
an empirically based set of area functions. Thus, a Fourier
series representation of the area function can be considered
to be based on the theoretically derived acoustical possibili-
ties of deforming a uniform tube, whereas Eq. �1� is based on
the empirically derived kinematic possibilities of deforming
the neutral vocal tract shape. Theoretical acoustic studies of a
nonuniform, but neutral, vocal tract shape may eventually be
able to bridge these two representations, perhaps by deter-
mining an acoustic origin for the mode shapes.

The mapping shown in Fig. 2 has served as a means by
which time-dependent weighting coefficients for each mode
may be obtained from time-varying formant frequencies
�Story and Titze, 1998, 2002�. As an example, the triangle
superimposed on the formant space in Fig. 2�b� is a hypo-
thetical trajectory for the vowel transition �iÄui�. The corre-
sponding coefficient trajectory is shown as the solid line su-
perimposed on the coefficient space in Fig. 2�a�. Note that
some curvature is imposed on each leg of the triangle as it is
transformed from the formant to coefficient space. The coef-
ficient trajectory is shown alternatively in Fig. 3�a� as two
functions of time, q1�t� and q2�t�; the vertical lines indicate

FIG. 2. Mapping between the mode
coefficients �q1 and q2� in �a� and for-
mant frequencies �the F1 and F2� in
�b�. The dark solid line and the dashed
line in �a� indicate the range of coeffi-
cient values for each of the two
modes, respectively; the �F1,F2� pairs
produced by the coefficients �via an
area function� along each line are
shown in �b� by the same line styles.
The curved light lines in the left plot
are the coefficient variations that cor-
respond to the triangular, hypothetical
�F1,F2� trajectory for �iÄui� shown on
the right.

FIG. 3. �a� Time-dependent mode co-
efficients for �iÄui�. �b� Time-
dependent area function generated by
the coefficients in �a� and a time-
dependent version of Eq. �1�.
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the points in time that correspond to the corners of the tri-
angle. The q1�t� and q2�t� can then be used as input “signals”
in a time-dependent version of Eq. �1� �Story, 2005a�, which
will produce an area function that varies continuously over
the time course of the utterance. The resulting time-varying
area function is shown in Fig. 3�b�.

The representation of the area function by linear combi-
nations of modes has been shown to be a useful approach for
modeling and studying the change in vocal tract shape over
the time course of speech utterances �Story, 2005a�. The
coefficient-to-formant mapping has also proved to be an ef-
fective technique for transforming formant frequency data to
time-varying area functions. There still remains a question,
however, as to whether the area function perturbations de-
rived via the mapping are representative of actual vocal tract
shape changes produced by a real speaker. The answer to this
question would ideally be explored by comparing the time-
varying area function determined with the mapping �e.g.,
Fig. 2� to that obtained with 3D time-dependent MRI, similar
to that used by Mokhtari et al. �2007�. There are, however,
much larger amounts of articulatory flesh-point data in exis-
tence that can potentially be a source of information about
the time dependence of articulatory modes.

In the present study, a principal component analysis
�PCA� was applied to data from the University of Wiscon-
sin’s x-ray microbeam �XRMB� database �Westbury, 1994�.
Coordinates of the XRMB fleshpoint pellets, along with the
outline of the hard palate, were used to approximate the
shape of the vocal tract in terms of a midsagittal cross-
distance function, extending posteriorly from the lips to ap-
proximately the soft palate. Although cross-sectional area is
the acoustically relevant quantity for defining the vocal tract
shape, a transformation from cross distance to area tends to
be speaker dependent �Sundberg et al., 1987; Baer et al.,
1991�. Without information concerning such a transforma-
tion for each speaker in the XRMB database, and having
only fleshpoint data �as opposed to a midsagittal x-ray pro-
jection�, conversion from distance to area would likely im-
pose a high degree of error. Furthermore, in previous studies
�e.g., Story and Titze, 1998; Story, 2005b; Mokhtari et
al.2007�, the PCA was performed on the square root of the
area �or equivalent diameter�, a quantity that is dimension-
ally similar to the cross distance. Another potential limitation
is that since the placement of the pellets was limited to the
oral cavity, the cross-distance functions, as well as the sub-
sequent “modes” determined with the PCA, strictly describe
only the oral portion of the vocal tract. If, however, the
shapes of the modes within the oral cavity exhibit features
similar to those derived from whole-tract area functions �e.g.,
Fig. 1�, it may be speculated that the pharyngeal �missing�
part of the XRMB-based modes would be similar to the pha-
ryngeal portion of the whole-tract modes.

The specific aims were �1� to determine and compare
mode shapes for four speakers based on 11 vowels each, and
again when vowel-to-vowel sequences were included; �2� to
compare the mode coefficients determined over the time
course of vowel–vowel sequences across speakers; and �3� to
demonstrate the use of time-varying coefficients extracted
from XRMB data as input signals for an area function model

of the vocal tract. The method, results, and some discussion
for each aim are presented in separate, consecutive sections.

II. MODES FOR FOUR SPEAKERS

The initial goal of this part of the study was to develop
a method for extracting a midsagittal representation of the
oral portion of the vocal tract airspace from XRMB data.
This method was applied to data of isolated vowels and
vowel–vowel sequences produced by four speakers. The col-
lections of midsagittal cross-distance functions were then in-
dividually subjected to a principal component analysis in or-
der to derive mode shapes and corresponding mode
coefficients for each speaker.

A. Speakers and speaking tasks

The four speakers chosen from the XRMB database are
listed in Table I. Although chosen somewhat arbitrarily, these
speakers were included because �1� their data contained no
mistracked pellets and �2� three of the speakers �JW56,
JW12, JW61� produced vowel-to-vowel sequences that were
not specified in the original protocol, and thus, inadvertently
generated additional information concerning the vocal tract
shape that was not available in other speakers’ data.

For each speaker, the XRMB data chosen for analysis
consisted of 11 vowels spoken in isolation. These were tar-
geted to be / i ( e � æ # Ä Å o * u /. A series of vowel–vowel
�VV� sequences was also analyzed. The XRMB protocol
specified these to be /iu/, /iÄ/, /uÄ/, /Äu/, /Äi/, and /ui/, but
JW56 mistakenly produced �oÄ� in addition to the other six
VVs, JW12 substituted �ue� in place of /uÄ/, and JW61 pro-
duced �iui� instead of the target /ui/. Although many other
instances of vowels and VVs embedded within connected
speech �i.e., words, sentences, etc.� could also be included in
the present analysis, it was decided that the influence of a
consonant environment should be avoided at this point to
facilitate the most direct comparison to previous vowel-
based analyses of area function data.

B. Cross-distance functions from XRMB data

The XRMB data consist of time-dependent displace-
ments of pellets attached to the tongue, jaw, and lips, where
the sampling interval is 6.866 ms. As an example, the posi-
tions of the pellets on the tongue �T1–T4�, incisor �MNi�,
lower lip �LL�, and upper lip �UL� are shown in Fig. 4�a� for
a specific time frame representative of JW26’s �(� vowel.
Also shown is the palatal outline and an approximation of
the posterior pharyngeal wall for this speaker.2 To extract a
representation of the vocal tract shape, a method was devel-

TABLE I. Speakers from the XRMB database chosen for this study. All
were native speakers of American English.

Speaker Sex Age �years� Dialect base

JW26 F 24 Verona, WI
JW56 F 22.3 Edina, MN
JW12 M 21.1 Marinette, WI
JW61 M 20.4 Middleton, WI
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oped by which a midsagittal cross-distance function can be
determined from a two-dimensional vocal tract profile for
any time frame of data produced by a given speaker.

Although the tongue pellets �T1–T4� provide a reason-
able approximation of the inferior air–tissue boundary, the
placement of the mandibular �MNi� pellet at the buccal sur-
face of the central incisor and the lip pellets on the vermil-
lion border do not. Hence, the first step in the process was to
generate four phantom pellet locations, from the actual pellet
and palatal outline data, that reasonably approximated the
airspace boundaries. These phantom points are shown as the
open circles in Fig. 4�a�. The two most anterior points are
determined by a correction function applied to the upper and
lower lip pellet positions such that they would be brought
into contact during production of a bilabial consonant. The
Euclidean distance between points UL and LL during the �m�
of �.mÄ� �from a VCV speaking task� was used to define a
correction factor. Using the slope and y intercept calculated
from the UL and LL coordinates, the lip phantom points
were found by moving downward and upward, respectively,
by one-half the correction factor along a line between UL
and LL. The mean of the coordinate values of the upper lip
phantom point and the most anterior point on the palatal
outline were used to generate the upper, posterior phantom
pellet. The lower, posterior phantom point was determined
by adding one-half the distance measured between pellet
MNi and the tip of the lower incisor to the y component of
MNi. Defining this last point was the most problematic be-

cause so little information exists in the XRMB data to de-
scribe the shape of the vocal tract between the T1 pellet and
the lips. Other possibilities that were considered included
using MNi without any correction factor, correcting MNi
with the full distance to the tip of the lower incisor, or elimi-
nating the influence of MNi completely. Based on visual in-
spection, each method appeared to capture a reasonable tract
shape for some, but not all, vowels. Thus, the particular
choice is a compromise that could be used for a wide range
of vocal tract shapes.

The next step was to estimate the superior and inferior
boundaries of the vocal tract. The inferior boundary was gen-
erated by a piecewise cubic interpolation �Fritsch and Carl-
son �1980�, specifically the “pchip” algorithm available in
MATLAB �Mathworks, 2006�� fit through the four points on
the tongue �T1–T4� and the two lower phantom points. In
contrast to a cubic spline, this type of interpolation reduces
the possibility of overshoot and oscillation; hence, the curve
is prevented from assuming unnatural or impossible shapes
such as passing through the hard palate. The superior vocal
tract boundary was similarly generated by interpolating
through all of the points comprising the palatal outline and
the two superior phantom points; this boundary was also
extended linearly from the most posterior palatal outline
point to the superior point of the pharyngeal wall approxi-
mation. Both boundaries are shown as thin solid lines in Fig.
4�a�.

The final step consisted of measuring the distance from

FIG. 4. Demonstration of determining
a cross-distance function from XRMB
data. �a� Sagittal view of a time frame
representative of JW26’s �(� vowel. A
superior and inferior vocal tract
boundary are generated based on the
tongue points �T1–T4�, palatal outline,
pharyngeal wall, and four “phantom”
points �open circles� related to the
mandible and lips. �b�Bisection
method of determining initial center-
line points and cross distances. �c� Re-
sult of multiple iterations of the bisec-
tion technique. The lines extending
across the vocal tract are perpendicu-
lar to the centerline and comprise the
cross-distance measurements. �d�
Cross-distance function.

3774 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Brad H. Story: Vocal tract modes



the inferior to superior boundaries at consecutive points
along the centerline of vocal tract. The centerline was deter-
mined with an iterative bisection technique �e.g., Hoffman et
al., 1992� that is initiated with two seed points as shown in
Fig. 4�b�. The midpoint, B, between the two lip phantom
points served as the anterior seed, while the midpoint, A,
between T4 and the most superior pharyngeal wall coordi-
nate was set to be the posterior seed. A line, AB, was then fit
between the two seed points and bisected with another line,
Lp, perpendicular to it. An approximate location of the inter-
section of Lp with the superior boundary was found by de-
tecting the zero-crossing point of a curve formed by their
difference. A more precise location of the intersection point
was calculated analytically by finding the roots of a first-
order polynomial where Lp and a linearized portion of the
superior boundary around the approximated intersection
were set equal to each other. The intersection point of Lp

with the inferior boundary was determined by the same pro-
cess. Next, the midpoint, C, of a line connecting the inferior
and superior intersection points was determined and the Eu-
clidean distance between these two points was calculated.
This produces a new point along the vocal tract centerline
and the midsagittal cross distance at that point. The entire
process is continued iteratively between each two known
consecutive points within the centerline until a desired num-
ber of iterations are completed as is shown in Fig. 4�c�. Typi-
cally for each frame, 33 centerline points3 are calculated;
however, any points located posterior to the palatal outline
�including the initial posterior seed point� are eliminated be-
cause a cross-distance measurement in this region is inaccu-
rate �i.e., there is no measured superior boundary in this re-
gion�. Hence, the actual number of measured cross distances
will generally be fewer than 33; for example, in Fig. 4�c�,
there are 25 cross distances shown. The cross-distance mea-
surements corresponding to the midsagittal view shown in
Fig. 4�c� are plotted as a function of the distance from the
lips4 in Fig. 4�d�. For purposes of applying the principal
component analysis described in the Section II D, each
“cross-distance function” was resampled with a cubic spline
so that it contained 33 elements separated by equal length
intervals.

This process can be performed over a sequence of con-
secutive XRMB time frames which results in a time-
dependent cross-distance function. Although the present
study is concerned primarily with vowels, an example is
shown in Fig. 5 for the sequence of cross-distance functions
measured for JW26’s production of �.mÄ� �the VCV utter-
ance from which the lip correction was derived�. The lips are
located at 0 cm on the x axis and the variation of the cross
distance extends posteriorly about 5.5 cm. The bilabial clo-
sure for the �m� can be seen at 0.14 s at which point the cross
distance becomes zero at the lips.

C. Formant frequency analysis and frame
identification

Each XRMB pellet coordinate file has an accompanying
audio signal. For the files containing both the isolated vowels
and VV sequences, this audio signal was read into the PRAAT

�Boersma and Weenink, 2006� software system and used to

identify sequences of time frames that specifically corre-
sponded to voiced vowel production �i.e., periods of time for
which formant frequencies could be measured�. Formant fre-
quencies were then estimated over the course of each time-
frame sequence with the formant analysis module of PRAAT,
which utilizes Burg’s method �as described by Anderson,
1978�. Depending on the particular speaker and vowel or VV
transition, formant analysis parameters were manually ad-
justed so that the formant contours of F1, F2, and F3 were
aligned with the centers of their respective formant bands in
a simultaneously displayed wide-band spectrogram. The
window size was set so that the time interval between con-
secutive formant values was identical to the sampling inter-
val of the pellet coordinates �6.866 ms�. All time-dependent
formant values were transferred to MATLAB matrix form in
order to be used in conjunction with the midsagittal cross-
distance algorithm described in Sec. II B.

D. Modes from cross-distance functions

Modes were calculated by subjecting a given set of
cross-distance functions, determined by the method de-
scribed in Sec. II B, to a principal component analysis simi-
lar to that described in Sec. I for vocal tract area functions.
For each of the four speakers’ XRMB data, modes were cal-
culated twice. In the first case, modes were calculated for
single time frames corresponding to the midpoint of the du-
ration of each of the 11 isolated vowels. These modes were
considered to be most comparable to those reported for MRI-
based area functions since they too were based on isolated
vowel productions. In the second case, modes were calcu-
lated for sets of cross-distance functions corresponding to
time-dependent portions �i.e., many time frames� of both iso-
lated vowels and VV sequences. Although all of the time
frames identified as “voiced” �i.e., Sec. II C� could poten-
tially be used in a PCA, consecutive frames over which there
was little acoustic change �e.g., 10–30 ms of sustained /i/
prior to a transition to an /Ä/� would include redundant infor-
mation that may bias the results. To avoid this possibility,
beginning and ending portions of the formant contours for

FIG. 5. Temporal variation of the cross-distance function measured over the
course of �.mÄ� spoken by JW26. Note the bilabial closure for �m� occurs at
0.14 s.
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each vowel and VV transition were trimmed so that what
remained were formant frequencies that varied from one
frame to the next by approximately 1 Hz/ms or more. Cross-
distance functions associated with these remaining time
frames were included in the subsequent analysis. It is noted
that, even though the vowels were produced in isolation,
there were changes in the formant frequencies over time.
Hence, they are considered to be time dependent as well as
the VV sequences.

In either case, modes were calculated for a particular
speaker by setting a collection of cross-distance vectors in
matrix form as D�i ,n�, where i is an index that indicates a
distance from the lips and n denotes a specific data frame. A
speaker’s D�i ,n� can be represented by a mean and variable
part,

D�i,n� = ��i� + ��i,n� , �2�

where ��i� is the mean cross-distance vector over D�i ,n�
and ��i ,n� is the variation superimposed on ��i� to produce
a specific cross-distance vector. The PCA was carried out by
calculating the eigenvectors of a covariance matrix formed
with ��i ,n�. This results in the following representation of
the original cross-distance matrix:

D�i,n� = ���i� + �
k=1

M

qk�n��k�i��, i,k = �1,M�, n

= �1,N� , �3�

where �k�i� are M-element �M =33� eigenvectors �modes�,
and qk�n� are weighting coefficients for each mode at a par-
ticular data frame n. N is the number of data frames consid-
ered in the analysis. For the vowel-only cases, N=11, but for
the time-dependent cases N=256,417,311,225 for JW26,
JW56, JW12, and JW61, respectively. It is also noted that
when vowels and VV sequences are both included in the
PCA, qk�n� represents time-dependent mode coefficients and
could be alternatively written as qk�t� where t= �n�
��0.006866� s.

E. Mode shapes

The two most significant modes calculated for each fe-
male speaker are shown in Figs. 6�a� and 6�b�, and the mean
cross-distance functions � are plotted in Figs. 6�c� and 6�d�.
In each plot, the thin lines �solid or dashed� are based on the
11 vowel set, whereas the thick lines are based on the time-
dependent vowels and VV sequences. The modes and mean
cross-distance functions for the male speakers, JW12 and
JW61, are similarly shown Fig. 7. For all four speakers, there

FIG. 6. Modes, �1 and �2, and mean
cross-distance functions, �, for female
speakers JW26 and JW56. The vertical
lines indicate points at which �1 and
�2 intersect; these are comparable to
vertical lines shown in Fig. 1�a�. �a� �1

and �2 for JW26, �b� �1 and �2 for
JW56, �c� � for JW26, and �d� � for
JW56.
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are only minor differences in the mode shapes calculated for
the 11 vowel set relative to those determined from the time-
dependent vowel and VV sets. For the mean cross-distance
functions, the shapes are nearly the same regardless of
whether they were based on the 11 vowel or time-dependent
set. For three of the four speakers, the 11 vowel mean main-
tains a slightly larger cross distance along the length of oral
cavity. This suggests that using a large number of data
frames tends to reduce the magnitude of the mean cross-
distance function perhaps because more centralized vocal
tract shapes are included in the PCA.

Although there are speaker-specific differences between
the modes of the four speakers, their effect on the vocal tract
shape in the oral cavity is similar. When superimposed on
their respective mean cross-distance functions, all speakers’

�1 would create an expansive effect with a positive weight-
ing coefficient and a constrictive effect when the coefficient
is negative. Also for all speakers, a positively weighted sec-
ond mode �2 would produce an expansion near the lips,
followed posteriorly by a constriction; opposite effects
would be produced by a negative weighting. For all but
JW26, �2 extends far enough in the posterior direction that
an additional zero crossing is revealed which would allow
for an expansive effect at distances −5 cm or more from the
lips.

In Table II are the percentages of variance accounted for
by each speaker’s modes. In all cases, the first mode �1

accounted for nearly 87% or more of the total variance,
whereas the second mode �2 accounted for as much as
15.9% in JW56’s 11-vowel set and as little as 6.9% for the

FIG. 7. Modes, �1 and �2, and mean
cross-distance functions, �, for male
speakers JW12 and JW61. The vertical
lines indicate points at which �1 and
�2 intersect; these are comparable to
vertical lines shown in Fig. 1�a�. �a� �1

and �2 for JW12, �b� �1 and �2 for
JW61, �c� � for JW12, and �d� � for
JW61.

TABLE II. Percentage of variance accounted for by each mode for four speakers. The “vowel” and “w/VV”
labels indicate the PCA based on 11 vowels only and the time-dependent case including VV sequences,
respectively. JW26 and JW56 are the female speakers and JW12 and JW61 are the males.

Mode

JW26 JW56 JW12 JW61

11 vowel w/VV 11 vowel w/VV 11 vowel w/VV 11 vowel w/VV

�1 86.9 89.8 83.1 87.7 90.2 90.6 88.7 88.0
�2 11.9 8.7 15.9 10.4 6.9 7.1 9.4 9.3

Total 98.8 98.5 99.0 98.1 97.1 97.7 98.1 97.3
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11-vowel set of JW12. The first and second modes combined
to account for 97% or more of the variance in the vocal tract
cross-distance function for vowel production in all cases. In
comparison to the modes calculated for area function sets in
Story and Titze �1998� and Story �2005b�, the variance ac-
counted for by �1 is about 20% higher in the present study,
whereas �2 accounts for approximately 10% less variance
than in those studies. Mokhtari et al. �2007�, however, re-
ported that the first two modes in their study accounted for
about 88% and 8.5% of the variance, respectively, which is
quite similar to those in Table II.

When the cross-distance functions in either the 11-vowel
static sets or the time-dependent sets are reconstructed by
using only two modes in Eq. �3� �i.e., k= �1,2��, there are
some differences relative to the original cross-distance func-
tions. To assess the magnitude of these differences, a corre-
lation coefficient and rms error value were calculated for
each frame of data in both the 11-vowel and time-dependent
VV sets. The mean values of these two measures over all
data frames are listed in Table III for each speaker. The mean
correlation coefficients range from 0.92 to 0.97, whereas the
rms error values range from 0.056 to 0.101 cm. Both mea-
sures indicate a reasonably good match regardless of speaker
and type of data set used.

With regard to their effect on vocal tract shape in the
oral cavity, the modes calculated for the four speakers are
similar to those obtained from the MRI-based area functions
previously shown in Fig. 1�a� �see also Story, 2005b; Mokh-
tari et al., 2007�. For comparison purposes; the vertical lines
in Figs. 1�a�, 6�a�, 6�b�, 7�a�, and 7�b� mark the points at
which �1 and �2 intersect each other in the oral cavity. The
exact locations of the intersection points will depend on the
vocal tract structure and speaking habits of a speaker. But for
these four cases the most anterior intersection point occurs
between 1 and 2 cm behind the lips. The second intersection
point occurs 5–6.2 cm posterior to the lips in Figs. 1�a�,
7�a�, and 7�b�, whereas for JW26 and JW56 �1 and �2 are
suggestive that, if data were available at more posterior lo-
cations, they would also intersect each other like those of
JW12 and JW61, perhaps between about 6 and 7 cm behind
the lips.

In Fig. 1�a� it can be observed that the most anterior
positive peak in �1 occurs about 1 cm farther from the lips
than the most anterior negative peak �or valley� in �2. A
similar difference is also apparent for the modes of JW56
�Fig. 6�b��, but is much smaller for the other three speakers.
This is consistent with Story �2005b� and Mokhtari et al.
�2007� where this portion of the �1 and �2 modes were typi-

cally offset by less than a centimeter. It would seem that such
an offset, or phase difference, would be desirable to prevent
positive weightings of each mode from canceling each other
in the oral cavity. Although the mode coefficients will be
discussed in more detail in subsequent sections, an example
is shown in Fig. 8 of reconstructions of three of JW26’s

TABLE III. Mean correlation coefficients �R̄� and rms error �Ē� of the original cross-distance functions relative
to those reconstructed with only two modes. The “vowel” and “w/VV” labels again indicate the PCA based on
11 vowels only and the time-dependent case including VV sequences, respectively.

J26 J56 J12 Jw61

11 vowel w/VV 11 vowel w/VV 11 vowel w/VV 11 vowel w/VV

R̄ 0.96 0.92 0.97 0.95 0.92 0.96 0.92 0.94

Ē �cm� 0.059 0.066 0.056 0.079 0.101 0.070 0.067 0.065

FIG. 8. Reconstructions of three vowels from JW26. The q1 and q2 coeffi-
cients used to reconstruct each cross-distance function are shown below the
plots. In each plot the thin solid line denotes the original cross-distance
function, the dashed thick line is the reconstruction with only one mode, and
the thick solid line is the reconstruction with two modes. �a� Vowel �i�, �b�
vowel �Å�, and �c� vowel �Ä�.
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vowels based on one and two modes, respectively �using Eq.
�3��. The �i� vowel �Fig. 8�a�� was reconstructed with mostly
the contribution of a large negative coefficient for �1, but the
small, positively valued �2 coefficient was needed to slightly
reduce the cross distance along a portion of tract length from
−2 to −5 cm and increase it near the lips. The cross-distance
function for �Å� �Fig. 8�b�� is almost completely recon-
structed by a contribution from only the �1 coefficient; the
difference between the one mode and two mode reconstruc-
tion is hardly visible in the plot. The �Ä� vowel �Fig. 8�c��
required nearly the same value of the �1 coefficient as for
�Å�, but additionally needed a fairly large positive value of
the �2 coefficient to reduce the cross distance along the
length from −2.5 to −5.5 cm, and increase it at the lips.
These reconstructions show that, even though the �1 and �2

would appear to cancel each other in the palatal region �when
both q1 and q2 are positive�, the magnitude of the coefficients
are scaled so that they efficiently contribute to producing the
original shape.

F. Mode weighting coefficients

1. Isolated vowels

The �1 and �2 weighting coefficients �q1 and q2� for the
static �single frame� 11 vowels of each of the four speakers

are plotted against each other in Figs. 9�a�, 10�a�, 11�a�, and
12�a�. In each plot, the solid horizontal line and the dashed
vertical line indicate the range of q1 and q2 values, respec-
tively. The coefficients determined for each target vowel are
plotted and labeled with IPA symbols. Although the location
of the coefficient pairs for each vowel is speaker dependent,
there is a general structure to the coefficient space that is
similar across speakers. For instance, the �q1 ,q2� coefficient
pairs for the vowels �i� and �e� are always in the upper left
quadrant �with the exception of JW26, ��� also resides in this
quadrant�, �æ� and �Ä� are in the upper right, �o� is in the
lower right, and �u� is in the lower left. Other vowels such as
�( # Å u� do shift quadrant affiliations depending on the
speaker.

The first and second formant frequencies that were mea-
sured for each vowel �one time frame/vowel� are plotted in
Figs. 9�b�, 10�b�, 11�b�, and 12�b�. To be comparable to Fig.
2, the solid and dashed lines shown in each plot are hypo-
thetical formant characteristics that may be produced by each
mode in isolation �labeled �1

h and �2
h�, and would correspond

to the solid and dashed lines shown in each speaker’s coef-
ficient space �see Figs. 9�a�, 10�a�, 11�a�, and 12�a��. These
were created manually by estimating a path through the for-
mant space whose proximity to the vowels was similar to

FIG. 9. Coefficient and formant
spaces for JW26 based on principal
component analysis and formant fre-
quency measurements. �a� �q1 ,q2�
space based on single data frames of
the isolated vowels, �b� �F1,F2� space
for isolated vowels, �c� �q1 ,q2� space
based on time-dependent vowels and
VV sequences, and �d� �F1,F2� space
corresponding to the vowels and VVs
in �c�. In �c� and �d� the time-
dependent vowels are represented as a
series of open circles whereas the VV
sequences are shown with solid dots
connected by lines. The IPA labels for
each VV are located, when practical,
near the beginning of the transition.
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that in the coefficient space. For example, in Fig. 9�b� the �1
h

line �solid� passes below �i� and �e�, above �(� and ���, and
then curves downward where it terminates slightly to the left
of �Å�. The path of this line is similar to the �1 line shown in
Fig. 2�b� which also begins slightly below the typical loca-
tion of an �i� vowel in the upper left corner, and then curves
downward and away from the �Ä� as it approaches the right
side of the �F1,F2� space. The hypothetical �1

h lines for the
other speakers in Figs. 10�b�, 11�b�, and 12�b� similarly pass
through the formant space of the vowels, although their
shape and the location of each formant pair is speaker de-
pendent, as were the coefficient pairs. In general, as the �1

weighting coefficient is varied from its most negative to
positive values, vocal tract shapes are generated along a con-
tinuum roughly from a high front vowel like �i� to a low-mid
back vowel such as �Å�. As Figs. 9�a�, 10�a�, 11�a�, and 12�a�
indicate, this means that an �Ä� vowel would be generated
with contributions from both modes as discussed in Sec. II E,
and that a coefficient trajectory extending from �i� to �Ä�
would necessarily have an upward tilt or curvature. This re-
sult is consistent with the mapping shown in Fig. 2, as well
as with the results reported by Story �2005b� where the larg-
est positive and negative coefficients for �1 were always
affiliated with �Å� and �i�, respectively. Accounting for a dif-

ference in the polarity of the modes, Mokhtari et al. �2007�
also reported that the coefficients for �Ä� were both large.

For each speaker, the �2 lines in the coefficient space
and the hypothetical �2

h lines in the formant space suggest
that the second mode influences the vocal tract shape along a
continuum from a low front vowel such as �æ� on the posi-
tive weighting side, to a mid or high back vowel, e.g., �o * u�
on the negative side. It is the negative coefficients for �2,
however, that are the most variable with regard to a specific
vowel affiliation. This again is consistent with the results in
Story �2005b� where the largest negative coefficient for �2

was, depending on the speaker, associated with �u�, �*�, and
�#�.

2. Time-dependent vowels and VV sequences

Shown in part �c� of Figs. 9–12 are the mode coefficients
based on the sets of cross-distance functions containing time-
varying portions of the 11 isolated vowels and the VV se-
quences. In each case, the axes have been set to be identical
to the coefficient space in part �a� of each figure. For many of
the isolated vowels, the coefficients form a short trajectory
indicating a continuous change in the vocal tract shape dur-
ing production of the vowel5 as determined during the for-

FIG. 10. Coefficient and formant
spaces for JW56 based on principal
component analysis and formant fre-
quency measurements. �a�–�d� The
same as in Fig. 9.
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mant analysis. Each of these trajectories is shown as a series
of open circles and is labeled with the IPA symbol appropri-
ate for the particular vowel target. Each VV trajectory is
indicated by a series of solid dots connected by a line, and
IPA symbols have been placed, when practical, near the be-
ginning of the trajectory. For example, in Fig. 9�c�, �Äu� is
the label for the trajectory that begins at �q1 ,q2�= �4,0.8� and
then extends downward and to the left. In comparison to part
�a� of Figs. 9–12, the coefficient trajectories for the isolated
vowels are located at slightly different absolute positions
within the �q1 ,q2� space, but their locations relative to each
other are nearly the same as for the PCA of the isolated
vowels based on single data frames. This result is not unex-
pected considering that the shape of the modes in both cases
was nearly the same for all four speakers.

In part �d� of Figs. 9–12 are the formant frequency tra-
jectories that correspond to each coefficient trajectory in part
�c�, and are labeled in the same manner. For example, the
�F1,F2� trajectory for �Äu� in Fig. 9�d�, which begins at about
�930,1470� Hz and then slopes downward and to the left
before terminating at �360,950� Hz, corresponds to the �Äu�
coefficient trajectory that was described in the previous para-
graph. Comparison of the �c� and �d� parts of Figs. 9–12 for

each speaker gives some indication of the relation that may
exist between the acoustic domain and the mode coefficient
domain. For all four speakers, the �iÄ�, �Äu�, and �ui� formant
trajectories, as well as their reverse-order counterparts �Äi�,
�iu�, and �uÄ�, form a triangle in the �F1, F2� space. The
coefficient trajectories that correspond to each leg of the for-
mant triangles also form somewhat of triangular shape, albeit
rotated and distorted. This is similar to the relation of the
�F1,F2� triangle shown previously in Fig. 2�b�, to the curved
coefficient trajectories in Fig. 2�a�, indicating that a similar
mapping may also exist for the four speakers in the present
study.

For JW26 �Fig. 9�, it can be observed that both the �iÄ�
and �Äi� coefficient trajectories traverse much of the q1

range, while q2 is nearly constant at a value of around 0.5
except near the “a” end of �Äi� where q2 rises to about 1.1;
note that a similar rise in q2 for an �a� is also present in Fig.
2�a�. Above each of these trajectories are those for the �e�
and �æ� vowels, and below them are �(� and ���. Similarly, in
the �F1,F2� plot �Fig. 9�d��, both �e� and �æ� are above �iÄ�
and �Äi� for at least part of their trajectories, whereas �(� and
��� are again below. Although these vowel trajectories appear
much closer to the VVs than in the coefficient space, the

FIG. 11. Coefficient and formant
spaces for JW12 based on principal
component analysis and formant fre-
quency measurements. �a�–�d�. The
same as in Fig. 9.
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mapping shown in Fig. 2 suggests that �F1,F2� pairs in this
portion of the formant space would be highly compressed
relative to their corresponding �q1 ,q2� pairs. It is also ob-
served that the isolated �Ä� vowel occupies a location in the
upper right part of the coefficient space �Fig. 9�c�� that ap-
pears quite distant from the “a” end points of the �Äi�, �iÄ�,
�Äu�, and �uÄ� trajectories. The location of �Ä� in the formant
space �Fig. 9�d��, however, is also distant from the end points
of the VV trajectories, primarily because of a higher F1.
Again referring to Fig. 2, it is noted that increasing F1 in this
region of the formant space would require an increase of
both the q1 and q2 coefficients, much like that observed for
this speaker. The other VV sequences and vowels also, more
or less, conform to the general structure of the mapping in
Fig. 2. For example, �Å� and �o� are located to the right of the
�uÄ� and �Äu� trajectories in the coefficient space and are
apparently mapped to a location below these same trajecto-
ries in the formant space due to the downward curvature of
the q1 continuum when transformed to formant frequencies.
In addition, the “u” end points of the �Äu�, �uÄ�, �ui�, and �iu�
trajectories, as well as the �u� and �u� vowels, are relatively
distant in the coefficient space but are brought together by
the upward curvature of �F1,F2� pairs in the lower part of the
formant space �i.e., vocal tract shapes defined by distant q1

coefficients and a large negative q2 would produce formant
pairs that are much closer to each other than if q2 were large
and positive.�

The coefficient plot for JW56 �Fig. 10�c�� indicates tra-
jectories with characteristics similar to the previous speaker.
That is, �iÄ� and �Äi� primarily traverse the q1 range, �Äu� and
�uÄ� are represented along diagonals of decreasing q1 and q2

or vice versa, and �ui� and �iu� are produced along diagonals
of decreasing q1 and increasing q2 or vice versa. Each of
these trajectories corresponds to an �F1,F2� trajectory in Fig.
10�d� that is a “leg” of a triangle in the vowel space. The
�q1 ,q2� coefficients for the �Ä� vowel are somewhat sepa-
rated from the end points of the nearest VV sequences, but
this distance is again maintained in the formant space. The
�æ� exhibits a fairly long trajectory above the �iÄ� and �Äi�
sequences which is also maintained and similarly located in
the formant space. The ��� trajectory, however, is located just
above these same VV sequences in the coefficient space but
appears just below them in the formant space. A unique fea-
ture of this speaker’s coefficient and formant plots is the
presence of the extra �oÄ� transition. In the coefficient space,
this trajectory begins at �q1 ,q2�= �3.1,−1.2�, moves almost
directly downward before changing course and moving up-

FIG. 12. Coefficient and formant
spaces for JW61 based on principal
component analysis and formant fre-
quency measurements. �a�–�d�. The
same as in Fig. 9.
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ward to �q1 ,q2�= �4.5,0.5�. The trajectory then makes a
sharp turn toward the center of the plot and terminates at
�q1 ,q2�= �2.1,0.2�. The corresponding �F1,F2� trajectory also
exhibits similar behavior when considered relative to the pre-
sumed nonlinear mapping between the coefficients and for-
mant pairs.

For JW12 �Fig. 11�, the �q1 ,q2� and �F1,F2� trajectories
are similar to those of the other speakers, however, because
this speaker is male the formant space is shifted downward
and to the left. The compression of the �F1,F2� pairs corre-
sponding to the upper part of the coefficient space is readily
apparent for the �iÄ, Äi, e, i, �, æ� trajectories. In particular,
the distance between the �iÄ� and �Äi� trajectories in the co-
efficient space �Fig. 11�c�� is almost completely eliminated in
the formant space �Fig. 11�d��. It can also be noted that,
unlike the previous two speakers, the coefficient trajectory
for �Ä� is located in close proximity to the nearest VV end
points, and this proximity is maintained in the formant space.
Unique to this speaker is the �ue� transition that begins near
�q1 ,q2�= �−0.5,−1� and traverses upward before terminating
at about �q1 ,q2�= �−2,1� which is directly below the isolated
vowel �e�. With the exception of the end portion, this transi-
tion consists almost entirely of an increase in q2 while q1 is
nearly constant at about −1.0. The corresponding �F1,F2�
trajectory moves from the “u” region of the formant space,
across the middle portion, and terminates just below, and to
the right of the trajectory for �e�. This is the only VV transi-
tion across all four speakers to possess these characteristics
and indicates that the q2 range, extending from negative to
positive values, does indeed represent a traversal across the
formant space in which both F1 and F2 tend to increase
�although more for F1�. A seemingly anomolous result is the
location of the coefficient pair representing �#�. For the pre-
vious two speakers, the �#� coefficients were in a more cen-
tral position �i.e., small values of both q1 and q2� as would be
expected for this vowel, but here they are located in a region
more likely to be an �o�. In fact, based on the locations of the
�F1,F2� pairs for �#� and �o� �Fig. 11�d��, it would appear that
the IPA labels for the �#� and �o� coefficients were inter-
changed. These were, however, subsequently verified to be
correct. Thus, it must be concluded that either the speaker
produced the �#� in an unusual manner, or the two modes
were not able to adequately represent the tract shape for this
vowel.

The coefficient and formant spaces for the final speaker,
JW61 �Fig. 12�, demonstrate similar overall characteristics to
those of the previous three speakers, but with idiosyncratic
variations. For example, this speaker produced an �iui� tran-
sition in place of the prescribed �ui� spoken by the others.
This trajectory begins in the coefficient space near the �i�
vowel at �q1 ,q2�= �−4.2,0.2�, moves downward and to the
right before reversing direction at �q1 ,q2�= �−0.7,−0.8�, and
then ends at �q1 ,q2�= �−3.1,0.3�. It is noted that the turn-
around point in the middle of this trajectory does not extend
as far into the negative q2 and positive q1 regions as the �u�
and �*� vowels or the �iu�, �uÄ�, and �Äu� VVs. This is also
demonstrated by the �F1,F2� trajectory for �iui� �Fig. 12�d��
whose extent in the decreasing F1 direction is well short of
the other u’s. There are some aspects of this speaker’s results

that are difficult to reconcile in terms of a possible mapping
as in Fig. 2. For instance, the coefficients for �æ� are located
between the �iÄ� and �Äi� trajectories, but positioned above
them �upward and to the right� in the formant space. Further-
more, the �e� and ��� trajectories are located below these
same VV sequences in the coefficient space, but between
them in the formant space. In contrast, the proximity of the
�e� coefficient trajectory to that of the �i� is well preserved in
the formant space.

In summary, the PCA based on time-dependent vowel
and VV sequences produced coefficient trajectories that, with
some noted exceptions, appear to be related to their corre-
sponding formant trajectories in much the same way as the
coefficient-to-formant mapping shown in Fig. 2, and those
reported in Story and Titze �1998�, Story �2005b�, and
Mokhtari et al. �2007�. Without access to the area function
for the entire vocal tract it is not possible to know exactly the
characteristics of this mapping for the four speakers. But the
results do suggest that coordination of changes to the vocal
tract shape across speakers can be described by similar time-
dependent, linear combinations of modes that are superim-
posed on a mean, or neutral, tract configuration.

III. TRANSFORMATION FROM XRMB MODE
COEFFICIENTS TO A TIME-VARYING AREA FUNCTION

Each of the VV trajectories plotted previously in Figs.
9�c�, 10�c�, 11�c�, and 12�c� represented mode weighting co-
efficients for a sequence of XRMB data frames over the time
course of a spoken utterance. Shown in the lower panels of
Figs. 13–16 are these same trajectories for each of the four
speakers, but plotted against time as coefficient contours
�i.e., q1�t� and q2�t��, much like those shown in Fig. 3�a� for
the area function-based modes. The duration of each vowel
sequence is shown along the x axis, however, the time scale
is different for each speaker. In addition, the time-aligned F1
and F2 contours are plotted in the upper panels of each fig-
ure. The gray vertical bars represent periods of time where
there was either silence or no change in the formant frequen-
cies �as defined in Sec. II C� and, to conserve space for plot-
ting, have been made to be the same length regardless of
their duration.

It is perhaps easier in these figures to observe the simi-
larities of the coefficient contours across speakers than in the
trajectories discussed in Sec. II. For example, the �iu� vowel
sequence is defined by a gradually decreasing q2�t� and an
increasing q1�t� for all four speakers, whereas �ui� is pro-
duced by just the opposite �for JW61 in Fig. 16, this refers to
the “ui” part of the �iui��. Also, in all four cases, q1�t� in-
creases over the time course of �iÄ� and similarly decreases
during �Äi�, while q2�t� remains nearly constant or exhibits
only a slight change. In Figs. 13, 14, and 16, the �uÄ� tran-
sition is characterized by a gradual increase of both the q1�t�
and q2�t� coefficients, whereas they both decrease over the
course of the �Äu� sequences. Figure 15 would have presum-
ably indicated the same time-dependent behavior for �uÄ� but
the speaker produced �ue� instead, which is characterized by
a rapid increase in q2�t� and a small, gradual decrease of
q1�t�.
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Because the spatial patterns represented by the XRMB-
based modes have been shown to be essentially the same as
those derived from area function data of the entire vocal
tract, the temporal variation of the mode coefficients deter-
mined for an utterance in the XRMB database, such as the
vowel sequences shown in Figs. 13–16, may be expected to
be the same as if they were, in fact, based on data of the
entire vocal tract. This means that the pharyngeal portion of
each speaker’s vocal tract would be assumed to vary in the
manner as that prescribed by the whole-tract modes. Because
of the similarity of the mode shapes across speakers, it can
be further hypothesized that q1�t� and q2�t� describe a series
of articulatory events that could be superimposed on any
speaker’s vocal tract. Hence, they should be applicable as
input “signals” for a mode-based, area-function model of the
vocal tract, as described by Eq. �1� �Story 2005a, b�, regard-
less of the speaker on which it is based. Since each speaker’s
coefficient ranges are somewhat different �e.g., Figs. 2�a�,
9�c�, 10�c�, 11�c�, and 12�c�; Story 2005a�, however, a trans-
formation must be applied to any particular set of time-
varying coefficients to convert them from one speaker’s
range to another.

A. Speaker-to-speaker coefficient transformation

The first step in the transformation consists of normaliz-
ing an XRMB speaker’s time-dependent coefficients, q1�t�
and q2�t�, by their possible range of coefficient values. The
range of the coefficients can be computed for each of the two
modes as

rqk
= qk

max − qk
min, k = �1,2� , �4�

where qk
max and qk

min are the maximum and minimum coeffi-
cient values for each of the two modes obtained for a par-
ticular speaker’s mode analysis �i.e., PCA of time-dependent
vowels and VVs�. The range can then be used to normalize
the time-varying model coefficients by

Nk�t� =
qk�t� − qk

min

rqk

, k = �1,2� �5�

for which the Nk�t� are constrained to vary from 0 to 1.0.
The next step is to convert the Nk�t� into a range of

values appropriate for the speaker on which the area function
model is based. To avoid confusion, the variable p will be
used to denote the new �second� speaker’s coefficients val-
ues. The range of the second speaker’s mode coefficients are
calculated as

rpk
= pk

max − pk
min, k = �1,2� . �6�

The transformation of the normalized time-varying coeffi-
cients to those appropriate for the area function model is
carried out with the following operation:

pk�t� = Nk�t�rpk
+ pk

min, k = �1,2� . �7�

The new coefficients pk�t� can now be used to generate a
continuously changing area function with a time-dependent
version of Eq. �1�,

FIG. 13. F1 and F2 formant frequencies �top�, and mode coefficients �bot-
tom� shown over the time course of six vowel sequences for JW26. The
areas with white back-ground indicate time periods where formant frequen-
cies could be estimated from the audio signal, whereas gray areas denote
periods of silence between the production of the vowel sequences.

FIG. 14. F1 and F2 formant frequencies �top�, and mode coefficients �bot-
tom� shown over the time course of six vowel sequences for JW56.

FIG. 15. F1 and F2 formant frequencies �top�, and mode coefficients �bot-
tom� shown over the time course of six vowel sequences for JW12.
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Vp�x,t� =
�

4
��p�x� + p1�t��1p�x� + p2�t��2p�x��2, �8�

where x is the distance from the lips,6 �p�x�, �1p�x�, and
�2p�x� are mean diameter function, first mode, and second
mode, respectively, for the area function model. The squar-
ing operation and multiplication by � /4 are necessary to
convert from equivalent diameters to areas.

B. Coefficient and formant trajectories produced by
an area function model

Using Eqs. �4�–�7�, the coefficient contours for the latter
three vowel sequences from each of the four XRMB speak-
ers �Figs. 13–16�, and �oÄ� and �ue� from JW56 and JW12,
respectively, were transformed to be appropriate for an area
function model based on the modes, neutral vocal tract
shape, and coefficient ranges shown previously in Figs. 1 and
2.7 The transformed coefficient trajectories are shown in
Figs. 17�a�, 17�c�, 18�a�, and 18�c�. Although they appear
nearly identical to the original trajectories in Figs. 9�c�,
10�c�, 11�c�, and 12�c�, the actual coefficient values and the
ranges of the coefficients now conform to the coefficient
space depicted by the grid, and the �1 and �2 lines shown in
the background �i.e., same grid as in Fig. 2�a��. Thus, the
trajectory shapes produced by the four speakers are pre-
served, but they now “fit” into a different speaker’s coeffi-
cient space.

Time-varying area functions Vp�x , t� were generated for
each of the vowel sequences with Eq. �8�. The implementa-
tion of this equation in the present study produced a 44-
element area function at each point in time, where each ele-
ment had a length of approximately 0.4 cm, and is
representative of an adult male vocal tract. An example is
shown in Fig. 19 for the �Äi� of JW12 where the x axis is
shown as the distance from the lips to the glottis, the y axis

FIG. 16. F1 and F2 formant frequencies �top�, and mode coefficients �bot-
tom� shown over the time course of six vowel sequences for JW61.

FIG. 17. Coefficient and formant tra-
jectories of vowel sequences for fe-
male speakers JW26 and JW56 rela-
tive to an area function model. The
coefficient trajectories are transformed
versions of those in Figs. 9�c� and
10�c� �via Eqs. �4�–�7��. The formant
trajectories were calculated from area
functions generated by Eq. �9�. The
background grids in �a� and �c� repre-
sent the possible coefficient space
based on the area function model,
whereas the grids in �b� and �d� result
from the coefficient-to-formant map-
ping. The solid and dashed lines rep-
resent the effects of each mode in iso-
lation.
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corresponds to the temporal duration for this vowel sequence
in Fig. 15, and the z axis indicates the cross-sectional area.

Frequency response functions were calculated at every
time sample within a vowel sequence �i.e., for Vp�x , t1�,
Vp�x , t2� , . . .� with a frequency-domain algorithm based on
cascaded “ABCD” matrices �Sondhi and Schroeter, 1987;
Story et al. 2000�. This calculation included energy losses
due to yielding walls, viscosity, heat conduction, and radia-
tion. Formant frequencies were determined by finding the
peaks in the frequency response functions. The resulting �F1,
F2� trajectories for each vowel sequence are plotted in Figs.
17�b�, 17�d�, 18�b�, and 18�d�. Also shown in the background
of each subplot is an �F1,F2� grid and �1 and �2 lines. To-
gether these represent the mapping of the coefficient space,
and the trajectories therein, into the acoustic ��F1,F2�� do-
main of the area function model.

As expected, in all cases the formant trajectories for
�Äu�, �Äi�, and �ui� �or �iui�� trace out a triangle representa-
tive of the three target vowels contained in the sequences. It
is noted that the variation in the p2 dimension during �Äi�
production is largely reduced in the formant space because
this region is compressed relative to the coefficient space.
Also for each speaker, the diagonal nature of the �Äu� coef-
ficient trajectory is preserved in the formant space, however,
the curvature near the two ends of each trajectory is altered
by the transformation to the acoustic domain. In contrast, the

shapes of the �ui� and �iui� coefficient trajectories are fairly
well preserved throughout their duration because there is less
compression of the �F1, F2� pairs in this part of the formant
space. The production of these vowel sequences suggests
that the time-dependent coefficients extracted from XRMB
data can serve as activation “signals” for an area function
model of the entire vocal tract based on an arbitrary speaker.

FIG. 19. Time-varying area function for JW12’s �Äi� generated with Eq.
�11�.

FIG. 18. Transformed coefficient and
formant trajectories of vowel se-
quences for male speakers JW12 and
JW61 relative to an area function
model. The coefficient trajectories are
transformed versions of those in Figs.
11�c� and 12�c� �via Eqs. �4�–�7��. The
formant trajectories were calculated
from area functions generated by Eq.
�9�. Further description of the figure is
the same as Fig. 17.
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IV. SUMMARY AND DISCUSSION

A method was described in Sec. II for obtaining cross-
distance functions from XRMB data and deriving vocal tract
modes from them. For each of the four speakers, modes were
determined twice. In the first case, only 11 cross-distance
functions representing the shape of target vowels were sub-
jected to a PCA. This was done to replicate, as closely as
possible, the type of analyses previously reported for MRI-
based area functions. A second PCA was performed on a
much larger set of cross-distance functions that represented
time-dependent vocal tract shapes produced during vowels
and vowel sequences. Although only the oral part of the vo-
cal tract was represented, the mode shapes obtained for the
four speakers, in both the static and time-dependent cases,
exhibit similar spatial characteristics �in the oral portion� to
those previously reported for area functions of the entire vo-
cal tract. Specifically, it was found that the mode which ac-
counts for the most variance ��1� describes an expansion or
constriction within the midportion of the oral cavity, depend-
ing on whether the weighting coefficient is positive or nega-
tive, respectively, but has a smaller effect on the region near
the lips. The second most significant mode ��2� is positively
valued near the lips, then becomes negative in the midpor-
tion of the oral cavity. When multiplied by a positive weight-
ing coefficient, this mode would simultaneously create an
expansion at the lips and a constriction within the oral cavity,
whereas a negative weighting would produce opposite spatial
effects. Based on the coefficient and formant spaces shown
in Figs. 9–12, the isolated effect of each mode roughly cor-
responds to continua from �i� to �Å� for �1 and from �*, o, u�
to �æ� for �2. Other analyses of sets of area functions have
produced similar results. In Story �2005b�, the largest nega-
tive coefficient for �1 was associated with the vowel �i� for
each of six speakers, whereas the largest positive coefficient
was associated with �Å�. This presumably occurs because the
shape of �1 creates an expansion or constriction within the
oral cavity, but not at the lips. In contrast, production of an
�Ä� vowel may need a wider opening at the lips and, hence,
would require at least some contribution of a positively
weighted �2. The analysis of Mokhtari et al. �2007� of Japa-
nese vowels also indicated that an �Ä� vowel would require
contributions of both components.

Although factor analysis and principal components
analysis of tongue shape only �e.g., Harshman et al., 1977;
Nix et al., 1996; Hoole, 1999� have produced shaping pat-
terns that are somewhat similar to those of the present study,
as well as to those based on area function sets, they cannot
be directly compared because they only account for configu-
ration of the tongue, rather than the shape of the airspace
extending from the lips to some posterior location �i.e., soft
palate for the present study and to the glottis for area func-
tions�. In Harshman et al. �1977� the first factor was associ-
ated with an �i� to �o� continuum, whereas the second factor
indicated a change from �Ä� to �u�. This is different from the
effect of the modes shapes derived in the present study and
from PCA of area functions. A careful examination of Fig. 7
in Harshman et al. �1977�, however, suggests that the coef-
ficient space they derived is rotated by about 45° with re-

spect those shown in Figs. 9–12 of this study. Perhaps the
use of a representation of the vocal tract shape, rather than
tongue configuration, has the effect of shifting the mode co-
efficients in a systematic way. In any case, the mode shapes
presented in the present study can be considered vocal tract
shaping patterns that have a systematic relation to the �F1,
F2� space.

A natural consequence of performing the PCA on a data
set containing time-dependent cross-distance functions is
that the mode weighting coefficients are also time dependent,
and effectively parametrize the variation of the tract shape
over consecutive time frames throughout a series of spoken
vowels and vowel sequences. Plots of the resulting coeffi-
cient trajectories and contours �Figs. 9–16� revealed that they
continuously vary over the time course of an utterance, sug-
gesting that the vocal tract shape can be represented by time-
dependent linear combinations of two modes. Comparison of
the coefficient and formant trajectories for each speaker’s
time-dependent vowels and vowel sequences indicated a pos-
sible relation similar to that demonstrated in Fig. 2. That is,
the trajectories in the coefficient space appear to be nonlin-
early warped as they are transformed into the formant space,
while a one-to-one relation between formant pairs and coef-
ficient pairs is more or less preserved. There were some
noted exceptions �e.g., �e� for JW56� that violate the notion
of a one-to-one mapping but these are not unexpected con-
sidering the sparse spatial data on which the cross-distance
functions are based. It also possible that a speaker could
modify some aspect of the pharyngeal cavity to affect for-
mant frequencies that does not conform to the hypothesized
shape of the modes throughout the entire vocal tract. With
only oral cavity data, the methods used in this study are
insensitive to the structure of the pharynx and, hence, would
not indicate any such change. Nonetheless, taken as a whole,
the coefficient and formant trajectories across the four speak-
ers do suggest a relation between them of the type shown in
Fig. 2 for an area-function based mapping. Although there
were idiosyncratic differences, it can be further noted that the
time-dependent shape of the coefficient contours for each
mode were similar across speakers during production of the
vowel sequences. This suggests that, like the mode shapes
themselves, the time-dependent mode coefficients are, to a
degree, common across speakers. The same analysis, how-
ever, would need to be carried out for additional speakers in
order to more formally assess their interspeaker commonal-
ity.

In Sec. III a normalization procedure was described for
transforming the coefficient trajectories of one speaker into
the coefficient space of another. This transformation was
used to convert the time-dependent coefficients of three
vowel sequences spoken by each of the four XRMB speakers
�as well as two additional sequences for JW56 and JW12�,
into the coefficient space appropriate for an area function
model. Time-varying formant frequencies were calculated
for the continuously changing area function generated with
these coefficients, along the time course of the vowel se-
quences. The resulting formant trajectories were shown to be
reasonable representations of the vowel sequences, however,
the vowel space in which they now existed was representa-
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tive of the male speaker on which the area function model
was based. Thus, even though XRMB data strictly capture
information only about the oral cavity, time-dependent mode
coefficients extracted by the methods described in this study
can be used to drive a model of the entire vocal tract shape.
Furthermore, the common nature of the modes essentially
has a speaker-normalization effect such that coefficient con-
tours from one speaker can be used to move the vocal tract
shape of another speaker. This is effectively a speaker-to-
speaker transformation; that is, the temporal patterns of ar-
ticulatory movement of one speaker can be superimposed on
the vocal tract structure of another.

The results of this study are intended to provide a new
tool for studying the articulatory-acoustic relation in speech
and to augment the previously developed formant-to-
coefficient or cepstral-to-coefficient techniques discussed in
Sec. I �i.e., Story and Titze, 1998; Mokhtari et al. 2007�. The
advantage is that the time-dependent coefficients are ob-
tained directly from articulatory data rather than via a trans-
formation from an acoustic domain to an articulatory do-
main. Thus, the temporal patterns of the mode coefficients
are known to be representative of actual articulation.

There are, however, some limitations of the study. First
it is noted that the time dependence of the modes has been
demonstrated only for portions of utterances where there is
both continuous change in the vocal tract shape and vocal
fold vibration �i.e., voicing�. This was done so that the PCA
would be balanced with respect to a range of vocal tract
shapes corresponding to �F1, F2� pairs distributed widely
over the formant space. But methods could also be devel-
oped to extract the time dependence of the mode coefficients
during periods of silence, providing a view of a speaker’s
actions in preparation for an utterance, as well as those that
occur during its execution. This may potentially be carried
out by performing a PCA on thousands of cross-distance
functions from data frames over the time course of a long
utterance without regard to whether voiced speech sounds
are produced �i.e., silent pauses and unvoiced portions would
be included�. The result would provide time-dependent mode
coefficients over all portions of an utterance and not just
those identified with voiced segments. Whether the collec-
tion of cross-distance functions used in such a technique
would be sufficiently balanced so as to not bias the PCA
would need to be investigated. Alternatively, a database
lookup approach could also be devised in which the results
of a PCA, such as those demonstrated in the present study,
are used to create a database of thousands of cross-distance
functions based on incremental combinations of the mode
coefficients extending throughout their respective ranges.
Then a cross-distance function extracted from any time
frame could be matched to the best fit in the database and the
associated coefficients would be assigned to this particular
frame.

Another limitation is that all of the methods and results
were based on vowels and vowel-like utterances. Including
consonants will require deriving additional modes that rep-
resent a wide range of vocal tract occlusions �or near occlu-
sions�, or developing a technique similar to that proposed by
Story �2005a� where consonants are considered to be con-

strictions superimposed on an underlying vowel substrate.
Also limiting is that there does not yet exist a set of MRI-
based area functions and XRMB data from the same speaker.
Such information could be used to further verify the results
of this study.

V. CONCLUSION

In conclusion, the results show that statistically derived
modes are commonly shaped across speakers, as are their
weighting coefficients for vowels and time-dependent vowel
sequences. Because these results were based on articulatory
data, this means that linear combinations of the modes can
provide a reasonably accurate description of the vocal tract
shape over time. As with any statistical method that reduces
the dimensionality of a data set, the interpretation of the
resulting dimensions must be based on their observed func-
tion. In the present study, it is clear that, in isolation, the first
vocal tract mode �1 is related to moving F1 and F2 in op-
posite directions, whereas the second mode �2 moves F1 and
F2 in the same direction. When combined, the two modes
can apparently position the two formants over a wide range
of the possible �F1, F2� vowel space. Whether the concept of
modes is directly related to the planning and control of
speech production cannot be answered by these results. But,
they do describe an efficient system for deforming the vocal
tract shape that directly affects the first two formant frequen-
cies in a systematic manner, and allows for time-varying
mode coefficients to be extracted from the data of one
speaker and applied to an area function model of another.
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line was determined from the initialization scan taken prior to the acquiring
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I. INTRODUCTION

The production of speech can be thought of in terms of
a trade-off between two competing constraints, namely the
need to ensure intelligibility and the tendency to minimize
effort �Lindblom, 1990; Guenther et al., 1998; Perkell et al.,
2000�. When asked to speak clearly, speakers put more
weight on intelligibility requirements �cf. Picheny et al.,
1985, 1986; Liu et al., 2004; Chen, 1980; Krause and Braida,
2004; Payton et al., 1994; Ferguson and Kewley-Port, 2002�.
On the other hand, instructions to speak rapidly tend to in-
duce a speaker to rely on a strategy dominated by minimiz-
ing effort �Perkell et al., 2000�. Previous studies have shown
that varying speaking condition greatly influences the acous-
tic properties of vowels and consonants �e.g., Krause and
Braida, 2004�. For normal-hearing speakers, clear
speech—in comparison to conversational speech—is charac-
terized, among other respects, by longer sound segments,
tighter acoustic clustering within vowel categories, expanded
vowel spaces and greater voice onset time �VOT� contrasts
�Picheny et al., 1986; Moon and Lindblom, 1994; Moon,
1991�. However, the extent to which these contrasts are af-
fected by speaking condition varies considerably across
speakers �cf. Perkell et al., 2000�.

Previous research on the speech of cochlear implant us-
ers conducted by our group and others has provided a large
body of evidence that those phonetic parameters affected by
variations in speaking condition �acoustic distance between
vowels, acoustic clustering within vowel categories, and
vowel duration� are also affected by degradation of auditory
feedback �Vick et al., 2001; Perkell et al., 2001; Svirsky and
Tobey, 1991; Lane et al., 2005; Lane et al., 1995; Perkell
et al., 2007�. Speakers who become profoundly deaf postlin-
gually usually continue to produce intelligible speech for
years or even decades following hearing loss, hypothetically
due to the robustness of feedforward commands �commands
that are executed without regard for sensory feedback� and
somatosensory phonemic goals they acquired while they
could hear �cf. Guenther et al., 2006�. Nevertheless, such
speakers do experience some gradual degradation of their
speech, presumably as a result of some deterioration of ac-
quired auditory phonemic goals and feedforward commands.
Compared to normal hearing speakers, postlingually deaf-
ened speakers produce decreased spectral contrast distances
among vowels �Vick et al., 2001; Perkell et al., 2001; Svir-
sky and Tobey, 1991�, increased vowel dispersion in the for-
mant space �Lane et al., 2005�, and increased vowel duration
�Lane et al., 1995�. In this paper, contrast distance for two
vowels is defined as the Euclidean distance between them in
the formant space. When more than one vowel pair is stud-
ied, average vowel spacing is the mean of all possible inter-
vowel Euclidean distances in the formant space. For multiple
repetitions of a given vowel, vowel dispersion is defined as
the mean of the Euclidean distances, in the formant space,
between each repetition and the target mean of all repeti-
tions.

When deaf speakers have some hearing restored with
cochlear implants, their vowel and consonant recognition
scores increase significantly as early as 1 month postimplant.

However, those speakers may show little improvement—or
even some diminution—in produced contrast distances com-
pared to the pre-implant stage �Lane et al., 2006�. Presum-
ably these deaf speakers have not had enough experience
with the new auditory feedback to update their feedforward
commands adequately. After an extended period of implant
use, however �1 year, for instance�, speakers apparently have
retuned their auditory feedback and have begun to use the
new auditory feedback to retune their feedforward com-
mands. By one year postimplant, contrast distances have in-
creased, while vowel token dispersions in the formant space
have decreased, and vowel durations have decreased in the
direction of normative values �Schenk et al., 2003; Langereis
et al., 1998; Vick et al., 2001; Economou et al., 1992; Smyth
et al., 1991; Lane et al., 2005, 2006�. Even when auditory
feedback is interrupted by switching the implant processor
off, vowel contrasts remains greater and vowel dispersions
lower than at the pre-implant stage �Lane et al., 2005, 2006�.
Taken together, these studies show that contrast distances,
token dispersions around the vowel type mean, and vowel
durations are altered by variation in speaking condition and
by deprivation of auditory feedback. This study explores fur-
ther the interaction between those independent and depen-
dent variables.

A. Theoretical background

The present study was guided by the Directions into
Velocities of Articulators �DIVA� model �Guenther, 1995;
Guenther et al., 1998, 2006�, a neuro-computational model
of speech motor planning �see Fig. 1�. In this model, pho-
nemes are encoded in terms of goals in a multidimensional
sensory space �auditory and somatosensory�. Speech sounds
are produced through the use of feedback and feedforward
control systems. In the feedback system, sensory goals are
compared to the current sensory state, and error signals arise
if there is a mismatch �dotted arrows in Fig. 1�. In this
model, removal of auditory feedback �by switching the im-

FIG. 1. Schematic diagram of the functionality of the DIVA model.
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plant processor off, for instance� leads the model to rely on
feedforward commands, in combination with somatosensory
feedback control. In the short term, this degrades speech only
slightly since the feedforward subsystem is still well tuned.
However, if hearing loss continues for a long period �years,
for instance�, the feedforward commands degrade slowly.
This degradation would be accelerated if changes in vocal
tract morphology invalidate the speaker’s existing feedfor-
ward commands.

Deterioration of speech motor control can be observed
as reduced acoustic contrast distances between speech
sounds, and/or increased token dispersions around the mean.
When feedback is restored, the speaker’s task is first to re-
tune the auditory feedback control subsystem, by re-defining
auditory targets and relearning corrective mechanisms. As
reported in previous studies, new implant users characteris-
tically have low scores on word recognition tests �see Tyler
et al., 1997�. As their acuity for discriminating those sounds
improves with prosthesis use, they can relearn auditory goals
for their speech as well as new mappings between auditory
errors and the changes in speech movements that will correct
them. As auditory feedback becomes more accurate, the
speaker is able to use corrective motor commands based on
that auditory feedback to recalibrate the feedforward com-
mands. The DIVA model’s account of feedback and feedfor-
ward interactions in speech production is used here as a
framework for making predictions and interpreting results.

B. Objective

To our knowledge, no study has focused on the com-
bined effects of speaking condition and auditory feedback on
contrast distance, vowel dispersion, and vowel duration. Our
objective is thus to determine whether the strategies used by
speakers to differentiate between various speaking conditions
are regulated by auditory feedback. Implant users provide a
unique opportunity to assess both the effects of long-term
absence or degradation of auditory feedback and the conse-
quences of restoring some form of hearing.

There are three dependent variables in the current
study:�1� average vowel spacing �AVS�, �2� dispersion of
vowel tokens around their vowel type mean �in the M1 vs.
M2 space�, and �3� vowel duration. The primary independent

variable is speaking condition �clear, normal, or fast�. We ask
whether there is an influence of auditory feedback on
changes in the dependent variables as a function of speaking
condition. To address this question, we introduce three addi-
tional independent variables: hearing status �normal-hearing
subjects and postlingually deaf subjects�; for implant users,
time relative to implantation �pre-implant, one-month
postimplant, or one-year postimplant�; and for implant users,
hearing state �presence or absence of auditory feedback, ma-
nipulated by switching the implant processor on or off�.
Table I summarizes the predicted changes in the three depen-
dent variables for each of the four independent variables.

If the phonetic differences associated with changes in
speaking condition are influenced by auditory feedback,
there will be a significant interaction between speaking con-
dition and one or more of the secondary independent vari-
ables related to auditory feedback �hearing status, time rela-
tive to implantation, hearing state�. This interaction may be
observed in any or all of the three dependent variables �AVS,
dispersion of vowel tokens, and vowel duration�. For ex-
ample, if AVS is greater for clear speech than for fast speech
in normal-hearing subjects but not in implant users, we infer
that the poorer audition of implant users prevents them from
implementing speaking condition changes in the same way
as normal-hearing speakers.

II. METHODS

A. Participants

Thirteen postlingually deafened speakers �five female,
eight male� who received cochlear implants �hereafter, co-
chlear implant users - CI� and ten normal-hearing controls
�hereafter, controls - NH� �five female, five male� partici-
pated in the study. Table II presents pertinent characteristics
of the implant users. The implant was either the Clarion �Ad-
vanced Bionics - Buechner et al., 2005�, the Combi 40+
�Med-El - Muller et al., 2002� or the Nucleus 24 device,
�Cochlear Corp.—Vandali et al., 2000�. The implant users
were implanted at the Department of Otolaryngology, Uni-
versity of Miami Medical School. As shown in Table II, the
group was heterogeneous in several respects. Age at onset of
change in hearing varied from 1 to 80 years; age at onset of
profound hearing loss ranged from 16 to 80 years. Age at

TABLE I. Predicted differences in the dependent variables as a function of the independent variables.
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cochlear implantation also varied from 22 to 81 years.
Normal-hearing controls did not report any speech or hearing
anomalies.

B. Procedure

1. Production

The procedure was similar to an earlier study, which was
carried out with English and Spanish speakers �Perkell et al.,
2001�. For the production part of this study, repetitions of the
nine American English vowels /i ( e � a Ä # o u/ were
elicited in random order in a /pVp/ context: “peep, pip,
paip, pep, pap, pop, pup, pope, poop.” This bilabial conso-
nant context yields minimal lingual coarticulation with the
vowel, thus reducing spectral and durational effects of con-
text. Each word was embedded in the following carrier sen-
tence: “Repeat a /pVp/ aboard a bus.”1 �Perkell et al.,
2001�.

Speakers were asked to produce ten repetitions of the
carrier sentence in three speaking conditions: clear, normal,
and fast. Normal speech was elicited by asking the subjects
to read the utterances aloud at a conversational rate. Fast
speech was elicited by asking the subjects to speak as rapidly
as possible without eliminating any sounds. Clear speech
was elicited by asking the subjects to read the words care-
fully without increasing loudness �since speaking loudly can
introduce spectral changes—Pickett, 1956�.

The implant users were first recorded prior to implanta-
tion �wearing their hearing aid, if any�, one month following
implantation, and 1 year postimplant. At the pre-implant
stage, subjects read ten repetitions of each utterance, in each
of the speaking conditions: normal, fast, clear. At each of the

two postimplant time samples �1 month and 1 year�, the im-
plant users were recorded in a two-session protocol. Each
session contained four blocks of 15 repetitions of each utter-
ance �five in each of the three speaking conditions� in ran-
dom order for a total of 120 determinations per vowel.
Within each block, the order of the three speaking conditions
was always the following: normal, fast, clear. During the first
session postimplant, the subject read the first and second
blocks with the speech processor of the cochlear implant on,
the third and fourth blocks with the processor off �hence
listening conditions on, on, off, off�. The subject kept the
processor off for at least 24 h before the second postimplant
recording session. During that session, the same protocol
was followed, except that the sequence of listening condi-
tions was processor off, off, on, on. To follow up on a pre-
vious study conducted in our laboratory �Perkell et al.,
2001�, this protocol was used in the current study to deter-
mine if the magnitude of any observed changes is larger after
24 h of hearing deprivation �by keeping the implant speech
processor off� than the magnitude of the changes observed
when turning the processor off within a single recording ses-
sion �Svirsky et al., 1992�. Table III shows the arrangement
of the utterance materials and processor state in the two time
samples postimplantation.

Elicitation utterances were presented to the subjects on a
computer monitor. Implant users employed the normal set-
tings of their speech processors for the feedback-on condi-
tions. Participants were seated comfortably in a sound-
attenuating room. A head-mounted omnidirectional electret
microphone �Audio-Technica, model AT803B� was placed at

TABLE II. Characteristics of participants with cochlear implants.

Speaker
gender-number Etiology

PTA unaided
thresholds

�L-R�

Hearing aid
used pre- CI:

L, R, both Implant
Speech
strategy

Age at onset
of change in

hearing

Age at onset
of profound

loss

Age at
cochlear

implantation

Years between
profound loss and

implantation

F_1 Genetic Aided 55 Right N24 Contour ACE 35 59 59 0
M_2 Unknown 109-110 Left CII Hifocus I CIS 1 16 33 17
M_3 Unknown 112-110 Right N24 Contour ACE 29 56 57 1
F_4 Unknown 100-98 Right N24 Contour ACE 7 38 39 1
M_5 Idiopathic 100-102 Left CII ACE 1 16 22 6
F_6 Unknown 115-113 Right N24 Contour ACE 26 56 57 1
F_7 Genetic 113-106 Left N24 Contour ACE 1 24 41 17
M_8 Unknown 110-110 None N24 Contour ACE 80 80 81 1
M_9 Noise exposure Aided bin. 40 Left N24 Contour ACE 25 74 75 1
F_10 Unknown 107-110 Right Combi 40+ CIS 1 26 65 39
M_11 Unknown 85-110 Right N24 Contour ACE 50 76 77 1
M_12 Unknown 115-120 Right Combi 40+ CIS 1 21 46 25
M_13 Surgery 110-110 Right N24 Contour ACE 37 37 38 1

TABLE III. Arrangement of recording materials and processor state at 1 month and 1 year following implantation for the implant users.

Time sample Session Block 1 Block 2 Block 3 Block 4

One-month 1 On On Off Off
postimplant 2 Off Off On On
One-year 1 On On Off Off
postimpiant 2 Off Off On On
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a fixed distance of 20 cm from the speaker’s lips. The audio
signal was digitized in real time on a computer with a
16 kHz sampling rate.

2. Perception

In order to assess the participants’ perceptual abilities,
each subject also took a vowel recognition test. Implant users
were tested at each of the three time samples �prior to im-
plantation, 1 month and 1 year after implantation�, and hear-
ing controls were tested once. The stimuli were /pVp/ syl-
lables, where V was one of the nine American English
vowels /i ( e � a Ä # o u/. Syllables were recorded by a
normal-hearing male speaker and a normal-hearing female
speaker at 16 kHz sampling frequency and the signals were
amplitude normalized. Female subjects listened to the test
with the female speaker and male subjects listened to the test
with the male speaker. Stimuli were presented through com-
puter speakers at a comfortable listening level. The task con-
sisted of making a choice among the set of nine American
vowels which were also elicited in the production experi-
ment. All nine possible answers appeared as a grid on a
touch screen. The participants were instructed to touch the
word on the screen that most closely matched what they
heard. The sound level was set at a comfortable level for the
participants and they were free to adjust the gains on their
processors. Stimuli were presented in three blocks and ran-
domized with replacement within each block. Each word was
presented at least ten times per block.2

C. Data extraction and analysis

The start and end points of each speaker’s vowel utter-
ances were labeled automatically based on smoothed rms
thresholding exceeding 20% of the peak value for the utter-
ance. For “paip” and “pope,” the end point was labeled at the
end of the steady state portion of the vowel, before the F1
lowering associated with the offglide. Formant values �F1,
F2, and F3� and fundamental frequency values �F0� were
extracted algorithmically from an Linear Predictive Coding
�LPC� spectrum approximately at mid-vowel using a 40 ms
analysis window for F0 and a 25 ms window for the for-
mants. An interactive program developed in MATLAB was
used for this analysis.

Formant values were then transformed into mel units
�M�, a perceptually motivated scale, yielding an M1 by M2
formant plane. Euclidean distances were then calculated be-
tween the mean formant frequencies �for each of the 10 rep-
etitions� for all possible pairs of vowels, within each subject.
These mean distances were then averaged across subjects to
produce a measure of average vowel spacing �AVS—Lane et
al., 2001�. In order to calculate dispersion values for each
vowel type, the Euclidean distance of each token from the
mean position of all tokens of that phoneme was determined
in the M1 vs. M2 space. Those distances were then averaged
across repetitions and subjects to obtain the dispersion mea-
sure for that vowel. These calculations were completed for
each subject, time sample, hearing state, and speaking con-
dition.

III. RESULTS

A. Perception

Results of the vowel recognition test are shown in Fig. 2
for the controls and for the implant users in three time
samples �pre-implant;, 1 month, and 1 year postimplanta-
tion�. For the implant users, a one-way repeated measures
analysis of variance �ANOVA� with time sample as a within-
subject variable revealed that time sample had a significant
effect on the overall percentage correct �F�2,24�=6.78; p
�0.05�. Planned comparisons showed that results increased
significantly from the pre-implant stage to 1 month after im-
plantation �F�1,12�=6.34; p�0.05� and further improved
from this stage to 1 year after implantation �F�1,12�
=5.21; p�0.05�. The use of a cochlear implant thus im-
proved speech perception. However, as shown by a one-way
ANOVA contrasting hearing controls and implant users 1
year postimplantation, the implant users’ performance at the
1 year postimplant did not reach the nearly perfect score of
the controls �F�1,21�=4.39; p�0.05�.

B. Production

Results are presented separately for the three dependent
variables �AVS in the M1 vs. M2 space, dispersion around
the mean for each type vowel type in that space, and dura-
tion�. Recall that for each postimplant time sample and hear-
ing state there were two data sets gathered in separate record-
ings several days apart. There were no significant differences
between the two processor-on data sets with respect to each
of the three dependent variables �contrast distance: t=−1.79,
p�0.05; dispersion: t=1.04, p�0.05; duration: t=−1.80, p
�0.05�. T tests did not reveal any difference between the
two processor-off data sets �contrast distance: t=−1.73, p
�0.05; dispersion: t=2.11, p�0.05; duration: t=−1.25; p
�0.05�. Thus, for each time sample and each hearing state,
data from the two recording sessions were pooled to provide
60 determinations per vowel, 20 for each of the three speak-
ing conditions.

For each dependent variable �contrast distance, disper-
sion, and vowel duration� five mixed repeated-measures

FIG. 2. Percent correct vowel identification, by 13 cochlear implant users in
three time samples: prior to activation of their implant speech processors; 1
month postactivation; and 1 year postactivation. Normative data from a
group of control subjects with normal hearing are also shown �NH�.
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ANOVAs were carried out using the following within-
subject variables: �1� speaking condition �clear, normal, or
fast�, �2� for implant users, time sample relative to implanta-
tion �pre-implant, 1 month postimplant, or 1 year postim-
plant�, and �3� hearing state �processor on or off�. Hearing
status �implant users, controls� and speaker gender �female
or male� were the between-subject variables. Those ANO-
VAs correspond to Tables IVa through IVe. There were no
significant main effects or interactions of the gender variable
for any of the dependent variables. For the sake of clarity,
this variable is not presented in the tables.

1. Average vowel spacing „AVS…

Mean AVS values in mels are plotted in Fig. 3, for im-
plant users at each time sample and for each speaking con-
dition �circles�clear; triangles�normal; squares�fast�.
Filled symbols represent utterances produced by the controls
or by implant users with the implant processor on �connected
by solid lines�. Utterances produced with the processor off

�or pre-implant� are shown by unfilled symbols connected by
dashed lines. Results of repeated measure ANOVAs are re-
ported in Tables IVa to IVe.

a. Hearing status and speaking condition. As Fig. 3
shows at the left, for controls �NH�, the mean AVS value
increased by 29 mels from the fast �squares� to the normal
condition �triangle� and 26 mels from normal to clear
�circle�. A similar effect of speaking condition was observed
for implant users at the pre-implant stage �pre�. Table IVa
reports the outcome of an ANOVA based on production mea-
sures for the controls and those for the implant users pre-
implant. The table shows there was a significant effect of
speaking condition on AVS. Planned comparisons of that ef-
fect showed that AVS was significantly greater in clear than
in normal speech �F�1,19�=17.36; p�0.05�, and was sig-
nificantly greater in normal than in fast speech �F�1,19�
=41.81; p�0.05�. Figure 3 also shows that implant users at
the pre-implant stage and hearing controls varied AVS simi-
larly in response to changes in speaking conditions, con-
firmed by the lack of a significant interaction between hear-

TABLE IV. Analysis of variances for ten controls �NH� and 13 implant users �CI� �*= p�0.05�. Since there were no significant main effects or interactions
of the gender variable for any of the dependent variables, this variable is not presented.

�a� Dataset: NH and CI pre-implant

Source AVS Dispersion Duration

Hearing status �NH, CI� F�1,19�=9.91* F�1,19�=0.01 F�1,19�=11.14*

Speaking condition �clear, normal, fast� F�2,38�=33.00* F�2,38�=0.48 F�2,38�=15.40*

Hearing status*speaking condition F�2,38�=2.15 F�2,38�=1.59 F�2,38�=1.48

�b� Dataset: NH and CI 1 year postimplant �with processor on�

Source AVS Dispersion Duration

Hearing status �NH, CI� F�1,19�=0.55 F�1,19�=9.77* F�1,19�=11.33*

Speaking condition �clear, normal, fast� F�2,38�=37.28* F�2,38�=0.10 F�2,38�=13.03*

Hearing status*speaking condition F�2,38�=1.74 F�2,38�=2.07 F�2,38�=0.64

�c� Dataset: CI pre, month, year �processor off�

Source AVS Dispersion Duration

Time sample �pre, 1 month, 1 year� F�2,22�=1.51 F�2,22�=3.86* F�2,22�=1.39
Speaking condition �clear, normal, fast� F�2,22�=17.61* F�2,22�=0.91 F�2,22�=11.73*

Time sample*speaking condition F�4,44�=1.73 F�4,44�=1.13 F�4,44�=0.40

�d� Dataset: CI pre, month, year �processor on�

Source AVS Dispersion Duration

Time sample �pre, 1 month 1 year� F�2,22�=6.07* F�2,22�=11.40* F�2,22�=1.50
Speaking condition �clear, normal, fast� F�2,22�=16.77* F�2,22�=3.18 F�2,22�−11.83*

Time sample*speaking condition F�4,44�=0.69 F�4,44�=0.40 F�4,44�=0.71

�e� Dataset: Cl month and year

Source AVS Dispersion Duration

Time sample �1 month, 1 year� F�1,11�=3.11 F�1,11�=0.88 F�1,11�=1.71
Speaking condition �clear, normal, fast� F�2,22�=19.39* F�2,22�=1.04 F�2,22�=9.77*

Hearing state �processor on, off� F�1,11�=16.07* F�1,11�=0.01 F�1,11�=0.01
Time sample*speaking condition F�2,22�=1.74 F�2,22�=0.05 F�2,22�=0.25
Time sample*hearing state F�1,11�=2.50 F�1,11�=0.22 F�1,11�=0.71
Speaking condition*hearing state F�2,22�=1.73 F�2,22�=1.28 F�2,22�=1.49
Time sample*speaking condition*hearing state F�2,22�=0.24 F�2,22�=1.89 F�2,22�=1.00
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ing status and speaking condition �Table IVa�.
When comparing hearing controls and implant users af-

ter 1 year of implant use in the processor on condition, it can
be observed in Fig. 3 that both groups varied average vowel
spacing with speaking condition to approximately the same
extent. Table IVb shows that this effect was significant, and
that there was no significant interaction between speaking
condition and hearing status.

Pooling across speaking conditions, average vowel spac-
ing produced by implant users at the pre-implant stage was
significantly smaller than produced by hearing controls �sig-
nificant effect of hearing status in Table IVa�. Even though it
appears in Fig. 3 that the controls’ AVS values are higher
than the implant users’ with processor on at 1 year postim-
plant, this difference was not significant �Table IVb�.

b. Time sample and speaking condition. Inspection of
Fig. 3 suggests that among the implant users, the differences
between AVS in clear, normal, and fast speaking conditions
did not change with implant use from the pre-implant stage
to 1 month and 1 year postimplantation for the processor off
condition. This finding is confirmed in Table IVc by the pres-
ence of a significant effect of speaking condition on AVS
with processor off, but the lack of a significant interaction
between speaking condition and time sample.

Figure 3 and Table IVd show that no significant interac-
tion was found between speaking condition and time sample
in the processor on condition. Thus, in the three time samples
with their evolving enhancement of perceptual accuracy and
contrast distance, the effects of speaking condition remained
comparable. When averaging across speaking conditions,
AVS values increased with implant use: planned compari-
sons tests revealed that implant users’ mean AVS did not
change from pre-implant �no processor� to 1 month postim-
plant with processor on; however, values at 1 year postim-
plant with processor on were significantly higher than values
at pre-implant �F�1,11�=13.36; p�0.05� and values at 1
month postimplant �F�1,11�=10.38; p�0.05�. Hence, the
use of an implant increased contrast distance, but only from
1 month to 1 year after implantation.

c. Hearing state and speaking condition. Figure 3 shows
that AVS values were larger in the processor on condition
�solid line� than in the processor off condition �dotted line�,
also demonstrated by a significant effect of hearing state in
Table IVe. This difference in AVS between the two hearing-
state conditions is observed both at 1 month and 1 year
postimplant, as confirmed by the lack of a significant inter-
action between hearing state and time sample �Table IVe�.

Temporarily depriving the speaker of auditory feedback
by turning the implant processor off did not change the ex-
tent to which implant users increased contrast distances
when changing from fast to normal to clear speaking condi-
tions. As can be seen in Table IVe, speaking condition had a
significant effect on AVS values for implant users �pooling
across hearing state� but the interaction between hearing state
and speaking condition was not significant.

To summarize, averaging across speaking conditions,
implant users pre-implant had smaller values of average
vowel spacing than controls. After 1 year of implant use, in
the processor on condition, implant users’ AVS values over-
lapped with those found for controls. Temporarily depriving
the implant user of auditory feedback after implantation
yielded a significant decrease of values of AVS, compared to
the condition where auditory feedback was provided by the
implant. However, this manipulation of auditory feedback
did not affect the differences in AVS between speaking con-
ditions. Thus the effects of speaking condition are similar for
both groups, at all time samples and for both hearing states.

2. Dispersion

The effects of speaking condition, time sample, and
hearing state on dispersion values are shown in Fig. 4. All
values are in mels. Results of repeated measures ANOVAs
are reported in Tables IVa–IVe in the Dispersion column.

a. Hearing status and speaking condition. As Fig. 4 in-
dicates, dispersion values did not differ significantly with
changes in speaking condition, pooled over hearing status
with pre-implant measures for the implant users �Table IVa�.
The same was true if the 1 year postimplant measures were

FIG. 3. Mean values of average vowel space �AVS� for control subjects
�NH� and implant users in three speaking conditions �clear, normal, fast�.
For the latter group, data are shown at three time samples: prior to implan-
tation �pre�, 1 month �month� and 1 year �year� after implantation. Solid
line: implant processor on; dotted line: implant processor off. Error bars are
0.5 standard error of the mean.

FIG. 4. Mean values of token dispersion in the M1 vs. M2 plane for the nine
vowels elicited for controls �NH� and implant users in three speaking con-
ditions �clear, normal, fast�. Data for the implant users are presented at three
time samples: prior to implantation �pre�, 1 month �month� and 1 year �year�
after implantation. Solid line: implant processor on; dotted line: implant
processor off. Error bars are 0.5 standard error of the mean.
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used instead �Table IVb�. There were no significant interac-
tions between hearing status and speaking condition.

When averaging across speaking conditions, it can be
observed from Fig. 4 that the dispersion values for the im-
plant users at the pre-implant stage did not differ reliably
from those of controls �no significant effect of hearing status
in Table IVa�. However, values at 1 year postimplant with
processor on were significantly higher than those of normal-
hearing speakers �significant effect of hearing status in Table
IVb�.

b. Time sample and speaking condition. Inspection of
Fig. 4 suggests that the use of the implant did not induce
implant users to vary dispersion values according to speak-
ing condition. No significant interaction of time sample and
speaking condition was found in the processor off condition
�Table IVc� or the processor-on condition �Table IVd�. There
was, however, a significant effect of time sample on disper-
sion for each processor state �pooling over speaking condi-
tion�. With processor off, planned comparisons showed that
dispersion values at 1 month postimplant were significantly
higher than at the pre-implant stage �F�1,11�=5.33; p
�0.05�, but were not significantly different at 1 year from
dispersion values measured at 1 month after implantation.
Planned comparisons also revealed that dispersion values in-
creased significantly �by about 5 mels� from pre-implant to 1
month postimplant in the processor on condition �F�1,11�
=4.32; p�0.05�. However, dispersion values at 1 year
postimplantation did not significantly differ from those mea-
sured at 1 month postimplantation �mean value of 41 mels�.

c. Hearing state and speaking condition. Among implant
users, dispersion values did not vary from fast to normal to
clear speech condition, regardless of whether feedback was
supplied or not in the 1 month and 1 year recording sessions.
As observed in Table IVe, the interaction between time
sample, hearing state, and speaking condition was not sig-
nificant.

To summarize, when pooling across speaking condi-
tions, dispersion values for implant users at the pre-implant
stage were similar to those of controls but values 1 year
postimplant with processor on were higher than those of con-
trols. Implant users’ overall mean dispersion values in-
creased significantly from pre-implant to 1 month postim-
plant, but didn’t change significantly thereafter. No
difference in dispersion values according to speaking condi-
tion was found for either of the speaker groups. Thus, at all
three time samples, when changing from fast to normal to
clear speech conditions, implant users did not produce vow-
els that were more tightly clustered within vowel categories.

3. Duration

Figure 5 gives the variation of vowel duration according
to speaking condition, hearing state, and time sample for
implant users. Mean values for controls are also shown. Re-
sults of repeated measures ANOVAs are reported-in Tables
IVa–IVe in the right-most column.

a. Hearing status and speaking condition. An examina-
tion of Fig. 5 reveals that controls and implant users at the
pre-implant stage increased vowel duration when changing
from fast to normal to clear speech conditions. Indeed, a

significant effect of speaking condition was found �Table
IVa�. Planned comparisons showed that vowels were signifi-
cantly shorter �by about 50 ms� in fast speech than in normal
speech �F�1,19�=20.29; p�0.05�, and vowels were signifi-
cantly longer �by about 18 ms� in clear speech than in nor-
mal speech �F�1,19�=5.35; p�0.05�. When comparing con-
trols and implant users at 1 year postimplant �processor on
condition�, a similar pattern was found �significant effect of
speaking condition in Table IVb�. It is worth noting that both
speaker groups varied duration values to the same extent �no
significant effect of interaction between speaking condition
and hearing status in Tables IVa and IVb�.

When averaging across speaking conditions, it can be
observed that implant users produced longer vowels �mean
duration �280 ms� than controls �mean duration of 114 ms�
�significant effect of hearing status, Table IVa�. Even after 1
year of implant use, in the processor on condition, implant
users’ vowels remained longer �mean duration of 205 ms�
than those found for controls �significant effect of hearing
status, Table IVb�.

b. Time sample and speaking condition. As can be seen
in Fig. 5, no interaction of time sample and speaking condi-
tion was found among the implant users in the processor off
condition �Table IVc�. The same was true for a comparison
of duration measures at the pre-implant stage and at the
postimplant stages in the processor on condition �Table IVd�.
Thus, duration of implant use did not change the extent to
which postlingually deaf speakers changed vowel duration
across speaking conditions.

Figure 5 shows that duration tends to be reduced in the
direction of normative values from 1 month to 1 year postim-
plant; however, this effect of time sample was not significant.
Furthermore, duration did not significantly decrease from the
pre-implant stage to 1 year after implantation, neither in the
processor off condition �Table IVc� nor in the processor on
condition �Table IVd�.

c. Hearing state and speaking condition. The interaction
of hearing state �processor on or off� and speaking condition

FIG. 5. Mean values of vowel duration for controls �NH� and implant users
in three speaking conditions �clear, normal, fast�. For the latter group, data
are shown at three time samples: prior to implantation �pre�, 1 month
�month� and 1 year �year� after implantation. Solid line: implant processor
on; dotted line: implant processor off. Error bars are 0.5 standard error of the
mean.
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in determining vowel duration was not significant �Table
IVe�, leading to the inference that the maintenance of dura-
tional differences between clear, normal, and fast speech did
not depend on whether or not auditory feedback was sup-
plied by the implant processor.

To summarize, long-term deprivation of auditory feed-
back induced implant users to produce longer vowels than
controls, but there were no differences in vowel duration
related to the interaction of speaking condition and hearing
state in either group.

IV. DISCUSSION

A. Evaluating the role of auditory feedback

The results of this study show that postlingually deaf-
ened adults, instructed to speak under three different speak-
ing conditions, varied contrast distances and vowel duration,
but not dispersion. The section on objectives stated that if the
phonetic differences associated with changes in speaking
condition were influenced by auditory feedback, there would
be a significant interaction between speaking condition and
one or more of the independent variables related to auditory
feedback �hearing status, time relative to implantation, hear-
ing state� in determining changes in average vowel spacing,
dispersion of vowel tokens, and vowel duration. As dis-
cussed below, no such interactions were found.

1. Average vowel spacing „overall vowel contrast…

There was a significant effect of speaking condition on
overall vowel contrast. Figure 3 shows that for both groups
based on hearing status �implant users and controls�, AVS in
clear speech was larger than in normal speech, which was
larger than in fast speech. However, no significant interaction
was found between speaking condition and hearing status or
hearing state or time relative to implantation. These results
lead to the inference that the maintenance of spectral distinc-
tions between speaking conditions was not altered by pro-
found hearing loss, which had lasted at least a year for all but
one of the implant users. Consistent with the conclusion that
auditory feedback did not influence changes in contrast due
to speaking condition, the differences in contrast distances
between clear, normal, and fast speech did not change from
pre-implant to 1 month postimplant, nor from 1 month
postimplant to 1 year postimplant, whether or not auditory
feedback was supplied by the implant processor �Fig. 3�. The
absence of a significant interaction between speaking condi-
tion and the other independent variables does not by itself
confirm that there were no such interactions but it is worth
noting significant main effects were found for hearing status,
speaking condition, and time sample �with processor on�.
The corresponding caveat applies to the other dependent
variables, discussed below.

2. Dispersion

Regarding the dispersion of vowel tokens around their
mean positions in the formant plane, an interaction between
speaking condition and auditory feedback would have sug-
gested that the differences in dispersion among speaking
conditions are regulated by auditory feedback. As shown in

Fig. 4, implant users at the pre-implant stage did not vary
dispersion values significantly when changing from fast to
normal to clear speech condition. No interaction effect of
time sample and speaking condition was found in the proces-
sor on condition or the processor off condition. Since there
was no change in the effect of speaking condition on disper-
sion despite a year’s use of the implant, there was no evi-
dence that auditory feedback plays a role in regulating the
differences in dispersion values among speaking conditions.

For hearing controls, token dispersion around the mean
did not differ significantly according to speaking condition.
This pattern contrasts with previously published studies on
the effects of speaking conditions on dispersion values,
where it was found that when instructed to speak clearly,
speakers produced tighter clustering of vowel tokens around
the mean �cf., Picheny et al., 1986�. This disparity in results
may be attributable to differences between experimental
paradigms. For example, in the study of Picheny et al.,
speakers read nonsense sentences with embedded real words.
Phonemic and prosodic contexts varied from one sentence to
the next. In the present study, target vowels were elicited in
the same phonemic environment and prosodic context across
repetitions �/pVp / �. There were also differences between
the methods for eliciting clear speech. In Picheny et al.
�1986�, feedback was provided to the speaker during the re-
cording to reinforce the clear speech instruction; in the cur-
rent study, the speaking conditions were elicited only by in-
structions to the subjects.

3. Duration

If duration measures had yielded a significant interaction
effect between any of the independent variables related to
auditory feedback �hearing status, time sample, hearing state�
and speaking condition, that would lead to the inference that
auditory feedback regulates the durational contrasts between
speaking conditions. It was found that the differences in
vowel duration between clear, normal, and fast conditions for
implant users were in the range of those found for controls,
at all time samples and in both hearing states. No interaction
of speaking condition with hearing status or time sample was
found. Thus, the maintenance of durational contrasts among
speaking conditions was not influenced by sustained auditory
deprivation or the subsequent provision of auditory feed-
back.

Recall that vowels produced in the clear speech condi-
tion were longer than those produced in the normal condi-
tion. When averaging across speaking conditions, it was
found that implant users at the pre-implant stage produced
significantly longer vowels than controls �280 ms compared
to 114 ms�. Even after 1 year of implant use, vowels re-
mained longer than normative values found for controls.

B. Interpreting the results in the light of the DIVA
model

Our results can be interpreted in the light of the DIVA
model, described earlier and represented in Fig. 1.
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1. Contrast distances

In the present study, the observation that vowel contrast
distances �measured by AVS� in deaf speakers prior to im-
plantation were lower than hearing controls, is compatible
with the idea that feedforward commands had been degraded
by auditory deprivation. Average vowel spacing remained
unchanged from the pre-implant stage to 1 month postim-
plantation. AVS increased from 1 month to 1 year postim-
plant in the processor-on condition, but remained unchanged
in the processor-off condition. This pattern is in line with the
behavior of the DIVA model. DIVA predicts that speakers
with cochlear implants will first use the new auditory feed-
back provided by the implant to recalibrate their feedback
control subsystem. Until the feedback control system has
been recalibrated, feedforward commands cannot be recali-
brated since their tuning relies on a well-tuned feedback con-
trol system. The use of the newly acquired auditory feedback
may even be detrimental to the speech of implant users
shortly after implantation because the auditory feedback pro-
vided by the implant is very different from the feedback
provided by the auditory system before the onset of deafness.
As a result, the implant recipient’s feedback control system
will be improperly tuned initially, leading to somewhat de-
graded speech when auditory feedback is available, which in
turn may degrade feedforward commands. This pattern has
been reported earlier �Lane et al., 2005�. After implantation,
according to the model, the newly acquired auditory feed-
back is recalibrated increasingly with time, and only after it
is properly tuned will it start improving the feedforward
commands. These processes may require some time, and the
1 year postimplantation stage has been chosen here to repre-
sent a reasonable extended period of implant use after which
implant users may have recalibrated their feedforward com-
mands. Our results, as others �Lane et al., 2006� suggest that,
although this retuning of the feedforward command has typi-
cally begun before 1 year after implantation, it is not com-
plete by 1 year.

The strategies for changing contrast distance with speak-
ing condition were not mediated by auditory feedback in this
experiment. We reach this conclusion because implant users
as well as controls increased contrast distance from normal
to clear speaking condition by similar amounts and there was
no evidence of an effect of processor state nor of the length
of time the speaker had been using the implant. Taken to-
gether, those results suggest that long-term deprivation of
auditory feedback �as in postlingually deaf speakers� results
in a deterioration of contrast distances for among vowel cat-
egories of a language, but the ability to enhance contrast
distance when given instructions to vary speaking condition
is not affected. Since the implant users in the present study
are postlingually deafened, they had long-term auditory ex-
perience during which their feedback system was used to
calibrate their feedforward commands. During the sustained
auditory deprivation of profound deafness, their feedforward
command systems could not have been maintained by the
auditory feedback system. However, these speakers still have
residual feedforward commands that were acquired when
they could hear and they have intact somatosensory feed-
back. In this condition, deaf speakers may rely on their own

knowledge of speech motor control encoded in the feedfor-
ward commands to implement variations required for differ-
ent speaking conditions �for example, greater or lesser sepa-
ration between contrasting vowels�.

2. Dispersion

With respect to the dispersion of vowel tokens around
their mean in the formant plane, our results show a some-
what different pattern from that obtained with contrast dis-
tance. Figure 6 schematizes the results obtained for contrast
distance and vowel dispersion, for controls and implant users
at the three time samples, in the processor on condition for
the postimplant stages. For the sake of clarity, only three
vowels are represented �V1, V2, V3�. Vowel dispersion, re-
lated to the size of the goal region for each vowel category, is
denoted by the size of the ellipses associated with the vow-
els. The length of the double-headed arrows represents the
magnitude of contrast distance between pairs of vowels. Data
from the present study reveal that even after long-term audi-
tory deprivation, implant users at the pre-implant stage pro-
duced dispersion values that were still in the range of those
found for controls, whereas contrast distance had signifi-
cantly decreased �compare the left and right upper panels
with one another in Fig. 6�. Thus, the lack of auditory feed-
back affected the control of contrast distance but goal region
size, measured by the value of vowel dispersion, remained
unaffected.

One month after implantation, the use of auditory feed-
back provided by the implant resulted in an increase in dis-
persion, and no significant change in contrast distance �com-
pare the upper right panel and the lower left panel in Fig. 6�.
The increase in dispersion with the use of an implant is con-
sistent with the DIVA model since it reflects the fact that the
auditory feedback system is poorly tuned, thus leading to an
additional degradation of speech production shortly after im-
plantation �i.e., the speaker’s poorly tuned auditory feedback

FIG. 6. Schematic representations of the results for contrast distance and
vowel dispersion in the present study for controls �upper left panel� and
implant users at three time samples: pre-implant �upper right panel�, 1
month postimplant with processor on �lower left panel� and 1 year postim-
plant with processor on �lower right panel�. For the sake of clarity, only
three vowels �V1, V2, V3� are represented. The size of the ellipses associ-
ated with the vowels represents dispersion, and the size of the double-
headed arrows corresponds to the magnitude of contrast distance.
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control system actually degrades, rather than improves,
speech�. This may be attributable to the very different nature
of the auditory feedback provided by the prosthetic device,
compared to the feedback available when the speaker was
still hearing. It is also predicted by DIVA that the low reso-
lution of the implant will lead to a larger target region �dis-
persion�: the implant recipients cannot hear some subtle dif-
ferences that distinguish poor from good exemplars of a
phoneme category, thus they include some relatively poor
exemplars in their production target regions, yielding greater
dispersion. Consistent with this account, prior research has
shown a relation between contrast distance and acuity, lead-
ing to the inference that speakers with greater acuity have
smaller target regions for vowel production �Villacorta et al.,
2005; Perkell et al., 2004a, b�. Contrast distance values and
dispersion values can thus follow different time courses from
pre-implant to 1 year postimplantation.

It is, however, worth noting that in the present study,
implant users increased dispersion values �pooling across
feedback conditions and speaking conditions� from the pre-
implant stage to 1 month postimplant, whereas a different
pattern was observed in a bite-block study conducted in our
laboratory on a different group of implant users �Lane et al.,
2005�. In the latter study, mean token dispersion measured
without bite blocks dropped significantly from the pre-
implant stage �around 55 Hz� to the 1 month postimplant
stage �around 45 Hz�. In another difference between the two
studies, the current one found implant users’ dispersion val-
ues were not higher at the pre-implant stage than the normal
controls’ �mean value of 37 mels�, whereas in Lane et al.
�2005� dispersion values at the pre-implant stage were higher
than those of hearing control subjects. The differences be-
tween these two sets of results may be due in part to differ-
ences in subject populations, dialect regions, and elicitation
procedures. Subjects recorded in the present study were from
the Miami area, a different dialectal region compared to the
study of Lane et al., in which subjects were recruited in the
Boston area. Furthermore, in the present study, values were
averaged over nine vowels in /pVp/ contexts embedded in a
carrier phrase whereas in Lane et al. �2005�, dispersion val-
ues were calculated over five vowels in carefully pronounced
isolated words �“heed,” “hid,” “head,” “had,” and “hot”�. We
do not have an explanation at this time that links those meth-
odological differences to the disparity between the two sets
of results.

In the current study, we infer that the implant users, after
1 year of implant use, had time to successfully retune their
auditory feedback systems, following which the system was
used to recalibrate the feedforward control commands effec-
tively. As a result, contrast distances increased at 1 year
postimplant compared to 1 month postimplant �compare
lower panels in Fig. 6�, but dispersion values remained un-
changed. The low resolution of the implant no doubt contrib-
uted to the larger target region �dispersion� at 1 year postim-
plant relative to controls. It is unlikely that further
improvements in the feedforward commands will be able to
reduce this resolution-related portion of the overall variabil-

ity seen at 1 year postimplant unless there is some improve-
ment in implant users’ perceptual acuity that might result
from improved signal processing.
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This study assessed the acoustic coarticulatory effects of phrasal accent on �V1.CV2� sequences,
when separately applied to V1 or V2, surrounding the voiced stops �b�, �d�, and �g�. Three adult
speakers each produced 360 tokens �six V1 contexts� ten V2 contexts� three stops� two emphasis
conditions�. Realizing that anticipatory coarticulation of V2 onto the intervocalic C can be
influenced by prosodic effects, as well as by vowel context effects, a modified locus equation
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I. INTRODUCTION

A. Locus equations

The locus equation metric �Lindblom, 1963� is a useful
phonetic tool to acoustically analyze the coarticulatory rela-
tionship between a given stop consonant preceding a variety
of vowels. The F2 onset of a CV transition plotted against
the F2 of the vowel midpoint typically yields a tight cluster
of linearly distributed �x ,y� coordinates when the vowel is
varied and the stop consonant is held constant. The straight
lines fit to such data have been called locus equations �LEs�.
Sussman et al. �1991�, using a speaker population of 10
males and 10 females, demonstrated how slope X y-intercept
LE plots captured bV, dV, and gV stop place productions,
displayed as nonoverlapping data clusters, despite the inher-
ent variability of vowel-context effects on the F2 transition
onsets. LE slope and y intercepts were shown to be ex-
tremely effective predictors of stop place of articulation, with
classification accuracy scores of 100%.

B. Quantifying degree of coarticulation

Krull �1988�, influenced by Lindblom’s earlier locus
equation work, was the first investigator to formally state

that the slope of the LE regression line indexes the degree of
consonant-vowel anticipatory coarticulation. Slopes closer to
a value of 0 indicated that the consonantal locus �or F2 onset
of a CV� is minimally affected by the vowel, whereas slopes
nearer to 1.0 indicated the opposite, viz. the consonantal lo-
cus is strongly influenced by the following vowel contexts.
An important addendum, however, is missing from Krull’s
�1988� characterization of LE slopes as an index of degree of
coarticulation. An amendment is needed stating that this is
the case only when F2mid values remain stable across speak-
ing conditions. Many prosodic sources of phonetic variation,
such as stress, have well-documented effects on the vowel’s
spectral make-up and consequent location in phonetic space.
Prosodically induced changes are independent from, but in-
teractive with, the vowel context-induced anticipatory coar-
ticulation considered to be encoded by the value of the LE
slope.

C. Stress dependence of phonetic space

In the F1/F2 plane, vowel space reduces under un-
stressed conditions �Tiffany, 1959�, and expands under
stressed conditions �Koopmans-van Beinum, 1980�. Under
stress, vowel nuclei move toward higher F2 formant values
for front vowels and lower F2 formant values for low back
vowels. Thus, the V midpoint is further away from anticipa-a�Electronic mail: sussman@mail.utexas.edu
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tory contextual influences on C onsets. The vowel and con-
sonant have more freedom to move in independent directions
during stressed speech.

D. Simulated changes to F2 onsets and F2 midvowels

The following hypothetical simulations demonstrate
how LE slopes are altered if vowel F2 midpoints and conso-
nantal F2 onsets are independently changed. Figure 1 �top�
shows the case for changing F2 midvowel frequencies, while
keeping F2 onsets constant. The reference LE, shown as the
solid line �y=0.58x+807� was derived from an adult male
speaker producing �dVt� tokens with five vowel contexts �i �
e # Å�. Emphatic stress was simulated by expanding the
vowel space such that low vowels decreased and high vowels
increased in F2 frequency, as shown by the arrows. The new
LE is shown by the dashed line, y=0.43x+1091. Expanding
F2 vowel space, while keeping F2 onsets constant, clearly
decreases the LE slope. Lower LE slopes indicate reduced
vowel influence on the onset frequency of the F2 transition.
Obviously, vowel context effects are unrelated to the lowered
LE slopes demonstrated in Fig. 1.

Figure 1 �bottom� shows changes to the LE slope when
F2 onsets similarly expand due to emphatic stress. The ref-
erence slope �0.58� now becomes considerably steeper �1.0�.
Parallel changes to F2 onsets bring about a disproportionally

greater slope change, and on the surface, indicate enhanced
“anticipatory coarticulation” �in the sense of Krull’s 1988
definition�. Phonetic reality is presumably somewhere be-
tween these two hypothetical situations.

E. Goals of present study

When contextually induced variation interacts with pro-
sodically induced variation, coarticulatory interactions be-
tween the C and V undergo complex, and often subtle,
“pulls” and “pushes.” The focus of this study was to empiri-
cally document the separate effects of emphatic stress on C
onset and V midpoint F2 frequencies. More specifically, we
explored novel analysis techniques to dissociate the effects
of emphatic stress on the vowel F2 midpoints relative to the
F2 onsets at the CV interface. F2 onset changes were ob-
served and interpreted in two ways—those that were directly
due to prosodically induced expansion of the vowel space,
and those due to prominence-dependent changes on coarticu-
lation per se. Of additional interest was to document how
emphatic stress differentially affects lingual �/d/ and /g/� rela-
tive to labial �/b/� intervocalic stops. Since the formation and
release of labial stops are independent of accentually altered
vowel influences, we would expect different coarticulatory
effects relative to lingual stops, /d/ and /g/, where vowel
emphasis can more directly influence the contact pattern
and/or spatial position of consonantal occlusions and their
subsequent release.

F. Phonetic effects of lexical and emphatic stress

An array of descriptive terms have been used to capture
the articulatory and acoustic changes owing to lexical and
emphatic stress—e.g., “extra force” �Jones, 1932�, “en-
hanced phonetic distinctiveness” �Öhman, 1967�, “local hy-
perarticulation” �De Jong, 1995�. Sound segments produced
in prosodically strong positions have speech gestures with
increased velocity, amplitude, and duration of movement
�Beckman and Edwards, 1994; Beckman and Cohen, 2000�.
An important consequence of such hyperarticulated move-
ment trajectories is a reduction in coarticulation, as the ar-
ticulatory gestures for adjacent sounds are further apart, pro-
ducing a diminished influence on their neighbors �de Jong,
1995; de Jong et al., 1993�.

Strengthening effects due to accentual prominence and
lexical stress have also been documented with acoustic mea-
sures. Vowels and consonants have longer durations �lexical
stress: Crystal and House, 1988; Klatt, 1974; Umeda, 1977;
accent: Beckman and Edwards, 1994; Turk and White,
1999�. The articulatory strengthening that accompanies
stressed/accented syllables is also seen in spectral changes in
the vowel as it more strongly resists coarticulatory under-
shoot and becomes less like surrounding segments �Fowler
and Saltzman, 1993�. Wouters and Macon �2002� docu-
mented accentual strengthening via increases in the spectral
rate of change in the transitions between vowels and adjacent
liquids and glides.

Only a few studies have employed locus equation met-
rics to assess the extent of CV coarticulation under prosodic/
stylistic variations. Duez �1992� reported that LE slopes for

FIG. 1. �Color online� Top graph: The flattening effect on LE slope when F2
midvowels change �back vowels decrease and front vowels increase�, while
F2 onsets remain stable. Dashed line shows the lowered slope �0.43� that
results. Bottom graph: The elevating effect on LE slope when only F2 onsets
are changed in the same way, with F2 vowel midpoints remaining stable.
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accented syllables were greater than those of unaccented syl-
lables in Swedish and French. Van Son and Pols �1996� mea-
sured F2 spectral differences in V.CV sequences to assess
intervocalic consonant reduction in informal spontaneous
speech relative to more formal read speech. Using locus
equations to capture F2 attributes of reduced speech, they
reported that strong correlations between F2 onsets, mea-
sured at the C-V boundary, and V2 target frequencies were
preserved across speaking conditions. They interpreted the
stability of the locus equation slope to indicate, in principle,
that “consonant reduction is strongly linked to vowel reduc-
tion �p. 18�.” As the F2 “target” values increased or de-
creased with changing speaking-style conditions, they rea-
soned that it was to be expected that the F2 onset frequencies
would also show commensurate changes.

Sarraf et al. �2000� reported minimal changes to LE
slopes when emphatic stress was differentially applied to V1
and V2 in V1.CV2 utterances surrounding voiced stops.
Most recently, Cole et al. �2004� examined the effect of ac-
cent on CV coarticulation with voiced and voiceless stops.
Collapsing across voicing conditions, they reported increased
LE slopes for labial, alveolar, and front/back velars in ac-
cented relative to unaccented tokens. They tempered their
contradictory findings, however, as lengthened voice onset
time �VOT� values during accented speech moved F2 onsets
closer to the vowel’s target F2 value, and hence LE slopes
were spuriously inflated for accented words.

II. METHODS

A. Participants

The subjects of this study were three male speakers of
American English between the ages of 25 and 35. All sub-
jects were graduate students in the Department of Linguistics
at the University of Texas at Austin. They all had extensive
phonetic training. Two were from Texas �MB and MM� and
one from Minnesota �BR�. None of the subjects were judged
to have strong regional or dialectal accents, and all had the
test vowels as part of their vowel inventory.

B. Speech sample and elicitation of emphatic stress

The test tokens consisted of vowel-stop-vowel �V.CV�
sequences placed in a carrier phrase. Prosodically contrastive
vowels were separated by a word boundary pause. All test
words in the V2 position were monosyllabic and meaningful
English words with V2 always in medial position. The
vowel-to-vowel sequences were structured in prosodically
strong/weak positions as follows:

Emphatic Nonemphatic

1. �C� �V� �C� V1 CV2CC
Nonemphatic Emphatic

2. �C� �V� �C� V1. CV2CC

The phrasal accent pattern was either emphatic stress falling
on the first word, or on the second word. There were six V1
contexts ��i, u, Å, o, a(, a�� in the words: �i�, three; �u� two; �Å�
draw; �o� low; �al� high; �a� viva. The three intervocalic con-

sonants were the voiced stops /b/, /d/, /g/. There were ten V2
contexts ��i, �, e, æ, Å, o, u, #, a(, au� contained within the
following words:

�bV�: beads, bells, bays, bags, balls, bowls, boots, bums,
buys, bouts,

�dV�: deeds, debts, days, dads, dogs, doles, dunes, duds,
dyes, doubts,

�gV�: geeks, guests, gates, gaps, galls, goals, goons,
gums, guys, gouts,

In order to elicit emphatic stress, the investigator en-
gaged in a dialogue with each subject that simulated a natu-
ral conversation. First, the subject �S� read the first sentence
�S�a�� and the investigator �I�, pretending as if he did not
understand the subject’s utterance, replies with a question
�1�a��. The subject then replies, stressing the test word �S�b��.
The investigator, still feigning ignorance, follows up with
another question �1�b�� that targets the test word and the
subject is forced to answer, placing the strongest emphasis
on the test word �S�c��.

V1 emphatic stress V2 emphatic stress

S�a�: I found two beads today. I found two beads today
I�a� One bead? Two deeds?
S�b�: No, TWO beads No, two BEADS
I�b�: What? Three beads? What? two weeds?
S�c� No! TWO beads! No! two BEADS!

Each speaker produced a total of 1080 tokens �3 levels
of stress�6 V1�10 V2�3 consonants�2 vowel stress
positions�. Only productions from the third stage �c�, produc-
ing maximally prominent tokens, were acoustically analyzed.
LE analyses were performed only on the CV2 sequences
�N=360 tokens�—1 stress level�6 V1�10 V2
�3 consonants�2 vowel stress positions�. The comparison
of nonemphatic relative to emphatic productions was done
only on the matched words containing the 10 V2 vowels
�e.g., beads versus BEADS, boots versus BOOTS, etc.�.

C. Recording and digitizing

All subjects were recorded in a sound attenuated room
using a high-quality microphone �SHURE BG 3.1� and a
digital master recorder �Fostex D-5�. The utterances were
recorded on DAT tape. The recorded signal was digitized
using a Power Macintosh 7100/80 at 16 bits with a 20 kHz
sampling rate. All playbacks, displays, and acoustic measure-
ments were carried out using PRAAT-4.2 software for speech
analysis �http://www.praat.org�. Spectrograms were gener-
ated using a view range of 0.0–5000 Hz, at a window length
of 0.005 s and with a 50.0 dB dynamic range. The time and
frequency resolutions were 1000 and 250 steps, respectively.
The method of analysis was Fourier transform and the win-
dow shape was Gaussian. The spectrogram was drawn with
autoscaling and 6.0 �dB/ octive� preemphasis.

Measurement points. F1 and F2 midvowel: For all vow-
els, the first and second formant of V1 and V2 were mea-
sured at the same visually determined midpoints by placing
the cursor on the spectrogram. Decisions on the time point of
measurement of F2 were made based on the following crite-
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ria �from Sussman et al., 1991�—When the second formant
was steady throughout the vowel, the cursor was placed at
the visually determined midpoint of the vowel; where the
second formant was either rising or falling a visually deter-
mined midpoint was selected. Finally, where the second for-
mant trajectory was either concave or convex, the lowest and
highest peaks of the F2 trajectories were measured. F2 mid-
vowel measurement loci of diphthongs were taken in the
visually determined midpoint of the onset portion of the
vowel. F1 midpoints were taken at same time point selected
for F2 midpoints. F2 frequencies were averaged across val-
ues taken from the �1� wide-band spectrographic display, �2�
narrow-band fast Fourier transform �FFT�, and �3� linear pre-
dictive coding �LPC� spectra. FFT and LPC readouts were
taken from spectral windows corresponding to the same F2
vowel midpoints determined by positioning the marker on
the spectrographic display.

F2 onset: F2 onsets were taken at the first glottal pulse
following the release of the consonant occlusion, i.e., at the
CV2 boundary. This was done by placing the cursor on an
expanded wide-band spectrogram view showing only the
first few glottal cycles and reading off the indicated value.

D. Multiple regression analyses

The departure point of this study was deriving analysis
procedures to dissociate emphasis-induced acoustic effects
on F2 onsets from those affecting F2 vowel midpoints. A
simple baseline model to account for F2 onset variations was

first developed from three basic assumptions:

�i� Coarticulation does not change as phrasal accent is
increased or decreased; coarticulation in this sense is
defined as “context-dependent.”

�ii� Vowel formant patterns do depend on phrasal accent:
The vowel space expands with emphatic stress.
The assumption to be evaluated is:

�iii� “Degree of coarticulation” can be specified in terms
of LE slope.

With the aid of these assumptions “expected” �or “pre-
dicted”� values of F2 onsets were derived to compare with
“observed” data. The aim of this strategy was to use the
match, or mismatch, between expected and observed F2 on-
set values to tease apart the vowel expansion effect per se
from possible coarticulation changes independently impact-
ing F2 onsets. The underlying rationale is that, if there is
agreement between observed and expected values, the model
can be considered successful in capturing F2 onset variabil-
ity. Such a result would imply that the observed F2 onset
variations are solely associated with the emphatic stress-
induced vowel space expansion and not to coarticulatory
changes occurring in consonantal adjustments to emphatic
stress. If, on the other hand, systematic discrepancies are
found, we may have evidence for emphatic stress-dependent
changes that directly affect the stop consonantal onsets.

In order to isolate the effect of emphatic stress on F2
onsets, we used a modified locus equation with two indepen-
dent variables. Regression analyses were carried out with F2
onset as the dependent variable and the F2 midpoints of V2
and V1 serving as predictor variables. Equation �1� shows
the baseline expression:

F2onset�V2� = a + b* F2mid�V2�+ c* F2mid�V1� [baseline]

nonemphatic↑ ↑emphatic
�1�

Using the Y-intercept �a� and the two slope coefficients �b ,c�, expected F2 onsets were generated by substituting V2
F2mid �emphatic� and V1 F2mid �nonemphatic� frequency values into Eq. �1�, originally established for the complimentary
baseline condition. The substituted emphasis condition that generated the array of expected F2 onset values is shown in the
following:

F2onset�V2� = a + b*F2mid�V2�+ c*F2mid�V1� [expected]

emphatic↑ ↑nonemphatic
�2�

The rationale underlying this substitution is that, by in-
serting F2mid�V2� �emphatic� and F2mid�V1� �nonemphatic�
into the equation originally derived for nonemphatic CV2’s,
we apply assumption �i� of the model—coarticulation, as tra-
ditionally defined by LE slopes, does not change due to em-
phasis. The baseline slope coefficients �b ,c� should not,
“theoretically speaking,” be inappropriate to use with the
substituted emphatically stressed values for V2. This substi-

tution implements assumption �ii�. It allowed the use of em-
phatically stressed, and hence, expanded V2 formant values,
as predictor variables in an equation originally derived for
the nonemphatic CV2 condition. The substituted F2mid�V2�
emphatic values should not affect contextually induced coar-
ticulation to modify the dependent variable, as the same LE
slope �b� is still in the equation. However, the substituted V2
midvowel frequencies do add phrasal accent-dependent
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coarticulation into the mix. Therefore, any mismatch be-
tween expected and observed F2 onsets can now be cau-
tiously attributed to the phrasal emphatic stress factor oper-
ating on F2 onsets independently of the vowel.

This procedure of extrapolating from nonemphatic to
emphatic F2 onsets was applied to the three stops from all
three speakers. Once the expected values were calculated for
all relevant tokens, corresponding observed and expected F2
onset frequencies were compared for each speaker, as well as
averaged across the three speakers. Before presenting these
results, a set of preliminary findings will first be described.

III. RESULTS

A. Locus equation analysis

Table I shows LE slopes for non-emphatic and emphatic
productions. The same basic pattern was evident across all
speakers—viz. labial slopes remained more or less constant
across emphatic stress conditions, while alveolar and velar
slopes decreased under emphatic stress. The grand mean LE
slope, averaged across the three stops and speakers, was 0.74
for the nonemphatic CVs, relative to a slope of 0.68 for
emphatically stressed CVs. The slope values were statisti-
cally compared as a function of stress in a paired t-test and
the difference was significant �t�8�=2.611; p=0.03�.

The standard error of estimate �SE�, which measures the
average root mean square distance of data points from the
regression line, consistently reflected the effect of emphatic
stress. SE values of emphatic segments �mean=89 Hz� were
lower than their nonemphatic counterparts �mean=102 Hz�
in all stop contexts and for all speakers. A paired t-test
showed the SE values to be significantly different as a func-
tion of emphasis, �t�8�=5.94, p=0.0003�. Thus, prosodically
strong segments were produced with less acoustic variability.

B. Emphatic stress effects on F2 onsets

A preliminary assessment of how emphatic stress af-
fected F2 onsets was performed by a series of t-tests on
overall means contrasted across the two speaking conditions.
For labials, the emphatic mean F2 onset �1414 Hz� was sig-
nificantly higher than the nonemphatic mean �1383� �t�178�
=−3.78; p�0.01�; for alveolars, mean emphatic F2 onset

�1833 Hz� was significantly higher than the nonemphatic
counterpart �1781 Hz� �t�178�=−7.93; p�0.001�; and for
velars, means were identical �emphatic mean=1833 Hz; non-
emphatic mean=1831 Hz�.

Figure 2 indicates that emphatic stress had small, but
systematic effects on the F2 onsets that depend on the place
of articulation of the stop. For �b� the data form a fairly
regular linear rising cluster as vowel place goes from back to
front. A different pattern is seen for �d� where data points
generally lie above the line of equality. The mean differential
is 50 Hz. The vowels of the �g� syllables behave in an inter-
mediate fashion—back vowels producing a somewhat rising
pattern similar to that for �b�, but front vowels show negli-
gible differences.

For �b� we note that nonemphatic F2 onsets that are high
�as in “beads”� become higher and that low F2 onsets �e.g.,
“bowls”� become lower. Similarly, for �g� before “back”
vowels, the low nonemphatic F2 onsets give rise to some-
what lower values than the higher F2 onsets. Despite the
small effects, the patterns are nonetheless consistent, calling
for an interpretation. It would be tempting to suggest that for
�b� and �g� before “back” vowels the data show that articu-
lators anticipate the upcoming V2 to a greater extent under
emphasis. In labial stops the tongue is free to anticipate the
articulatory position intended for V2. For the velar �g�’s, em-
phatic stress appears to make the V2 dependence of the
stop’s place of articulation greater.

However, do these effects really reflect coarticulatory
processes? Could they simply be due to phrasal accent-
dependent vowel changes? Until we have examined how V2
vowels behave under emphasis, such conclusions are prema-
ture.

C. Emphatic stress effects on F1ÃF2 vowel space

To investigate the effect of emphatic stress on the vow-
els, we examined changes in F1/F2 vowel space, measured at
V2 vowel midpoints, in normal relative to emphatically
stressed conditions. Figure 3 shows the expansion of vowel
space under accentual conditions for each speaker. Nonem-
phatic vowels are shown as open circles, with lines connect-
ing them to their emphatic counterparts, shown as closed
diamonds. While each speaker revealed an idiosyncratic al-
teration of vowel space, all three revealed an expansion simi-
lar to those reported by Koopmans-Van Beinum �1980�.

D. Dissociation of emphatic stress on the vowel
relative to the consonant

Table II presents the results of the multiple regression
analyses to initially establish the baseline slope coefficients
to predict F2 onsets from the independent variables of V1
and V2 midpoints �see Eq. �1��. The numerical accuracy of
using two independent variables, and a split of the �g� data
into front and back categories, improved the standard error
of estimate �SE� from a mean of 89 to 56 Hz for emphatic
segments and from 102 to 81 Hz for their nonemphatic
counterparts.

For �b� and �d� the degree of V2 anticipation as reflected
by the b coefficient �the traditional LE slope� shows numeri-

TABLE I. Locus equation slopes and y-intercepts for /b/, /d/, and /g/ for the
three speakers across conditions.

Non-Emphatic Emphatic

Subjects Slope Intercept Slope Intercept

BR /b/ 0.75 281 0.74 281
BR /d/ 0.57 795 0.38 1180
BR /g/ 0.95 219 0.85 4667
MB /b/ 0.77 225 0.80 218
MB /d/ 0.48 968 0.43 1121
MB /g/ 0.91 304 0.86 401
MM /b/ 0.67 377 0.71 297
MM /d/ 0.51 917 0.47 1000
MM /g/ 1.01 138 0.88 335

3806 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Lindblom et al.: Emphatic stress and coarticulation



cal values similar to the results based on a single indepen-
dent variable �V2 F2 midpoint �Hz��. As can be expected, the
split of the �g� data yields steep slopes for back vowel envi-
ronments and flat slopes for front vowel contexts �Sussman

et al., 1991�. In keeping with our earlier observations, there
was a tendency for emphatic stress to bring about negligible
changes in V2 slopes in �b� contexts, lower V2 slopes in �d�
contexts, and a decrease in V2 slopes in �g� contexts, but
only for front vowels. Back vowel �g� contexts had mixed
results, with slopes increasing for two speakers and decreas-
ing in one. The c coefficient—which reflects the persevera-
tory effect of V1 on F2 onsets—shows a relatively consistent
pattern of reducing in emphatic conditions.

To dissociate prosodic effects on the vowel midpoints
from those affecting F2 onsets, we then performed the final
set of multiple regression analyses that maintained V1 �c�
and V2 �b� slope coefficients, but substituted phasal accented
F2mid V2 values for nonemphasis F2mid V2 values as pre-
viously described in Sec. II D �see Eq. �2��. Table III presents
the mean values of observed F2 onsets during stressed CVs
versus expected F2 onsets derived from the multiple regres-
sion analyses using F2mid V2’s from emphatic productions
with slope coefficients derived from the benchmark equation
�1.0�. A series of t-tests were initially performed to test for
statistical differences between these two values of F2 onsets
for each speaker and stop consonant context. The t-tests were
each performed on 60 measures—six V1 contexts�10 V2
contexts per stop. Seven of the nine comparisons showed
significant differences �at p�0.01� as observed F2 onsets
exceeded expected F2 onsets. Only labials for speaker BR
and velars for speaker MM failed to show statistically sig-
nificant differences.

A graphic view of the regression analysis is presented
for each speaker in Fig. 4 which compares �observed-
expected� F2 onsets for �b�, �d�, and �g�. The y axis shows by
how much the observed F2 onsets differ from expected val-
ues. Observed values for the corresponding F2 midpoints of
emphatically stressed V2’s are plotted along the abscissa.
Recall these data are averages across all six V1 contexts.
There are ten data points per panel for each V2 context in
alveolar and velar stop contexts, and nine vowel contexts for
labial productions. Labial tokens with the vowel /�/, as con-
tained in word “bells,” were outliers and removed from the
analysis. A possible explanation for this deviant behavior
could be that the vowel became strongly velarized by the
following dark /l/. Accordingly, this item may be exceptional
in showing a more marked influence from the syllable final
cluster than any of the other test words. All vowels have
been divided up into front and back groups.

In examining labial data across the three speakers, the
data points more or less cluster near the line of equality, with
only MB showing differences between observed and ex-
pected values of F2 onset for three vowel contexts �two front
and one back�. Alveolars exhibited a different pattern across
the speakers with all back vowels consistently above the
equality line and front vowels slightly above the zero line.
Velars showed a similar pattern to alveolars with primarily
back vowels showing larger deviations between observed
and expected F2 onsets, with front vowels basically showing
equality between observed and expected.

To gain a more generalized perspective and smooth out
individual speaker variations, a mean �observed-expected�
F2 onset plot was derived by averaging across the three

FIG. 2. Mean F2 onset differences across emphatic �E� and nonemphatic
�NE� conditions plotted against corresponding F2 onsets in nonemphatic
condition. The data were averaged across the three speakers. The �g� mea-
surements were split into front and back groups. Mean labial F2 onset dif-
ference is shown by large shaded diamond; mean alveolar difference is
shown by large shaded triangle.
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speakers and is shown in the left side column of Fig. 5. The
�b� points in Fig. 5 are all located near the zero line. The
meaning of this outcome is as follows. The differences are
compatible with the changes that would be expected from the
observed phrasal accent induced vowel changes.

Now turn to the right column of Fig. 5, whose format is
that of a locus equation plot. At the top the observed em-
phatically produced F2 onsets for �b� are plotted as closed
circles. The linear line represents the expected LE estimate
generated by means of Eq. �1� and is based on the �b� regres-
sion data shown in Table II. Note that the data points all fall
along the expected line—a result in keeping with the fact
that LE slopes for �b� showed minimal or no slope changes
due to emphatic stress.

The analogous comparison for �d� invites a different
conclusion. The left column panel for �d� in Fig. 5 shows a
pattern of F2 onsets that falls as a function of F2mid�V2�. In
other words, before back vowels, �d�’s are shifted up further
in frequency than before front vowels. The LE diagram to
the right makes clear that these shifts have the effect of flat-
tening the slope of the cluster of data points �triangles� for
emphatically stressed �d�’s relative to the expected LE line.
This can be visualized by imagining another straight line fit
to the dark triangles �observed F2 onsets under emphatic

stress�—the regression line would be shifted upwards to bet-
ter fit the back vowel points, and hence the new LE line
would tilt to a flatter position. This was exactly what was
seen in the original LE analysis as slopes decreased under
emphatic speech. The interpretation of these findings is also
relatively straightforward. The flatter than expected slope im-
plies that, as the range of F2 onsets becomes more restricted
under emphatic stress, �d� F2 onsets show less V2 depen-
dence. Consequently, increased emphasis seems to be pro-
ducing less coarticulation.

In the bottom left panel of Fig. 5 the F2 onsets for �g�’s
before front vowels show no or minimal accent-dependent
differences, whereas the corresponding points for back vow-
els show a small rising trend as F2 midpoints increase. Look-
ing at the right panel for velars, a linear fit to the “deviant”
�observed� F2 onsets, relative to the expected LE line, would
steepen the back vowel cluster and slightly flatten the front
vowel cluster. A new single regression line through all these
points �dark squares� would result in an overall decrease in
LE slope, as previously documented.

For �b� we concluded that this pattern could be entirely
accounted for in terms of the accent-related vowel expansion
effect. Is this also the case for �g�? The left and right dia-
grams at the bottom of Fig. 5 suggest that this can only be

FIG. 3. Expansion of V2 vowel space under emphatic stress. Open circles represent nonemphatic vowels, connected to the corresponding emphatically
stressed variant �closed diamonds� by straight lines.

TABLE II. Results of multiple regression analysis. N=nonemphatic CV; E=emphatic CV. Anticipatory coefficient �b� refers to independent variable vowel 2;
perseveratory coefficient �c� refers to independent variable vowel 1 in V1.CV2 sequence.

Subject Coefficient

�b� �d� �g� front �g� back

N E N E N E N E

BR Intercept a 153 214 635 1128 909 1383 −312 −167
BR Anticipatory b 0.74 0.74 0.54 0.37 0.54 0.38 0.94 1.11
BR Perseveratory c 0.09 0.05 0.14 0.05 0.11 0.04 0.38 0.2
MB Intercept a 181 216 918 1100 992 1305 −378 −345
MB Anticipatory b 0.76 0.8 0.46 0.43 0.46 0.42 1.19 1.38
MB Perseveratory c 0.04 0 0.06 0.02 0.13 −0.02 0.22 0.04
MM Intercept a 250 208 761 941 1379 1409 −580 −334
MM Anticipatory b 0.7 0.71 0.5 0.45 0.41 0.37 1.38 1.28
MM Perseveratory c 0.06 0.06 0.1 0.07 0.00 0.00 0.13 0.08
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part of the explanation. For some of the back vowel contexts
F2 onset shifts can be seen that are considerably higher than
expected onsets, suggesting significant differences between
emphatic and nonemphatic �g� productions. However, lack-
ing the articulatory data on these samples we can only specu-
late on what these differences might be.

IV. DISCUSSION

The goal of this study was to develop new analysis met-
rics to investigate coarticulation during prosodically induced

changes to vowels flanking voiced stop consonants. Our
strategy was to isolate the acoustic effects of emphatic stress
on F2 transition onsets, independently of the stress effect on
vowel midpoint frequencies. The observed F2 onset �Hz�
variations during emphatic CV2 productions had two pos-
sible causes: �i� a passive effect of being linked to a vowel
undergoing expansion in F2 phonetic space �picture a rubber
band-like proportional scaling�, or �ii� independent adjust-
ments of the consonants to emphasis. If we simply claimed,
based on our LE slope values, that emphatic stress reduces

TABLE III. Results of t-tests between F2 onsets observed vs F2 onsets expected for each speaker and stop consonant. T-values significant at p�0.01 indicated
by an asterisk ���; df =59 in all cases.

Labial Alveolar Velar

Obs Exp t Obs Exp t Obs Exp t

BR 1465 1414 0.82 1825 1760 4.79* 1872 1791 5.47*

MB 1415 1373 5.02* 1841 1772 9.41* 1859 1818 3.37*

MM 1586 1429 8.41* 1825 1802 2.44* 1820 1824 −0.27

Mean 1489 1405 1830 1778 1850 1811

FIG. 4. Deviation of observed F2 onsets from expected F2 onsets plotted against observed F2mid �Hz� of stressed V2. The V2 contexts were divided into front
and back groups. Values above the line of equality �0� indicate that observed F2 onsets exceed expected/predicted values �A=speaker BR; B=speaker MB;
C=speaker MM�.
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coarticulation by virtue of vowel nuclei moving further away
from their C-onset linkages, then a reasonable corollary to
that would be stability in consonantal onsets. A straightfor-
ward comparison of F2 onsets between nonemphatic relative
to emphatic conditions clearly showed departures from
equality, negating a stability notion for F2 onsets. The analy-
sis metrics of this study showed both proportional, as well as
disproportional scaling, as expanding vowel nuclei some-
times dragged along the F2 onsets �as with labial stops�, and
other times did not �as with alveolar and velar stops�.

A take home message for the above-noted set of exer-
cises can be summarized as follows: The existence of dispro-
portionate scaling between changes to F2 onsets relative to
vowel expansion effects implies explicit changes to CV coar-
ticulation under emphatic stress; proportionate scaling im-
plies overall maintenance of CV coarticulation, as changes to

F2 onsets are simply correlated adjustments to expanded
vowel positions. In the next section we will attempt to pro-
vide an articulatory interpretation for the patterned acoustic
data obtained.

A. Articulatory interpretation of acoustic prominence
results

This study used formant measurements as a window on
articulation, a poor man’s x-ray in a sense. While the abso-
lute frequency changes were small, they did reveal a consis-
tent and interesting pattern between phrasal accent effects on
labially formed relative to lingually formed stop consonants.
De Jong �1995�, in an x-ray microbeam study investigating
the kinematics underlying linguistic prominence, clearly
showed that “the jaw, lip, and tongue interact in the articu-

FIG. 5. Left column: Mean deviations of observed vs expected F2 onsets, averaged across the three speakers, plotted against F2mid �Hz� of stressed V2. From
top to bottom are scatterplots for labials, alveolars, and velars. The V2 contexts are shown as front and back groups. Right column: Expected F2 onsets are
indicated by the straight lines which were derived by means of the LE metric with two independent variables. The closed symbols alongside each regression
line represent observed F2 onset means for �bV�-circles, �dV�-triangles, and �gV�-squares tokens. F2 onset variations, relative to straight lines, indicate
stress-induced changes to F2onsets.
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lation of stress in subject dependent ways” �p. 491�. His in-
tersubject differences highlighted the fact that “stress effects
are more profitably described in terms of abstract articulatory
goals than in terms of actual articulators” �p. 501�. In the
following discussion we will also strive for a goal-oriented
interpretation. We will first show that the acoustic data are in
accord with the emphatic stops being produced with a
“deeper contact” for the lingual occlusion.

1. “Deeper contact” hypothesis

The deeper contact hypothesis suggests that there is a
greater degree of tongue tissue compression and hence larger
contact areas on the alveolar ridge/hard palate during the
longer occlusion interval of emphatically stressed relative to
nonemphatic lingual consonants. Greater tissue compression
at the lips for emphatically produced labial � vowel se-
quences is also hypothesized, but unconstrained tongue
movements during the occlusion precludes the same acoustic
results as seen with lingual stops.

Closure duration values, where consonant occlusion du-
ration was defined as the interval between the last glottal
pulse of V1 and the first glottal pulse of V2, showed a mean
increase due to CV2 emphasis of 82 ms for �bV2�, 79 ms for
�dV2�, and 76 ms for �gV2� tokens. Thus, emphatic stop clo-
sures were significantly longer �oral average 79 ms� than
their nonemphatic variants.

Evidence that deeper stop closures are associated with
increased stress comes primarily from work on electro-
palatography �Farnetani, 1990�. Farnetani’s study is particu-
larly relevant to the present work in that it contains observa-
tions on how tongue-palate contact patterns for apical stops
�/t/ and /d/� vary as a function of stress. Activation of a larger
number of front electrodes on the tongue-palate contact area
was shown to be strongly dependent on closure duration.

Before discussing the simulation of acoustic conse-
quences of “deeper closures,” another closely related and
compatible kinematic effect often observed during the pro-
duction of intervocalic stops is relevant. Houde �1968� was
the first to report a forward movement of the tongue mass
during the closure gesture into velar stops. Since that early
cineradiographic study, several more recent kinematic stud-
ies of both lip and tongue movements in V-stop-V contexts
have shown that the articulators move, at high velocities,
toward a virtual stop closure target, and continue to move
during closure through a curved trajectory, with concomitant
tissue compression that maintains an airtight seal �Moosham-
mer et al., 1995; Löfqvist and Gracco, 1999; Fuchs et al.,
2001; Löfqvist & Gracco, 2002�.

2. Acoustic simulations

To ascertain possible acoustic effects of more extensive
tongue-palate contact during stop closure we modeled alveo-
lar stops as a constriction imposed on a uniform tube. A
17.5 cm tube with a cross-sectional area of 8 cm2 and a
1.5 cm constriction at 14 cm from the glottis was chosen.
The constriction area was set at 0.16 cm2 to approximate the

articulatory opening occurring near the first postrelease glot-
tal pulse of a �dV� sequence �an approximate value corre-
sponding to F2 onsets�.

For such a radically constricted configuration, F1 would
be expected to show a low value �Fant, 1960�. Since the ratio
between wide and narrow areas is large, the coupling be-
tween the cavities can be considered negligible. We would
expect F2 to depend primarily on the length of the back
cavity which approximates a tube closed at both ends and
whose resonance frequencies would therefore occur at mul-
tiples of c /2l. For the speed of sound −c=35 000 cm/s at
body temperature-the estimate for F2 becomes 35000/ �2
�14�=1250 Hz.

A deeper alveolar closure could be simulated by making
the constriction more extensive at the expense of the back
cavity. As the constriction of the tube model is thus broad-
ened and the back �and front� cavity correspondingly short-
ened, we find that its resonance—here equated with F2—
would rise by approximately 10 Hz per mm increase in
constriction extent.

Recall that we observed an average stress-dependent dif-
ference for F2 onsets for �d� of the order of 50 Hz. In terms
of the tube model such a value implies a stop occlusion
length difference of about 5 mm, a value in good agreement
with Farnetani’s EPG observation �1990�.

A similar exercise is useful in the interpretation of the
results for �g�. As a point of departure we selected a modified
version of the velar consonant model explored by Stevens
�1998, p. 366�. The velar constriction is located at two-thirds
of the distance between the glottis and the lips �a total tube
length of 16 cm�. Figure 6 �left side� illustrates the constric-
tion length modifications of the model. The most constricted
region of the articulation has a length of 2 cm. Behind this
constriction, and in front of it, a 2 cm linear interpolation
between the narrow and wide areas is applied. To simulate
more extensive contacts we incremented the constriction
length in five steps of 1 mm, both at its front and back ends,
while keeping the anterior and posterior location of the start
and end of the linear tapering unchanged. The left half of
Fig. 6 compares two constriction lengths 2 and 3 cm and
associated interpolating lines.

Area functions were then derived for the five incre-
mented constriction lengths and formant frequencies were
calculated using the FORMF.C program based on Liljencrants
and Fant �1975�. The result of this exercise is shown in the
right panel of Fig. 6, which shows the frequencies of F2 and
F3 as a function of increasing the length of the constriction.
Recall that an increment of 0 mm implies a constriction
length of 2 cm. Figure 6 shows that F2 rises by approxi-
mately 11 Hz

In Fig. 4 we observed that the stress-dependent effect for
the F2 onsets of �g� was minimal suggesting limited, if any,
increase in tongue-palate contact areas. However, in Fig. 5,
the plots that compare expected with observed F2 onsets in
emphatic velar stops indicate that, for several back vowel
contexts, F2 onsets greatly exceeded the expected values.
This could possibly indicate that the higher than expected F2
onsets were produced with more fronted �g� articulations.

Interestingly, the results estimated from the above-
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mentioned velar modeling exercise are compatible with ki-
nematic lingual displacements of tongue-body movement re-
cently documented during closure for velar stops �Löfqvist
and Gracco, 2002; Mooshammer et al. �1995�. Löfqvist and
Gracco �2002� concluded that “…at the instant of the acous-
tically defined oral closure for a velar stop the tongue body
is moving forward in the majority of cases �p. 2826�.
Mooshammer et al. �1995� reported approximately 1 mm of
tongue �fronting� movements in V1= / i/ contexts and from
4 to 10 mm when the preceding vowel was either /u/ or /a/.
Our data were based on averages across ten vowel contexts,
but back vowels illustrated the most extensive changes under
emphatic stress, in agreement with the above-mentioned re-
sults.

B. Differences between labial and lingual stops

The mechanical uncoupling between the C-articulator
relative to the V-articulator is often cited as a reason for
greater anticipatory coarticulation in �bV� sequences than,
for example, �dV� sequences. Using a magnetometer system
for recording tongue and lip movements, Löfqvist and
Gracco �1999� determined that in vowel-bilabial stop-vowel
sequences, “more than 50% of the tongue movement trajec-
tory from the first to the second vowel tends to occur during
the stop closure for the consonant” �p. 2812�. Thus, in phra-
sally accented labial productions, the unconstrained tongue
can easily maintain constancy in anticipatory coarticulation
extents despite the expanded V2 vowel space. When alveolar
and velar stops are flanked by vowels, however, the tongue is
actively involved in forming the stop closure and must main-
tain the airtight seal, foregoing the degree of anticipatory
movement seen in the vowel-to-vowel gestures surrounding
labial stops. As vowel midpoints expand during emphatic
stress, with F2 of low vowels moving lower and F2 in high
vowels moving higher, the tongue dorsum contact points for
closure “dig in” and resist, to a greater extent, the following
vowel’s front-back position.

C. On the use of LEs in the analysis of coarticulation

Several studies have attempted to establish a direct
�rather than an inferred� link between specific articulatory
gestures and the degree of anticipatory coarticulation as in-
dexed by the LE slope �e.g., Löfqvist, 1999; Tabain, 2000,
2002�. The Löfqvist study used magnetometers to record
tongue and lip movements from four receivers, and the
Tabain study utilized EPG recordings. In general, both stud-
ies reported negative results, with Löfqvist concluding “it
appears that caution is necessary in making claims that lo-
cus equation slope can be used to assess differences in coar-
ticulation… �p. 2029�. In defense of the LE slope, and as
similarly stated by Löfqvist �see p. 2028�, it is very difficult
to equate the phonetic playing fields of specific kinematic
recordings to the acoustically based, and higher-order
category-level analysis of the LE. Since LE slopes are de-
rived across many and varied vowel contexts �Löfqvist used
only three vowels in his analyses�, and since the F2 transi-
tions reflect area functions of the entire vocal tract, the well-
intentioned affirmation strategy falls well short of a valid
test. Perhaps the single most informative technique that can
speak to this issue is the use of articulatory models, such as
APEX �Lindblom, 1998; Stark et al. 1998�. For example,
Lindblom’s simulation �1998� clearly showed how two dif-
ferent tongue body configurations for the vowel, one already
in vowel position during the oral closure for �dV�, relative to
a more neutral tongue body position at closure, yielded two
vastly different LE slopes—0.94 in the “anticipatory” posi-
tion and 0.07 in the vowel-neutral position.

In conclusion, caution is needed in strictly interpreting
LE slopes as numerical markers of degree of coarticulation.
While basically valid, there are sources of phonetic variation,
such as emphatic stress and tempo, that can introduce a con-
found into the linkage between the LE slope and degree of
coarticulation. The methodology described in this study can
help account for this interaction.

FIG. 6. Simulation of “deep closure”
in the production of a velar stop. Re-
gression lines on the right indicate the
rise in F2 and F3 frequency as a func-
tion of increasing constriction length
�mm�.
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This study investigated changes in vowel production and perception among university students from
the north of England, as individuals adapt their accent from regional to educated norms. Subjects
were tested in their production and perception at regular intervals over a period of 2 years: before
beginning university, 3 months later, and at the end of their first and second years at university. At
each testing session, subjects were recorded reading a set of experimental words and a short passage.
Subjects also completed two perceptual tasks; they chose best exemplar locations for vowels
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noise spoken with either a northern or southern English accent. The results demonstrated that
subjects at a late stage in their language development, early adulthood, changed their spoken accent
after attending university. There were no reliable changes in perception over time, but there was
evidence for a between-subjects link between production and perception; subjects chose similar
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I. INTRODUCTION

Native speakers of regional accents typically modify
their speech when living in a community where that accent is
not commonly spoken �e.g., Munro et al., 1999; Sankoff,
2004�. Speakers often avoid variants that are markedly re-
gional or unusual to facilitate communication �Trudgill,
1986� and to fit in with their new community �Foulkes and
Docherty, 1999�. However, they also retain some regional
variants in order to show their allegiance to particular social
or geographical groups �e.g., Foulkes and Docherty, 1999;
Trudgill, 1986�. For example, in British English, the focus of
the present study, speakers of northern English who live in
southern England typically modify their production of the
vowel in words such as luck from a high back vowel �*� to a
centralized vowel, �.�, so that it is closer to how southerners
produce this vowel �Evans and Iverson, 2004; Trudgill,
1986; Wells, 1982�. However, they also retain �a� when pro-
ducing words like bath just like in their native northern En-
glish accent, rather than producing it with the southern vowel
�Äb� �Evans and Iverson, 2004; Trudgill, 1986; Wells, 1982�.

The present study focused on accent change in a group
of university students from a small town in the Midlands,
U.K., where the local accent is a variety of northern English,
a nonstandard accent. In Britain, it is usual for students to
attend university in a different area from the one in which
they have been raised, and so students come into contact
with speakers of a wide variety of accents. In particular, they
come into contact with speakers of Standard Southern British
English �SSBE�, the prestige accent of English and the ac-
cent of education.1 As a result, students from the north of
England typically change their accent from regional to edu-
cated �i.e., SSBE� norms in order to better fit in with their

new university community. The aim of this study was to
quantify these changes in accent among university students
from the north of England, and to investigate whether the
adjustments in production were accompanied by changes in
perceptual processing.

One could imagine that perception and production might
be based on the same underlying phonetic categories, and
that any changes in production would be accompanied by
changes in perception �e.g., Liberman et al., 1967; Liberman
and Mattingly, 1985; Fowler, 1981, 1986�. However, the evi-
dence for such a strong relationship between perception and
production is mixed. Bell-Berti et al. �1979� demonstrated
that differences in production strategies for the vowel /i/
were significantly correlated with differences in perception
for /i/. They took this as evidence for a common mechanism
or process that mediates the production and perception of
vowels. Newman �2003� also found significant, though
small, correlations between listeners’ perceptual prototypes
and their average voice onset time �VOT� for stop conso-
nants, as well as between their perceptual prototypes and
spectral peaks for voiceless fricatives. Other studies have
failed to find such correlations. For example, Bailey and
Haggard �1973, 1980� found no correlation between average
VOTs produced in voiced and voiceless consonants and lis-
teners’ perceptual category boundaries for a /g/-/k/ con-
tinuum. Similarly, Ainsworth and Paliwal �1984� found no
correlation between performance on production and percep-
tion tasks for glides, and Frieda et al. �2000� for the vowel
/i/.

Results from studies of production and perception in
second language �L2� learning are also not clear-cut. Flege et
al. �1997� found evidence for correlations between the per-
ception and production of the four English vowels, /i/, /(/, /�/
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and /a/ by non-native learners of English, but the magnitude
of these correlations was small �see also Flege et al., 1999�.
Other studies of L2 acquisition have found no evidence for
the existence of these perception-production correlations. For
example, Bradlow et al. �1997� demonstrated that Japanese
learners improved in both their production and perception of
the phonemes /r/ and /l/ after perceptual training, but found
no significant correlations between individual learners’ im-
provement in perception and production. That is, even
though subjects changed their production and perception, the
subjects who showed the most change in production did not
always show the most change in perception.

Even if there is no direct link between changes in pro-
duction and perception, subjects may still adjust their percep-
tual processes when listening to a non-native accent. For
example, studies of talker-specific learning �e.g., Nygaard
and Pisoni, 1998� have shown that after only a short amount
of experience with an unfamiliar talker, word recognition for
that talker improves. Moreover, listeners are able to adapt
rapidly to foreign-accented speech �Clarke and Garrett, 2004;
Nygaard et al., 2005�; adaptation to foreign-accented speech
has been shown to require exposure to only two to four
sentence-length utterances �Clarke and Garrett, 2004�, and
listeners appear to be able to shift their VOT categorization
boundary for stop consonants to better match a speaker’s
productions after less than 2-min experience with that
speaker �Clarke and Luce, 2005�. Based on this evidence,
one might expect that in a multidialectal situation, where
subjects are regularly exposed to a non-native accent, sub-
jects would be able to easily adapt perceptually to that ac-
cent. In the present study, northern listeners who are regu-
larly exposed to SSBE might thus be able to easily adjust
their perceptual processes to better adapt to SSBE.

However, our evidence �Evans and Iverson, 2004� sug-
gests that adaptation to a non-native accent may be slower. In
this previous work, we investigated whether listeners from
the north of England changed their best exemplar locations
when listening to speech produced in their native accent and
SSBE. Subjects with different backgrounds were tested;
northerners who had been living in London �south of En-
gland� for a minimum of 1 year, and northerners aged
16–17 years who had been born and raised in the north of
England. The results demonstrated that northerners living in
the south of England adjusted their best exemplar locations
when listening to SSBE speech; listeners chose best exem-
plar locations for vowels in SSBE sentences that more
closely matched how southerners produce these vowels.
However, northerners still living in the north of England did
not adjust their best exemplar locations; these subjects used
their native �i.e., northern� vowel categories when listening
to both SSBE and northern English. This was surprising as
these northerners had extensive experience of listening to
southern English speech through the media. This suggests
that, although subjects are able to adjust their perceptual cat-
egorizations, these changes take place over a long period of
time and are not just determined by short-term exposure to a
particular speaker or accent �see also Eisner and McQueen,
2005�.

The present study used a longitudinal design to investi-
gate whether subjects changed their production as a result of
attending university, and whether these changes were accom-
panied by changes in perception. Students were tested before
beginning university, 3 months later, and on completion of
their first and second years at university. At each testing ses-
sion they completed three experiments. Experiment 1 inves-
tigated whether subjects changed their speech production.
Experiment 2 created perceptual vowel space maps �i.e., best
exemplar locations� in a three-dimensional space that varied
F1, F2, and duration for vowels embedded in SSBE and
northern English carrier sentences. The aim was to investi-
gate if subjects changed the acoustic qualities of the vowels
according to whether the sentence was spoken with an SSBE
or northern English accent. Further analysis addressed
whether any changes in the perceptual vowel space maps
were linked to changes in production. Experiment 3 investi-
gated whether any changes in production and the best exem-
plar locations had an effect on sentence recognition in noise.

II. EXPERIMENT 1: MEASUREMENT
OF PRODUCTION

A. Method

1. Participants

Twenty-seven subjects were tested and paid for their
participation. All were native monolingual English speakers
and reported no speech, hearing, or language difficulties.

Subjects were recruited from Ashby de la Zouch, Leices-
tershire, UK, a small market town in the Midlands where the
local accent can be classified as a variety of northern English
�Evans, 2005; Wells, 1982�. At the time of recruitment, sub-
jects were aged 17–18 years, and were completing their
school education at Ashby Grammar School, the local com-
prehensive school. All subjects had lived in Ashby since at
least age 5 years,2 and had been educated at local schools.
This period of development, characterized by the influence
of the peer group, is thought to be particularly important for
the development of regional accent �Kerswill and Williams,
2000�. All had parents and immediate family local to the
area, minimizing the risk that subjects had regular contact
with speakers of southern English accents.

Subjects attended different universities in England,3 and
so all testing was carried out in Ashby. Students in Britain
typically attend university in a different area from the one in
which they have been raised, so the location of the university
has little influence on the accent background of the student
body as a whole. Thus, subjects attending university in the
north of England and those attending university in the south
of England were both likely to interact with SSBE speakers.
All students lived in university accommodation and reported
that they spent the majority of their time interacting with
fellow students.

Two subjects did not complete the experiment because
they dropped out of university during their first term. Of the
remaining 25 subjects, two subjects were dropped from the
experiment because their best exemplar locations for the
vowels found in experiment 2 were not reliable �i.e., their
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best exemplar locations for words that are produced the same
in SSBE and Sheffield English accents, such as in the words
bird and bead, differed by more than 2 ERB in the two
carrier sentences�. This gave a test sample of 23 subjects, 7
male and 16 female. Due to problems in contacting all of the
subjects, only 19 of these subjects were tested at the last
testing time.

2. Stimuli and apparatus

The stimuli consisted of 11 test words in the carrier sen-
tence I’m asking you to say the word [ ] please, and a pho-
netically balanced passage, “Arthur the Rat.” The test words
were bad, bard, bawd, bed, bird, booed, bud, bead, cud,
could, and bath. This allowed potential changes in subjects’
best exemplar locations �experiment 2� to be compared with
changes in production. Of particular interest were the vowels
in the words bud, cud, and bath that are produced differently
in northern and southern English accents �e.g., Wells, 1982�.
Speakers of SSBE produce words like bud and cud using the
vowel �#�. However, speakers of northern English do not
have this vowel in their phoneme inventory; they say words
like bud and cud using the high back vowel �*�, such that
bud is produced with the same vowel as book, and cud be-
comes a homophone or near homophone of could. Northern-
ers and southerners both have the vowels �a� and �Äb� but
with somewhat different lexical distributions; words like
bath are produced with �Äb� by southerners, but with �a� by
northerners.

All recordings were made in a quiet room and recorded
onto DAT with a sampling rate of 44.1 kHz, 16-bit resolu-
tion.

3. Procedure

a. Recording. Subjects recorded two repetitions of each
target word in a randomized order and one reading of the
passage. Subjects were instructed to read the passage as if
they were reading it to a friend. The researcher was the first
author, who lived in Ashby from age 2–18 years when she
moved away to attend university. Although she still uses
some local features in her accent �e.g., short “a,” �a�, in
bath�, she has changed her accent so that it is more similar to
that of the SSBE speakers in the community where she now
lives. She conducted all testing and was known to the sub-
jects as the sister of a friend. It was thought that the relation-
ship of the researcher to the subjects and the researcher’s
own linguistic background would encourage subjects to
speak in the way that they would when interacting with
friends at university �Milroy, 1987a, 1987b�.

b. Accent ratings. Six phonetically trained listeners rated
for accent samples of subjects’ speech from each testing ses-
sion �i.e., before beginning university �Time 1;T1�, 3 months
later �Time 2; T2�, after 1 year �Time 3; T3�, and after
2 years �Time 4; T4��. All listeners were native British En-
glish speakers. They gave ratings on a short sample of the
reading passage: Just then the old captain saw Arthur.
“Stop,” he ordered the others coarsely. “You are coming, of
course?” “I’m not certain,” said Arthur, undaunted. “The
roof may not come down yet.” This passage was selected

because it was thought to be revealing of accent. That is, it
contains examples of the vowels that were expected to
change after living in a multidialectal environment �e.g., the
vowels in the words just, coming, and come�.

The rating sessions were self-paced and listeners could
listen to each sample as many times as they wished. Listen-
ers gave their ratings by indicating on a response sheet, on a
scale of 1 to 10, how northern or southern they thought the
speaker sounded. A rating of “10” corresponded to “very
northern” and a response of “1” to “very southern.” Stimuli
were presented in a random order �i.e., all recording times
presented together�. Listeners were not made aware of the
design of the study. That is, they were not told that they
would hear the same speaker more than once, and were un-
aware that speakers were expected to have changed their
accent. All listeners were native British English speakers.

c. Acoustic analysis. F1, F2, and duration were mea-
sured for the vowels in each target word spoken in the carrier
sentence, giving two sets of measurements for each word.
F1, F2, and duration were averaged across repetitions of
each word and these measurements were used in the subse-
quent analyses. The test words rather than the passage were
used because this enabled any effects of consonantal context
to be controlled. In contrast, the accent ratings were made on
the passage to give a more global measure of each subject’s
accent.

The acoustic measurements were made in PRAAT

�Boersma and Weenink, 2004�. The stimuli were located
manually, and then F1 and F2 were extracted using hand-
corrected LPC analyses. Formant frequencies were measured
from the midpoint of the steady-state portion of the vowel.
The steady-state portion of the vowel was defined as the part
of the vowel that was closest to the midpoint and where the
formant frequencies were most stable. All duration measure-
ments were taken from the beginning of the F2 transitions to
the end of the F2 transitions.

So that the data from male and female speakers could be
compared, a version of Nearey’s �1978� individual log mean
procedure was used to normalize the acoustic measurements.
The procedure expresses each log-transformed formant fre-
quency as a distance to a reference point, the log mean,
which is calculated by averaging the log-transformed F1 and
F2 values for all vowels for a given speaker. This procedure
was chosen because it has been shown to be one of the most
effective methods for reducing the effects of anatomical and
physiological variation, while retaining the phonemic varia-
tion that is important for accent variation �Adank, 2003;
Adank et al., 2004�. The average formant frequencies for
each test word were normalized following the equation:

Fijk norm = Gijk − G� , �1�

where i is the formant, j is the vowel being transformed, k is
the speaker, G is the log-transformed frequency of formant i,
and G� is the log mean for a speaker k. In this study the log
mean was calculated using the vowels that are produced
similarly in northern and southern English accents �i.e., bad,
bard, bawd, bead, bed, bird, and booed� for that talker, av-
eraged over all testing sessions. The vowels in bud, cud,
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could, and bath were omitted from the log mean calculation
because these vowels were expected to change over time.

B. Results

1. Perceived accent rating

As displayed in Fig. 1, subjects changed their accent
over time. Subjects were judged to sound more southern at
T4 than at T1, though there appeared to be little change

between the testing sessions at T3 and T4, and there was
more variability in the ratings at T4 than at T1, T2, or T3
�see Table I�. The potential differences between the ratings at
T1, T2, T3, and T4 were tested in a repeated-measures
ANOVA, with time �T1, T2, T3, and T4� coded as a within-
subject variable. There was a main effect of time, F�1,20�
=22.94, p�0.001, confirming that subjects changed their ac-
cent to sound more southern after attending university.

However, as displayed in Table I, there were differences
in the amount and direction of accent change between sub-
jects. Although the majority of subjects �18 out of 23� was
rated as sounding more southern at the final testing time than
at T1, the change in accent rating4 from T1 to the final test-
ing session was often small; for nine subjects, the change in
accent rating was less than 1 point on the 10-point rating
scale. Also, three subjects were judged not to have changed
their accent at all and one was judged to have a more north-
ern accent at the final testing session than T1.

There were also large individual differences in the ac-
cents of the talkers. For example, as can be seen from the
data in Table I, one subject had an accent rating greater than
8 at T1, T2, T3, and T4 �i.e., very northern�, but another
subject had an accent rating between 2.67 and 2.83 at T1, T2,
T3, and T4 �i.e., very southern�. These differences can be
seen clearly when the overall accent rating �i.e., the average
of each subject’s rating at T1, T2, T3, and T4 or T1, T2, and
T3 when the subject could not be contacted at T4�, is calcu-
lated �Table I�.

A Pearson correlation investigated whether the change in
accent rating was related to the overall accent rating, that is,

FIG. 1. Boxplot of the accent ratings for subjects at T1, T2, T3, and T4
�N=23 at T1, T2, and T3; N=19 at T4�. Boxplots display the interquartile
range of scores. The box shows the 25th to 75th percentiles, with a line at
the median value. The lower and upper “whiskers,” respectively, show the
minimum and maximum values of the data range, with outliers represented
by the unshaded circles. Subjects changed their spoken accent over time;
subjects were given a more southern �i.e., lower� rating at T4 than at T1.

TABLE I. Individual accent ratings for subjects at T1, T2, T3, and T4, the overall accent rating and change in
accent rating.

Sex Accent rating Overall accent rating
Change in accent rating
�final–first testing time�

T1 T2 T3 T4
F 6.50 5.67 6.33 ¯ 6.21 −0.17
F 6.83 7.33 5.67 6.33 6.54 −0.50
F 6.83 5.83 5.50 ¯ 5.92 −1.33
M 6.50 6.67 4.17 4.17 5.38 −2.33
F 5.33 4.50 4.83 3.67 4.58 −1.67
F 6.33 5.83 5.33 4.17 5.42 −2.17
F 6.50 6.33 6.67 6.00 6.38 −0.50
F 5.17 5.50 5.50 6.17 5.58 +1.00
F 5.83 5.83 4.83 5.00 5.38 −0.83
F 2.83 2.83 2.67 ¯ 2.72 −0.17
M 8.00 6.83 5.83 5.83 6.63 −2.17
F 6.67 6.33 5.67 5.50 6.04 −1.17
F 6.50 6.17 5.83 6.33 6.21 −0.17
M 6.67 6.33 5.83 5.50 6.08 −1.17
M 5.83 6.33 5.83 5.00 5.75 −0.83
M ¯ 8.00 7.50 6.33 7.28 −1.67
F 3.33 5.33 3.67 3.33 3.92 0.00
F 6.17 5.83 4.83 6.17 5.75 0.00
F 6.17 3.67 5.50 ¯ 5.21 −0.67
F 5.33 5.83 4.83 4.67 5.17 −0.67
F 5.83 4.00 5.33 2.83 4.50 −3.00
M 8.67 8.33 8.17 8.67 8.46 0.00
M 5.00 3.33 3.83 3.83 4.00 −1.17
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whether subjects who were judged to sound more northern at
T1 changed their accent more than those who were judged to
sound more southern. The results demonstrated that there
was no significant relationship between the overall accent
rating and the change in rating, r=0.35, p�0.05.

2. Acoustic analysis

Based on our previous work �Evans and Iverson, 2004�,
test words were divided into groups that would be likely to
change �i.e., bud, cud, could, and bath� and groups that
would likely not change �i.e., all other words�. This enabled
us to avoid multiple statistical tests.

a. Bud and cud. As displayed in Fig. 2, subjects changed
the way in which they produced the vowels in bud and cud.
At T1, subjects produced these words with a high-back
vowel, as is typical for speakers of northern English accents.
At T2, some, but not all, subjects had begun to centralize
these vowels. This centralization process continued over
time, so that at T3 and T4 almost all subjects produced these
words with a more central vowel that is acoustically similar
to the vowel in bird. The shift appeared to occur in both the
F1 and F2 dimensions, though the amount of change ap-
peared to differ amongst subjects.

The potential changes in F1 and F2 were tested in sepa-
rate repeated-measures ANOVA analyses, with word �bud or
cud� and time �T1, T2, T3, and T4� coded as within-subject
variables. For F1, there was a main effect of time, F�3,48�
=6.80, p�0.01, demonstrating that subjects produced this
vowel with a higher F1 at T4. There was also a main effect
of time for F2, F�3,48�=29.33, p�0.001, demonstrating
that subjects produced this vowel with a higher F2 at T4.
There was a significant interaction of word and time for both
F1, F�3,48�=8.22, p�0.01, and F2, F�3,48�=10.08, p
�0.001. Inspection of the data revealed that this was be-
cause changes in F1 and F2 for cud occurred faster than
those for bud; at T1 bud was produced with a higher F1 and
F2 �i.e., more central� than cud, but at T2 cud was produced
with a higher F1 and F2 than bud. There was also a main
effect of word for F2, F�1,16�=13.42, p�0.01; overall F2
was lower �i.e., further back in the vowel space� for cud than
for bud.

As displayed in Table II, there was little change over
time in duration for bud and cud, although subjects appeared
to be producing a shorter vowel at T1, T2, T3, and T4 for
cud. A repeated-measures ANOVA for duration revealed that
there was a main effect of word, F�1,16�=38.24, p�0.001,
indicating that subjects were producing a shorter vowel for

FIG. 2. F1 and F2 formant frequency
plots of subjects’ productions of target
words at T1, T2, T3, and T4. Bud and
cud �averaged�, could and bath �i.e.,
the vowels that were expected to
change with accent�, are shown in
black symbols. All other vowels �i.e.,
those that are produced similarly in
both northern and southern English ac-
cents� are shown in gray. Measure-
ments are given in Nearey’s log mean
units �CLIHI2�. This measure was used
to normalize the data so that male and
female speech could be compared.
Subjects changed their production of
bud, cud, and could so that it was
more centralized at T4. This changed
occurred in both the F1 and F2 dimen-
sions. No changes occurred in any
other vowels.
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cud, but there was no significant main effect of time, and no
significant interaction of word and time, p�0.05.

b. Could. As displayed in Fig. 2, subjects changed the
way in which they produced the vowel in could. At T1, sub-
jects produced this word with a high-back vowel, as is typi-
cal for speakers of northern and southern English accents. At
T2, some, but not all, subjects had begun to centralize this
vowel, and by T3 and T4 almost all subjects produced this
word with a more central vowel. This is surprising as both
northerners and southerners produce this word with the same
vowel, �*�. As for bud and cud, the shift appeared to occur in
both the F1 and the F2 dimension, though the degree of
change appeared to differ among subjects. The differences in
F1 and F2 were tested in separate repeated-measures
ANOVA analyses, with time coded as a within-subject vari-
able. There was a significant effect of time for F1, F�1,16�
=30.48, p�0.001, and F2, F�1,16�=39.00, p�0.001. As
displayed in Table II, there did not appear to be any change
in duration. A repeated-measures ANOVA confirmed that
there was no significant effect of time, p�0.05.

c. Bath. As displayed in Fig. 2, there appeared to be
some changes in the production of bath in the F1 and the F2
dimensions; some subjects seemed to be producing this word
with a lower F1 and lower F2 at T3 and T4, so that it was
closer to how they produced the vowel in bard. The differ-
ences in F1, F2, and duration were tested in separate
repeated-measures ANOVA analyses, with time coded as a
within-subject variable. There was a significant effect of time
for F1, F�1,16�=7.11, p�0.05, and F2, F�1,16�=9.39, p
�0.01, confirming that subjects changed their production of
this vowel in these dimensions. For duration, there was no
significant effect of time, p�0.05, indicating that subjects
produced this vowel with a similar duration at each testing
session.

d. Other vowels. As displayed in Fig. 2, subjects did not
appear to change their production of any other vowels, al-
though there was a possible shift in bawd in the F2 dimen-
sion. The potential differences in F1 and F2 were tested in
separate repeated-measures ANOVA analyses, with word
�i.e., all words other than bud, cud, could, and bath� and time
coded as within-subject variables. There was a main effect of
word for F1, F�1,16�=20.50, p�0.001, and F2, F�1,16�
=7.26, p�0.05, demonstrating that subjects produced these

words with different formant frequency values, but there was
no main effect of time and no significant interaction of word
and time, p�0.05. The shift in bawd was thus not reliable.

As displayed in Table II, subjects chose different dura-
tions for different words, but there did not appear to be any
change in duration from T1 to T4. A repeated-measures
ANOVA analysis confirmed that there was a main effect of
word, F�1,16�=20.04, p�0.001, demonstrating that sub-
jects produced these words with different durations, but there
was no main effect of time and no significant interaction of
word and time, p�0.05.

e. Comparison with accent ratings. To verify that the
changes observed in the F1 and F2 frequency measurements
for bud, cud, could, and bath were related to the change in
accent ratings, individual accent ratings from each testing
session were correlated with F1 and F2 values for bud, cud,
could, and bath. Significant correlations were found between
the accent ratings and F1 for bud, r=−0.44, p�0.05, F2 for
bud, r=−0.61, p�0.05, F2 for cud, r=−0.55, p�0.05, and
F2 for could, r=−0.5, p�0.05. This indicates that the ob-
served changes in formant frequencies corresponded to the
changes in perceived accent.

3. Discussion

The results demonstrated that subjects changed their ac-
cent after attending university. Although the change in accent
rating was relatively small, the acoustic analysis demon-
strated that there were substantial changes in how these
speakers produced bud, cud, could, and bath. For bud, cud,
and could this shift occurred in both the F1 and F2 dimen-
sions; subjects produced a more fronted and lower vowel in
these words at T4 than at T1, which is closer to how south-
erners produce the vowel in words like bud and cud. For
could this was particularly surprising because northerners
and southerners produce this word using the same vowel,
�*�. It is possible that subjects produced could with a more
centralized vowel, just like the vowel they used to produce
bud and cud, because they were unable to split a category
that is merged in their native accent. In SSBE, words such as
cud and could are produced with two different vowels, �#�
and �*�. However, northern English speakers do not have the
vowel �#�; they produce these words with the same vowel
�*�, such that cud and could are homophones. One could
imagine that these subjects had changed their underlying �*�
category so that it was closer to how SSBE speakers produce
words like bud and cud, and that they used this new vowel
category in all words containing �*� in their native accent,
even when this did not match how those words are produced
in SSBE �see also Sankoff, 2004; Evans and Iverson, 2004�.
Equally, subjects may have acquired a new category along-
side their native �*� category, but were hypercorrecting
�Evans, 2005; Sankoff, 2004; Wells, 1982�. That is, subjects
may have used a more central vowel in words where they
would use the lower back vowel �*� in their native accent in
order to “posh-up” their accent �Wells, 1982, p. 353�.

Subjects also modified their production of bath; they
changed their F1 and F2 formant frequency locations over
time. This was surprising as northerners typically retain their
native pronunciation of this vowel when adjusting to SSBE

TABLE II. Average durations �ms� of vowels in test words at T1, T2, T3,
and T4.

Word T1 T2 T3 T4

bud 135.67 133.65 136.67 120.11
cud 119.24 117.62 117.38 93.67
could 124.48 123.62 123.10 95.06
bath 121.38 122.43 121.71 115.78
bad 160.85 170.62 159.42 139.21
bard 268.53 297.02 266.00 272.10
bawd 262.72 320.99 262.74 247.86
bead 239.13 292.84 238.38 283.40
bed 140.55 184.62 140.07 121.31
bird 269.51 332.52 268.02 248.87
booed 252.64 304.81 251.03 234.32
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speech �Trudgill, 1986; Wells, 1982�. However, the amount
of change in the F1 and F2 dimension was much smaller
than that in bud, cud, and could, and there was no change in
duration. If subjects had been adjusting their pronunciation
to match SSBE speakers, then there should have been a sig-
nificant change in duration; southerners produce words like
bath with the long vowel �Äb� but northerners use the short
vowel �a�. This indicates that although subjects were making
small changes to their production of this vowel, they were
still using a vowel that would be categorized as �a�. It is
perhaps more likely that subjects were retaining �a� in words
like bath, but were making small changes to this category in
order to “soften” their native accent �i.e., to sound less north-
ern�.

III. EXPERIMENT 2: AN INVESTIGATION OF
PERCEPTUAL VOWEL SPACES

In experiment 2, subjects created perceptual vowel space
maps �i.e., best exemplar locations� in a three-dimensional
space that varied F1, F2, and duration for vowels embedded
in SSBE and northern English carrier sentences. The aim was
to investigate if subjects changed the acoustic qualities of the
vowels according to whether the sentence was spoken with
an SSBE or northern English accent. Subjects heard synthe-
sized vowels embedded in natural carrier sentences that were
produced in either a northern English �i.e., native� or SSBE
�i.e., non-native� accent. They gave goodness ratings on the
vowels and a computer program iteratively adjusted the F1,
F2 and duration values on successive trials until a best ex-
emplar was found. Of particular interest were the vowels in
bud, cud, could, and bath, as subjects had changed their pro-
duction of these words to better fit in with southerners.

A. Method

1. Participants

Same as experiment 1.

2. Stimuli and apparatus

The stimuli were the same as those used in Evans and
Iverson �2004�. They consisted of synthesized vowels in the
phonetic environments /b/-V-/d/, /b/-V-/�/, and /k/-V-/d/, em-
bedded in natural recordings of the carrier sentence I’m ask-
ing you to say the word [ ] please. This carrier sentence was
chosen because it contained an overt cue to accent; the word
asking is produced with a long, back vowel �Äb� in SSBE, but
in Sheffield English with a short vowel, �a�. There were 11
test words; bad, bard, bawd, bed, bird, booed, bud, bead,
cud, could, and bath.

The carrier sentence was produced in both Sheffield En-
glish and SSBE accents by the same male speaker
��.mask(nj.?se(?wCbd---plibz�� in Sheffield English and
�a(mÄbsk(Gjubt.se(ð.w/bd---plibz�� in SSBE�. The speaker
had lived in Sheffield until the age of 19 years when he
moved to the south of England to attend university, where he
had lived for 7 years at the time of recording. This speaker
was selected because he was able to switch between accents
at will, and was able to produce versions of both accents that
were judged by trained phoneticians to sound like those of

native speakers. In addition to the carrier sentences, the
speaker was recorded reading a 2-min passage from a novel
in both accents. This was used for familiarization.

CVCs were embedded in the carrier sentences. The
bursts, fricatives, and aspiration were spliced from the sen-
tence recording, and the voiced portions were synthesized in
advance using the cascade branch of a Klatt synthesizer
�Huckvale, 2003; Klatt and Klatt, 1990�. Each stimulus had a
middle portion in which the formant frequencies were static,
and had formant transitions appropriate for the consonants.
All transitions were linear. The stimuli varied in terms of F1
and F2 frequencies and duration of the middle portion. F1
frequency was restricted so that it had a lower limit of
150 Hz and an upper limit of 950 Hz. F2 was restricted to
have a lower limit of F1+50 Hz, and had an upper limit
defined by the equation

F2upper-limit = 3000 Hz − 1.7 � F1. �2�

The duration of the middle portion was restricted to be
greater than 20 ms and less than 403 ms. F3 frequency was
fixed at 2500 Hz. All other synthesis parameters were chosen
to mimic the natural speech. After synthesis, the CVC stimuli
were processed using a multiband filter to fine-tune the
match between the long-term average spectra of the synthetic
and natural speech �see Evans and Iverson, 2004; Evans,
2005, for a fuller description of this process�.

The entire range of possible vowels was synthesized
with a resolution of 0.5 ERB in F1 and F2. Duration was
quantized in 16 steps on a log scale. There were a total of
7616 stimuli synthesized for each of the CVC contexts.

The stimuli were played at a sampling rate of 11 kHz
using a computer sound card, over headphones �Sennheiser
HD 414� in a quiet room.

3. Procedure

The procedure was the same as that described in Evans
and Iverson �2004�. There were two testing sessions, one for
each accent. The order of sessions was counterbalanced
across subjects. Sessions were conducted on separate days
�i.e., at least 1 day apart� to minimize the risk that subjects
would be influenced by the fact that the speaker was the
same in both conditions.

At the start of each session, subjects listened to a short
passage read by the speaker in order to familiarize them with
the accent. They then found the best exemplar for one prac-
tice word �kid�, and best exemplars for 11 test words in suc-
cession: bad, bard, bawd, bed, bird, booed, bud, bead, cud,
could, and bath. The order of presentation was randomized
across subjects. To find the best exemplars, the Goodness
Optimization procedure was used �Evans and Iverson, 2004;
Iverson and Evans, 2003; Iverson et al., 2005�. Subjects
heard a synthesized word embedded in a carrier sentence on
each trial, and rated whether it was close to being a good
exemplar of the target word that was displayed orthographi-
cally on a computer screen. They were instructed to make
their rating based on what sounded like a good version of the
word to them in the sentence context. They gave their re-
sponse by positioning and clicking a computer mouse on a
continuous scale from close to far away. Based on their judg-
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ments, the computer program iteratively adjusted the acous-
tic parameters �F1, F2, and duration� to converge on a best
exemplar. The acoustic parameters were adjusted over 24
trials with a total of 6 trials per stage, with subjects having
the opportunity to repeat stages if needed. Briefly, the proce-
dure adjusted F1 and F2 in stage 1, starting along a path that
passed through the average F1 and F2 frequencies that the
speaker of the carrier sentence had used for that word, aver-
aged over the two accents. This meant that the procedure
would be likely to approximate a best exemplar quickly.
Stage 2 adjusted F1 and F2 along a straight-line path that
was orthogonal in the F1/F2 plane to the stage 1 path and
included the best exemplar found in stage 1. The procedure
then adjusted the more secondary dimension of duration in
stage 3 and fine-tuned the best exemplar location in stage 4
by covarying F1, F2, and duration along a single vector.

4. Results

a. Bud and cud. Separate repeated-measures ANOVA
analyses for F1, F2, and duration tested whether subjects
changed their best exemplar locations for bud and cud. Word
�bud or cud�, time �T1, T2, T3, and T4� and sentence context
�SSBE or Sheffield English� were coded as within-subject
variables. To investigate whether any changes in production
were accompanied by changes in perception, the change in
accent rating �experiment 1� was entered as a continuous
factor. The overall accent rating �experiment 1� was also en-
tered as a continuous factor in order to investigate if the
overall differences in spoken accent were accompanied by
individual differences in perception.

For F1, an inspection of the data indicated that some
subjects were choosing a more southern vowel �i.e., higher
F1� for bud and cud after attending university. However,
there was no significant main effect of time or word for F1,
p�0.05. This indicates that subjects were not changing their
preferred F1 frequencies over time, and were choosing simi-
lar F1 frequencies in both words. There was also no main
effect of sentence context, p=0.05, indicating that subjects
were choosing similar F1 formant frequencies for SSBE and
Sheffield English carrier sentences.

However, there was a between-subjects effect of overall
accent rating for F1, F�1,14�=6.65, p�0.05. This can be

seen in Fig. 3;5 subjects who were judged to have a more
southern accent overall chose more southern best exemplar
locations for bud and cud in both SSBE and Sheffield En-
glish sentence contexts. These subjects chose a lower vowel
�i.e., higher F1�, which does not exactly match what native
speakers of SSBE or Sheffield English would produce, but
which matches what northerners produce when interacting
with southerners �Evans and Iverson, 2004; Trudgill, 1986�.
Subjects who were judged to have a more northern accent
overall chose more northern best exemplar locations for bud
and cud. This demonstrates that individual differences in pro-
duction were accompanied by individual differences in best
exemplar locations.

There were no significant main effects or interactions for
F2, p�0.05. This indicates that subjects were not changing
their best exemplar locations for bud and cud in this dimen-
sion, and that they were choosing similar F2 locations in
both northern English and SSBE carrier sentences.

There were also no significant main effects or interac-
tions for duration, p�0.05. This can be seen in Table III:
There are few changes in duration over time, and all subjects
chose similar durations in both SSBE and Sheffield English
carrier sentences.

b. Could. Separate repeated measures analyses for F1,
F2, and duration tested whether subjects changed their best
exemplar locations for could, and whether any changes were
linked to the change in accent rating or overall accent rating.
Time �T1, T2, T3, and T4� and sentence context �SSBE or
Sheffield English� were coded as within-subject variables;
change in accent rating and overall accent rating were coded
as continuous factors.

There was some evidence in the raw data to suggest that
subjects chose a different best exemplar in SSBE and Shef-
field English sentences; some subjects changed their best ex-
emplar location in SSBE carrier sentences after attending
university so that it was similar to the vowel they chose for
bud and cud. However, the analysis demonstrated that there
were no significant main effects or interactions of sentence
context, time, change in accent rating or overall accent rating
for F1, F2, or duration, p�0.05. This suggests that there
were no reliable differences or changes in subjects’ best ex-
emplar locations for could.

FIG. 3. Average F1 and F2 formant frequency �ERB�
locations for best exemplars in SSBE and Sheffield En-
glish carrier sentences. The open circles represent the
average formant frequency locations at T1, T2, T3, and
T4 for subjects who had an overall accent rating lower
than or equal to the median overall accent rating �i.e.,
had a more southern accent overall; N=13�. The filled
circles represent the average formant frequency loca-
tions for subjects who had an overall accent rating
greater than the median overall accent rating �i.e., had a
more northern accent overall; N=10�. Subjects who had
a more southern accent overall chose more southern
vowels, and subjects who had a more northern accent
overall chose more northern vowels.
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c. Bath. Separate repeated-measures analyses for F1,
F2, and duration investigated whether subjects changed their
best exemplar location for bath. Time �T1, T2, T3, and T4�
and sentence context �SSBE and Sheffield English� were
coded as within-subject variables, and change in accent rat-
ing and overall accent rating were coded as continuous fac-
tors.

The analysis demonstrated that there were no significant
main effects or interactions for F1 and F2, p�0.05, indicat-
ing that subjects did not change their best exemplar location
for bath over time and that they did not normalize this vowel
for accent �i.e., they chose similar best exemplars for bath in
both sentence contexts�. There were also no significant
between-subject effects of overall accent rating or change in
accent rating, p�0.05, demonstrating that the changes in
production in bath in experiment 1 were not accompanied by
changes in best exemplar locations. There were also no sig-
nificant main effects or interactions for duration, p�0.05.

d. Other vowels. Separate repeated-measures analyses
for F1, F2, and duration tested whether there were any
changes for all other words. Word �i.e., all words other than
bud, cud, could, and bath�, sentence context, and time were
coded as within-subject variables, and change in accent rat-
ing and overall accent rating as continuous factors. There
was a main effect of word for F1, F�1,14�=51.91, p
�0.001, and F2, F�1,14�=13.69, p�0.001, demonstrating
that different words had different formant frequency values.
However, there were no main effects of sentence context or
time, and no between-subject effects of change in accent
rating or overall accent rating, p�0.05, indicating that sub-
jects did not change their best exemplar locations over time
for any other words.

For duration there were no significant main effects or
interactions, p�0.05; subjects chose similar vowel durations
for each target word in both SSBE and Sheffield English
carrier sentences at T1, T2, T3, and T4. This was a result of
a lack of power in the test; when the change in accent rating
and overall accent rating continuous factors were omitted,
there was a highly significant main effect of word, F�1,16�
=37.33, p�0.001, indicating that subjects chose different
durations for different words. This can be seen in Table III;
subjects chose vowels with a longer duration for words like

bard and bird, but vowels with a shorter duration for words
like bad and bed.

5. Discussion

Experiment 1 demonstrated that subjects changed their
spoken accent, and the aim of experiment 2 was to investi-
gate whether the changes in production were accompanied
by changes in perception. The results demonstrated that there
were no reliable changes in subjects’ best exemplar loca-
tions; subjects chose similar vowels at T1, T2, T3, and T4 for
bud, cud, could, bath, and all other vowels. However, there
was a between-subjects link between production and percep-
tion. That is, subjects chose similar best exemplar locations
for bud and cud to those that they produced; subjects who
produced more southern vowels overall chose more southern
best exemplars, and subjects who produced more northern
vowels overall chose more northern best exemplars.

Our previous work �Evans and Iverson, 2004� demon-
strated that northerners who had been living in London for a
minimum of 1 year chose different best exemplar locations
for bud and cud in SSBE and northern English carrier sen-
tences; northerners chose best exemplar locations in their
native accent that matched what native speakers of that ac-
cent produce �i.e., a high-back vowel�, but chose more cen-
tralized best exemplars in SSBE sentences that are closer to
what SSBE speakers produce. In contrast, northerners living
in the north of England, and who were less experienced with
SSBE speakers, chose best exemplars for bud and cud that
would be appropriate for northern English speakers in both
northern English and SSBE carrier sentences. Based on this
evidence, we had expected that after experience of living in a
multidialectal environment and interacting with SSBE speak-
ers, subjects in this study would choose different best exem-
plars in SSBE and northern English sentences. However,
there was no evidence that, even after experience of living in
a multidialectal environment, subjects, as a group, were
learning to normalize. This suggests that rather than being a
process that is rapidly learned �e.g., Clarke and Garrett,
2004�, the ability to normalize for a non-native accent may
require a great deal of experience with a particular accent,
perhaps being immersed in that accent for a long period of

TABLE III. Average duration �ms� of the vowels in best exemplars for listeners in SSBE and Sheffield English sentences at T1, T2, T3, and T4.

Word

SSBE Sheffield English

T1 T2 T3 T4 T1 T2 T3 T4

bud 72.4 70.6 75.4 76.1 74.0 64.4 72.3 71.9
cud 59.0 70.2 71.8 68.8 59.1 68.3 62.9 65.2
could 73.0 88.0 81.3 64.8 76.2 71.7 78.9 70.2
bath 80.8 95.7 79.6 97.3 70.7 79.3 79.6 80.4
bad 87.0 103.1 95.0 83.3 67.5 86.5 89.2 85.3
bard 157.7 164.3 166.6 157.3 148.8 148.5 157.2 164.1
bawd 155.6 145.7 145.0 155.0 140.8 144.3 145.9 152.8
bead 125.9 135.8 128.1 150.1 118.7 136.3 130.4 154.8
bed 70.3 84.7 74.6 61.8 60.3 67.1 62.7 65.2
bird 125.7 131.4 151.4 145.8 116.2 144.0 134.7 129.8
booed 152.4 132.7 146.9 142.8 123.9 146.9 135.3 144.2
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time. Alternatively, it is possible that the subjects in this
study had not had the same experience with a non-native
accent as those in our previous study. Subjects in our previ-
ous study were living in London, a multidialectal community
where they regularly came into contact with speakers of a
wide variety of different accents. Although a university en-
vironment is multidialectal, it is possible that the range of
accents that subjects encountered was not as wide as that
encountered by our subjects in London, and that this affected
their ability to normalize. Another possibility is that subjects
had learned to normalize but that the testing location affected
their responses. Subjects in the present study were tested in
Ashby. It is possible that if they had been tested at university,
a multidialectal environment where SSBE is regularly used,
normalization effects may have been found.

IV. EXPERIMENT 3: SENTENCE RECOGNITION IN
NOISE

Experiment 3 further investigated whether the changes
in production found in experiment 1 were accompanied by
changes in perception. The aim of the experiment was to
investigate whether changes in production had an effect on a
more basic measure of speech perception, the ability to rec-
ognize speech in noise.

A. Method

1. Subjects

Same as in experiment 1.

2. Stimuli and apparatus

The stimuli were recordings of the BKB sentences
�Bench et al., 1979�. The BKB sentences are a standardized
sentence list that is widely used as an assessment tool in
clinical and nonclinical tests of speech perception. There are
21 lists of 16 sentences, and each sentence contains 3, 4, or 5
highly familiar keywords that are identified by the listener,
e.g., “The house had nine rooms,” “They are buying some
bread” �keywords are in italics�. Only the sentences with 3
keywords were used in this experiment. The sentence lists
were recorded by two female speakers of different accents, a
northern English speaker and a SSBE speaker. The northern
English speaker had been born and raised in Ashby-de-la-
Zouch. The stimuli for the SSBE speaker were taken from
existing recordings made at University College London. All
recordings were made in a sound-isolated booth. Stimuli
were recorded at a sampling rate of 44.1 kHz and then down-
sampled to 16 kHz. The speech was mixed with white noise;
the noise level was fixed to 71 dBA, and the level of the
speech was varied adaptively.

Stimuli were played using a computer sound card. Sub-
jects listened over headphones �Sennheiser HD 414� in a
quiet room.

3. Procedure

There were six blocks of testing, three blocks for each
speaker. Three blocks were completed on the first day of
testing, and three on the second day. In each three-block
testing session, the speakers were presented in alternate

blocks �i.e., subjects did not hear the same speaker in con-
secutive blocks�, with the order of presentation counterbal-
anced across subjects. The maximum number of trials per
block is 20 and so, at each testing session, subjects were
randomly assigned a set of 60 sentences for each speaker
�120 sentences in total�. List 1 was used for familiarization.
Subjects were assigned a different set of sentences for each
speaker at T1, T2, T3, and T4, so that for each speaker, each
sentence was only identified once.

A modified Levitt procedure �Baker and Rosen, 2001�
was used to find subjects’ noise thresholds. The procedure
started with an easy stimulus with an SNR of +10 dB �i.e.,
above threshold� in order to enable subjects to tune in to the
talker. The SNR then decreased in 8 dB steps after each
correct response �i.e., becomes more difficult�, until the first
reversal �i.e., an incorrect response�. After the first reversal
the SNR changed in steps of 2 dB for a further eight rever-
sals.

A one-up/one-down procedure was used, with sentences
scored as correct when they repeated all three keywords
aloud to the researcher. If subjects only repeated one or none
of the keywords, then the sentence was scored as incorrect. If
subjects repeated two keywords then the SNR remained the
same and this was not counted as a reversal. The procedure
thus converged on a 66.6% identification level. The test ter-
minated when subjects completed eight reversals or after 20
stimuli had been presented.

4. Results

A repeated-measures analysis tested whether the ob-
served differences in performance were linked to the change
in accent rating and the overall accent rating. Speaker �north-
ern or SSBE� and time �T1, T2, T3, and T4� were coded as
within-subject variables, and change in accent rating and
overall accent rating were coded as continuous factors.

There was a main effect of speaker F�1,15�=136.61,
p�0.001; all subjects performed better with the SSBE
speaker �see Fig. 45�. The northern speaker was from Ashby-
de-la-Zouch, Leicestershire, and one of the features of the
local accent is that it has a flat intonation contour. This dif-
ference, combined with the fact that subjects were highly
familiar with SSBE through the media �Foulkes and Do-
cherty, 1999�, may have resulted in the SSBE speaker being
more intelligible in noise than the northern speaker. There
was no main effect of time and no interaction of time and
speaker, p�0.05, indicating that subjects did not perform
better with SSBE after the experience of living in a multidi-
alectal community.

There was a significant interaction between speaker and
overall accent rating, F�1,18�=10.78, p�0.01. As displayed
in Fig. 4, subjects who were judged to have a more southern
accent performed better with SSBE speech than those who
had a more northern accent; all subjects performed similarly
with northern speech. However, there were no interactions
between the change in accent rating and speaker, p�0.05,
demonstrating that subjects who were judged to have
changed their accent to sound more southern had no advan-
tage over subjects who had not changed their accent.
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5. Discussion

As in experiment 2, there was a between-subjects link
between individuals’ production and perception. Subjects
who produced more southern vowels overall were better able
to identify SSBE speech in noise than those who produced
more northern vowels overall. This indicates that individual
differences in speech production were accompanied by dif-
ferences in perceptual processing. However, there was no
evidence to suggest that subjects’ ability to recognize SSBE
speech in noise changed over time.

V. GENERAL DISCUSSION

The results of this study demonstrated that subjects
changed their accent as a result of attending university. For
example, subjects changed their production of bud, cud, and
could so that they produced them with a more fronted
�higher F2� and lower �higher F1� vowel at T4, which is
closer to how southerners produce the vowel in words like
bud and cud. Although subjects changed their production,
there were no reliable changes in perception; there were no
changes in subjects’ best exemplar locations in experiment 2,
and no change in subjects’ ability to recognize SSBE speech
in noise in experiment 3. However, there was a between-
subjects link between individuals’ overall production and
perception. That is, subjects who produced more southern
vowels chose more southern best exemplar locations for bud
and cud, and subjects who produced more northern vowels
chose more northern best exemplars for bud and cud. Like-
wise, subjects who produced more southern vowels per-
formed better with SSBE speech in noise than did those who
produced more northern vowels.

Even though subjects were selected so that they were
from a homogeneous background �i.e., they had all been ex-
posed to the same regional accent until leaving for university
and had attended local schools since age 5 years�, it is not
surprising that we found overall differences in production.
Previous research has shown that within a homogeneous
community, structured differences in production emerge as a
result of sociolinguistic influences. For example, Eckert
�1989, 2000� found that high-school students in Detroit used
phonetic variation to define their social groups �e.g., “jocks”
and “burnouts”� and construct their own identity. The idi-
olectal variation in the present study may have likewise
emerged as markers of how each individual fitted within
their community. The production differences may thus have
reflected how these individuals chose to present themselves
to the world, rather than being reflective of underlying dif-
ferences in perceptual experience �i.e., the phonetic content
of the speech that they had heard during their lifetime�.

Given that these individual differences in production are
likely due to sociolinguistic influences, it was surprising that
they were directly linked to differences in perception. That
is, even though spoken accent is a marker of social identity,
perception is essentially private and it would be adaptive for
individuals to be able to understand as wide a range of
speakers as possible. Our subjects likely had very similar
perceptual experiences when growing up, but the idiolectal
variation in production had influences on both subjective rat-

ings �i.e., best exemplar locations in experiment 2� and
speech-in-noise recognition. It thus appears that the socio-
phonetically driven differences found in production had an
impact on perceptual processing, suggesting that there is a
strong perception-production link.

Given this link between perception and production in
terms of overall individual differences �i.e., averaged across
time�, it is unclear why perception and production were not
linked in terms of changes over time. For example, individu-
als who changed their spoken accent to sound more southern
did not improve in their ability to recognize SSBE speech in
noise. It is notable, however, that the changes in accents were
relatively small �e.g., the changes in accent ratings were
smaller than the overall individual differences�. In order to
understand speech from a range of talkers �e.g., different
accents and idiolects�, listeners’ category representations
presumably need to be tolerant to a range of acoustic varia-
tion. It is possible that the changes in production fell within
this range of tolerance. That is, listeners may have had some
degree of freedom to change their spoken accent without
making corresponding changes to their underlying category
representations or their perceptual processing.

Although we found no changes in perception over time,
previous studies of L1 perception have found that subjects
are able to rapidly adapt to foreign accented speech �e.g.,
Clarke and Garrett, 2004�. One difference between the
present study and previous work on perceptual adaptation
�e.g., Clarke and Garrett, 2004; Nygaard et al., 2005� is that
our study investigated adaptation to a regional accent, not to
a particular talker or group of talkers. For example, Nygaard
et al. �2005� found that American English listeners were
most accurate at transcribing items spoken by Spanish-
accented talkers after a short amount of training with the
same speakers; listeners who were exposed to Spanish-
accented speech produced by different talkers were less ac-
curate. In our study, subjects heard a range of accents while
attending university, but were not regularly exposed to the
specific talkers that they heard in our experiments. It is pos-
sible that we did not see the same perceptual adaptation ef-
fects that have been found previously �e.g., Clarke and Gar-
rett, 2004; Nygaard et al., 2005� because such changes may
be talker-specific and not easily generalizable to other speak-
ers of that accent. Adaptation to accent-general patterns of
variation may thus require more long-term experience with
speakers of that accent.

In summary, the present study demonstrated that sub-
jects were able to change their spoken accent at a late stage
in their language development, young adulthood, although
the changes in production were not accompanied by changes
in perception. There was evidence for a between-subjects
link between production and perception; subjects who pro-
duced more southern vowels chose more southern best ex-
emplar locations and were better at identifying SSBE speech
in noise. Such individual differences in production and per-
ception were particularly remarkable because subjects were
selected so that they had a relatively homogeneous back-
ground. These findings suggest that individual differences in
production are accompanied by fine-grained differences in
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perceptual representations, and that these small individual
differences have an impact on speech processing.
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denote the standard, prestige British English accent. This is to avoid con-
fusion with a more narrow definition of RP �see Wells, 1982 for a full
discussion of the definition and scope of RP, as well as other varieties of
RP�.

2Of the 27 subjects tested, 26 were born and raised in the East Midlands.
One subject was born in Ireland but his mother, his primary caregiver, was
originally from Ashby and they returned to Ashby when he was 5 years old.

3All subjects attended university in England. Consequently, they did not
come into regular contact with speakers with Scottish, Welsh, and Irish
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4As a result of the fact that not all subjects could be contacted at T4, the
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the �more northern� group �N=10�
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Listeners’ ability to understand speech in adverse listening conditions is partially due to the
redundant nature of speech. Natural redundancies are often lost or altered when speech is filtered,
such as done in AI/SII experiments. It is important to study how listeners recognize speech when the
speech signal is unfiltered and the entire broadband spectrum is present. A correlational method �R.
A. Lutfi, J. Acoust. Soc. Am. 97, 1333–1334 �1995�; V. M. Richards and S. Zhu, J. Acoust. Soc. Am.
95, 423–424 �1994�� has been used to determine how listeners use spectral cues to perceive
nonsense syllables when the full speech spectrum is present �K. A. Doherty and C. W. Turner, J.
Acoust. Soc. Am. 100, 3769–3773 �1996�; C. W. Turner et al., J. Acoust. Soc. Am. 104, 1580–1585
�1998��. The experiments in this study measured spectral-weighting strategies for more naturally
occurring speech stimuli, specifically sentences, using a correlational method for normal-hearing
listeners. Results indicate that listeners placed the greatest weight on spectral information within
bands 2 and 5 �562–1113 and 2807–11000 Hz�, respectively. Spectral-weighting strategies for
sentences were also compared to weighting strategies for nonsense syllables measured in a previous
study �C. W. Turner et al., 1998�. Spectral-weighting strategies for sentences were different from
those reported for nonsense syllables. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2722211�

PACS number�s�: 43.71.Es, 43.71.Gv, 43.72.Ar �JHG� Pages: 3827–3836

I. INTRODUCTION

Many of the spectral and temporal cues in speech pro-
vide redundant linguistic information �Rosen and Fourcin,
1986�. This redundant nature allows for speech to remain
robust even in adverse listening conditions, such as when
speech signals are manipulated in the laboratory temporally
�Calandruccio et al., 2005; Jenstad and Souza, 2005� and
spectrally �Baer and Moore, 1997; Greenberg et al., 1998;
Shannon et al., 1998; Warren et al., 1995; Warren et al.,
2004�. Filtering a signal is one of the more common experi-
mental methods used to estimate a listener’s use of spectral
information in speech. However, one limitation in using this
method is that it can also reduce or alter the natural redun-
dancies in speech.

The Articulation Index �AI; ANSI, 1969�, later revised
and renamed the Speech Intelligibility Index �SII; ANSI,
1997�, is one method that has been used to predict speech
intelligibility of filtered speech. Originally developed for and
tested on listeners with normal hearing, the AI assumes that
speech intelligibility increases with increases in audibility
�Fletcher and Galt, 1950; French and Steinberg, 1947�. This
method has been used for a wide variety of applications,
from predicting speech intelligibility over communication
systems �Steinberg and Gardner, 1937� to predicting hearing-
aid candidacy �Humes, 1991; Mueller and Killion, 1990;
Pavlovic, 1991�. The AI/SII is calculated based on the sys-
tem transfer function, noise, and speech level of specific

speech material. System transfer functions, or frequency-
importance functions, are determined by testing speech rec-
ognition for speech materials using a series of low- and high-
pass filter conditions. However, in natural-listening
environments listeners typically do not listen to filtered
speech, rather they have access to the entire �broadband�
speech spectrum.

The correlational method �Lutfi, 1995; Richards and
Zhu, 1994� has been shown to be a viable method in deter-
mining how listeners weight spectral information. Doherty
and Turner �1996� were the first to use a correlational
method with speech stimuli while listening in a broadband
listening condition. Application of a correlational method re-
quires the signal to be degraded in some manner. The degra-
dation of the stimulus is essential when applying a correla-
tional method so that the level of degradation can be
correlated with the listener’s performance. For example, to
degrade the spectral information in speech a noise can be
added to the signal at various signal-to-noise ratios �SNRs�.
If performance decreases with increases in SNR it suggests
that the spectral information was important for speech rec-
ognition. However, if performance remains unchanged as the
SNR increases then the spectral information contributed little
to the listener’s recognition. A point-biserial correlation is
used to assess the relationship between a listener’s response
on a task �either incorrect or correct� and the degradation in
the stimulus �SNR�. The higher the correlation between these
two values �the listener’s performance and the SNR in an
individual frequency band�, the stronger that specific compo-
nent in the signal is assumed to contribute to the listener’s
performance on the listening task. The relative contribution,
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or weight of each frequency band in the signal, is referred to
as the listener’s weighting strategy. Doherty and Turner
�1996� reported that weighting strategies for nonsense syl-
lables were similar across a group of normal-hearing listen-
ers.

Turner et al. �1998� later compared the correlational
method and AI method by contrasting frequency-importance
functions and listeners’ weighting strategies for nonsense
syllables from the Nonsense Syllable Test �NST; Levitt and
Resnick, 1978�. Specifically, they filtered stimuli from the
NST into four adjacent frequency bands of equal intelligibil-
ity based on previously reported AI frequency-importance
functions �Dirks et al., 1990�. Thus, each of the four bands
contained approximately equal importance �i.e., 0.25 of the
total intelligibility was provided by each band� and in isola-
tion should produce the same relative “weight,” or contribute
equal information on the NST recognition task. However,
listeners did not weight each band equally, but consistently
weighted the first �1120 Hz and below� and third
�2250–3500 Hz� frequency bands the greatest. Therefore,
estimates of the effect of spectral information on nonsense
syllable recognition differ depending on whether the AI �fil-
tered� method or the correlational �broadband� method is
used.

The correlational method has also been used to measure
spectral shape discrimination �Lentz and Leek, 2002�, tem-
poral envelope cue discrimination �Apoux and Bacon, 2004�
and cochlear implant channel weighting strategies �Mehr et
al., 2001�. Of the studies that have examined speech, all have
used NST stimuli. To date, spectral weights have not been
obtained using the correlational method for word or sentence
materials, which would more closely represent everyday lis-
tening conditions. Therefore, the present study was designed
to obtain listeners’ spectral-weighting strategies for sentence
stimuli.

The two main goals of this study were 1�, to determine
how listeners use information in sentences while having the
entire speech spectrum available �i.e., in a broadband listen-
ing condition� �Experiment I�, and 2�, to compare weighting
strategies for sentence stimuli to those obtained for the NST
stimuli reported in Turner et al. �1998� �Experiment II�. Lis-
teners’ weighting strategies for sentences, measured using a
correlational method, will provide insight into how listeners
use spectral information in more naturally occurring listening
conditions.

II. EXPERIMENT I

A. Methods

1. Subjects

Spectral-weighting strategies for sentences using a cor-
relational method were measured on 15 listeners with normal
hearing, age 18–28 �mean age 23; eight females and seven
males�, with normal audiometric thresholds �15 dB HL at
250–8000 Hz �ANSI, 2000� bilaterally. Pure-tone audiomet-
ric thresholds were recorded via a GSI-16 audiometer
�Grason-Stadler; Madison, WI� using standard audiometric
procedures �ANSI, 2004�. All participants were native speak-
ers of American English.

2. Speech material

Harvard/IEEE �IEEE, 1969� sentences spoken by a fe-
male speaker �recorded by Galvin and Fu, 2003� were used
for all speech testing. There are 720 Harvard/IEEE sentences
�72 lists � 10 sentences� that portray everyday conversa-
tional low-contextual speech. Each sentence has five key-
words used for scoring.

3. Experimental conditions

Spectral-weighting strategies were obtained for Harvard/
IEEE sentence stimuli filtered into five adjacent equally in-
telligible bands based on previously reported importance
functions for sentences. That is, the bandwidth of the five
bands was chosen so that each band would provide an im-
portance value of approximately 0.20. Five bands, rather
than the four bands used by Turner et al. �1998�, were chosen
in order to increase the frequency resolution of the weighting
strategy measurement. Frequency-importance functions are
not available for Harvard/IEEE sentence stimuli. To the best
of our knowledge, frequency-importance functions for sen-
tence materials only exist for two sentence recognition tests,
the Connected Speech Test �CST; Cox, Alexander, and
Gilmore, 1987; Sherbecoe and Studebaker, 2002� and the
Speech Perception in Noise �SPIN� Test �ANSI, 1997; Bell,
Dirks, and Trine, 1992�. Both the CST and the SPIN tests
have a limited number of sentences ��500 sentences/test�,
and therefore were not appropriate for the number of trials
required in the present study. Because the CST and the SPIN
have slightly different frequency-importance functions, pilot
testing was conducted on four listeners using two sets of
bandwidths, one based on the CST and the other based on the
SPIN frequency-importance functions. Two of the piloted lis-
teners were tested using the CST bandwidths, and the other
two piloted listeners were tested using the SPIN bandwidths.
The relative shape, based on qualitative judgments, of the
listeners’ weighting strategies for the Harvard/IEEE sen-
tences did not change regardless of which set of cutoff fre-
quencies were used. Specifically, listeners placed the greatest
weight on the spectral information in bands 2 and 5 in com-
parison to the other three spectral bands. Thus, generating
upper and lower cutoff frequencies for the five spectral bands
based on the frequency-importance data for either of these
two speech materials did not affect the relative shape of our
listeners’ weighting strategies for the Harvard/IEEE sen-
tences. Therefore, either set of cutoff frequencies could have
been used for Experiment I. For this study the cutoff fre-
quencies for the spectral bands were selected based on a
combination of the CST and SPIN frequency importance
functions �see Table I�.

Rectangular finite impulse response �FIR� filter algo-
rithms with less than 0.5 dB of passband ripple, over 60 dB
of stopband attenuation and a 20 Hz transition region were
created in MATLAB �MathWorks; Natick, MA� to filter the
sentences and a spectrally shaped noise �16 bit, 22 kHz sam-
pling rate�, which was matched to the long-term average
speech spectrum �LTASS� of the Harvard/IEEE sentences.
The spectrally shaped noise was generated in MATLAB by
passing a Gaussian white noise through an FIR filter with a
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magnitude response equal to the LTASS of the 720 sen-
tences.

On each trial a specific SNR from a predetermined range
was assigned to each of the bands relative to the level of the
speech signal within that band. Throughout testing, five dif-
ferent SNRs were used for each listener. The range of these
SNRs was 13 dB wide with a 3 dB step size. For example,
the SNRs used for one listener ranged from −14 to −2 dB,
which included SNRs of �−14,−11,−8,−5,−2�. On each
trial, one of these SNR values was randomly assigned to
each band independently of the other bands. Therefore, on a
given trial, the same SNR could be assigned to more than
one band. However, within each specific band the SNRs
were sampled without replacement. As a result, all five pos-
sible SNRs were presented 120 times in each band. In this
paper the SNR range will be identified by the SNR midpoint,
or the middle value within the SNR range. Thus, in the pre-
vious example the SNR range would be defined as −8 dB.
The midpoint of the SNR range varied across listeners to
generate overall performance scores between 60 and 80%
correct. A PC and Tucker-Davis Technologies �TDT; Ala-
chua, FL� digital signal processor �DSP� board were used to
generate the stimuli. A schematic diagram is shown in Fig. 1
to illustrate how 1� the speech and noise were filtered into
five frequency bands, 2� in each respective band the noise
and speech were combined at randomly assigned SNRs from
a specific SNR range and 3� the five speech and noise bands
were recombined to result in a noisy sentence.

4. Procedure

Listeners were seated in a sound-treated booth 1 m in
front of the custom-made loudspeaker with a flat frequency
response through 11,000 Hz. Signal level was controlled by
a Crown D-75 amplifier and the long-term average rms of
the speech level of the Harvard/IEEE sentences was fixed at
75 dB sound pressure level �SPL�. Listeners were asked to
repeat the sentence they had just heard and an examiner out-
side of the booth scored the listeners’ responses online. Lis-
teners’ responses were also digitally recorded using an
Olympus WS100 Digital Voice Recorder and were later res-
cored for reliability offline. Subsets of 30 sentences �150
keywords �30 sentences � 5 keywords�� were used to adjust
the SNR midpoint to force listeners’ performance scores be-
tween 60 and 80% correct on the task. All further testing was
performed using the SNR range corresponding to this mid-
point. Listeners’ spectral weighting strategies were based on
scores from 600 sentences �3000 keywords �600 sentences �
5 keywords��. Testing took approximately 3 h and was col-
lected in one or two sessions, dependent on the listener’s
ability to attend to the task.

B. Analysis

For each trial the following data were recorded: the SNR
for each band, the sentence played, the listener’s verbal re-
sponse, and a score for all five keywords of 0 or 1 for each
incorrect or correct response, respectively. Weights were de-
rived using a point-biserial correlation between the SNR for
a given spectral band and the listener’s correct and incorrect
responses. Listeners’ responses to the words were either cor-
rect �score�1� or incorrect �score=0�. A point-biserial cor-
relation estimates the strength of the relationship between a
dichotomous nominal scale and an interval �or ratio� scale
�Brown, 1998�. For example, if a listener’s response was
always correct �score=1� with high SNRs in band 1 and
incorrect �score=0� with low SNRs in band 1 then the cor-
relation, and therefore the weight, would be high for band 1.
To perform the point-biserial correlation, 3000 responses

TABLE I. Cutoff frequencies and bandwidths of filters used in Experiment
I.

Band No. Low Hz cutoff High Hz cutoff Bandwidth

1 111 561 596
2 562 1113 405
3 1114 1788 1113
4 1789 2806 1332
5 2807 11,000 7439

FIG. 1. A schematic diagram of stimulus generation for Exp. I. A single Harvard/IEEE sentence and a spectrally shaped noise matched to the Harvard/IEEE
sentences were filtered into five frequency bands. Within a given band the filtered noise was added to the filtered sentence at different SNRs. The five bands
were then recombined to generate a noisy sentence.
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�600 sentences � 5 keywords/sentence� were correlated with
3000 SNRs �600 keywords � 5 SNRs� for each of the five
bands. Doherty and Turner �1996� and Turner et al. �1998�
used the point-biserial correlation the same way except they
scored listener’s recognition of nonsense syllables as correct/
incorrect.

Figure 2 is an example of NH1’s individual data. The
same analysis was calculated for all 15 listeners. NH1’s data
is shown for illustrative purposes only; note that the same
technique was used for all 15 listeners. Figure 2�A� illus-
trates NH1’s performance as a function of SNR. NH1’s per-
formance on the sentence recognition task was correlated
with SNR for each of the five spectral bands. The stronger
the correlation, the greater that band contributed to the lis-
tener’s performance on the task �see Fig. 2�B��. Each listen-
er’s correlations were normalized to sum to one to allow for
comparisons to be made across listeners and are thus referred
to as their “relative” weighting strategy. As in Doherty and
Turner �1996� and Turner et al. �1998� a graph of the nor-
malized correlations for each frequency band will be referred
to as the listener’s weighting strategy.

C. Results

The point-biserial correlation coefficients for the five
bands for all 15 listeners who participated in Experiment I
are shown in Table II. The SNR midpoint value ranged from
−9 to −6 dB across listeners. Listeners’ overall performance
scores ranged from 61 to 81% correct. All listeners had a
similar weighting strategy in that they placed the greatest
weight on bands 2 �562–1113 Hz� and 5 �2807–11,000 Hz�.
Simple linear regression analyses indicated a significant re-
lationship between SNR and performance for all five bands �
p values ranging from 0.0052 to �0.0001�. Throughout this
paper, statistical significance was determined using an alpha
level �0.05. Post-hoc testing of the equality of regression
coefficients �Chiswick and Chiswick, 1975� indicated that
the weighting for bands 2 and 5 was significantly greater
from those of bands 1, 3, and 4; however, the weights on
these three bands were not significantly different from each
other. Also, there was no significant difference between the
weights for bands 2 and 5. Individual listener data all fol-

FIG. 2. a� Speech intelligibility performance for one subject �NH1� as a function of SNR for each band. The stronger the correlation between the listener’s
percent correct scores and the SNR, the greater the weight. b� Listener NH1’s weighting strategy, which corresponds to the correlations shown in Panel A.
Vertical lines represent the filter cutoff frequencies of each band. Band numbers are labeled at the top of each band.

TABLE II. Raw point-biserial correlational data for 15 listeners with normal hearing who participated in Experiment I. Bold numbers indicate point-biserial
correlations that are significantly different from zero ��=0.05� in a one-tailed test. SNR midpoints used for testing and overall percent correct scores are also
shown.

Subject Midpoint Overall PC Band 1 Band 2 Band 3 Band 4 Band 5

NH1 −9 61.8 0.175 0.265 0.084 0.111 0.242
NH2 −9 79.4 0.125 0.187 0.066 0.097 0.168
NH3 −8 67.5 0.061 0.143 0.088 0.084 0.204
NH4 −8 74.0 0.097 0.155 0.014 0.098 0.181
NH5 −7 77.0 0.072 0.155 0.055 0.063 0.213
NH6 −9 79.4 0.020 0.154 0.084 0.132 0.158
NH7 −7 64.3 0.060 0.110 −0.002 0.066 0.103
NH8 −7 80.3 0.070 0.116 0.071 0.054 0.206
NH9 −8 73.9 0.071 0.195 0.094 0.086 0.226
NH10 −7 67.4 0.054 0.175 0.098 0.102 0.228
NH11 −8 70.8 0.101 0.239 0.018 0.101 0.268
NH12 −8 81.4 0.111 0.232 0.033 0.093 0.223
NH13 −8 75.9 0.153 0.203 0.044 0.100 0.213
NH14 −7 80.9 0.034 0.184 0.038 0.092 0.162
NH15 −6 73.5 0.074 0.113 0.078 0.060 0.248
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lowed the same trend, thus the normalized correlation coef-
ficients were averaged across listeners and are shown in Fig.
3.

Regression analyses were performed on weighting strat-
egy data to determine the minimum number of trials needed
for listeners’ weighting strategies to become stable. A stable
weighting strategy was defined as the number of trials
needed for the weighting strategy to remain approximately
unchanged with the addition of more trials, e.g., a stable
weighting strategy by 200 trials meant that the relative
weighting strategy shape was the same for trials No. 1–200
as for No. 201–400 and so forth. All 15 listeners who par-
ticipated in Experiment I demonstrated stable weighting
strategies after approximately 200 trials �1000 keywords
�200 sentences�5 keywords�� �p values ranging from 0.1348
to 0.9679 across the five bands�. To assess the reliability of
the weighting strategy for a given listener, two separate
weighting strategies were derived using the first 300 and last
300 trials for all 15 listeners �see Fig. 4�. Weighting strate-

gies were consistent across the first and last half of the trials
for all listeners.

To insure that the position of the keyword and the num-
ber of keywords scored in each sentence did not change the
relative shape of the weighting strategy, three separate
weighting strategies were computed for keywords positioned
in the first �initial�, third �middle� and fifth �final� position for
all 15 listeners. These weighting strategies were based on
600 keywords �600 sentences�1 keyword position�. The po-
sition of the keyword had minimal affect on the relative
shape of the listener’s weighting strategies �see Fig. 5�. Test-
ing of the equality of coefficients in a regression analysis
indicated no significant differences between the first and
third keyword position �p values ranging from 0.092 to
0.921� and the third and fifth keyword position �p values
ranging from 0.227 to 0.500�. There was also no significant
difference seen in bands 1–4 between the first and the fifth
keyword position �p values ranging from 0.174 to 0.985�,
however, there was a significant difference in band 5 be-
tween the first and fifth keyword position �p=0.004�.

To determine whether correct responses were indepen-
dent across keywords an additional analysis was conducted
in which scores were based on a sentence-by-sentence basis
and not on each individual word. That is, a correct score �1�
would require the listener to get all five keywords in each
sentence correct; otherwise their score would be incorrect �0�
for that particular sentence. This analysis was completed for
six listeners �see Fig. 6�. Regression analyses indicated no
statistical differences between the two types of scoring meth-
ods across all five bands �p values ranging from 0.423 to
0.907�.

One listener �NH17� was tested using two different SNR
midpoints �−13 and −8 dB� to insure that overall perfor-
mance did not impact the relative shape of the weighting
strategy. Overall percent correct scores were 59% and 75%
for the −13 and −8 dB SNR midpoints, respectively �see Fig.
7�. Although overall performance differed by 16%, the
shapes of the weighting strategies were similar.

To assess whether weighting strategies remained stable

FIG. 3. Mean relative weighting strategies for 15 listeners who participated
in Exp. I. Error bars are indicative of one standard deviation of the normal-
ized mean. Vertical lines represent filter cutoff frequencies. Band numbers
are labeled at the top of each band.

FIG. 4. Mean relative weighting strategies for the first 300 trials �open
triangles� and the last 300 trials �filled circles� for the 15 listeners who
participated in Exp. I. Error bars are indicative of one standard deviation of
the normalized mean.

FIG. 5. Mean relative weighting strategies calculated using only the first
�filled circles�, third �open triangles�, and fifth �filled squares� word of each
sentence for 15 listeners. Error bars are indicative of one standard deviation
of the normalized mean.
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over time, one listener, NH2, was tested two times three
months apart. Collecting data at these two different intervals
had minimal effect on the shape of the weighting strategy
�see Fig. 8�. This testing also provided information regarding
the feasibility of testing a listener using the same set of sen-
tence stimuli twice. Using the same set of sentences, the
listener’s overall percent correct scores only differed by 3%.

III. EXPERIMENT II

A. Methods

The purpose of Experiment II was to make a comparison
between the spectral-weighting results reported for nonsense
syllables in Turner et al. �1998� and those for sentences.
Sentence stimuli were filtered into the same four spectral
bands as those used by Turner et al. �1998�. These band-
widths were generated based on frequency-importance func-

tions reported for the UCLA version of the Nonsense Syl-
lable Test �NST� �Dirks et al., 1990� and were used to divide
the NST into four approximately equal intelligible bands.
The bands used for Experiment II are shown in Table III.

1. Subjects

Five listeners �mean age of 22, ranging from 19 to 26
years� with normal hearing ��15 dB HL between
250–8000 Hz �ANSI, 2000�� participated in Experiment II.
Four of the five listeners also participated in Experiment I.

2. Experimental conditions

Stimulus generation, procedures and analyses were iden-
tical to those used in Experiment I with two exceptions.
First, the Harvard/IEEE sentences and the noise were filtered
in MATLAB using the four frequency bands listed in Table III.
Second, only 400 sentences �2000 keywords �400 sentences
� 5 keywords�� were used to derive the spectral weighting
strategies. Experiment II was completed in 1 2-h session.

B. Results

Point-biserial correlations obtained from the five listen-
ers who participated in Experiment II are shown in Table IV.
A comparison of point-biserial correlation coefficients indi-
cated that weighting strategies across listeners were very
similar. In this experimental condition the greatest amount of
weight was placed on band 1. Regression analyses indicated
all five of the listeners tested in Experiment II demonstrated
stable weighting strategies by approximately 200 trials �1000

FIG. 6. Mean relative weighting strategies for six listeners based on two
different scoring methods. The five-keyword scoring method allowed the
examiner to score each keyword with either a 1 �correct� or a 0 �incorrect�.
The sentence-scoring method scored the entire sentence, i.e., a correct score
entailed all five keywords within the sentence repeated correctly �score
=1�, otherwise that sentence was incorrect �score=0�. Error bars are indica-
tive of one standard deviation of the normalized mean.

FIG. 7. Relative weighting strategies for listener NH17, who was tested
with two different SNR midpoint values, −13 and −8 dB. Overall percent
correct scores differed by 16% using these different midpoint values �scores
were 59% and 75%, respectively�.

FIG. 8. Relative weighting strategies for listener NH2. Two separate weight-
ing strategies were measured for NH2 three months apart.

TABLE III. Cutoff frequencies and bandwidths of filters used in Experiment
II �based on filters used in Turner et al. �1998��.

Band No. Low Hz cutoff High Hz cutoff Bandwidth

1 100 1120 1020
2 1121 2250 1129
3 2251 3500 1249
4 3501 10,000 6499
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keywords �200 sentences�5 keywords�� �p values ranging
from 0.5345 to 0.7649 across the four bands�.

Simple linear regression analyses indicated p values of
�0.0001 for all four bands. Post-hoc testing of the equality
of regression coefficients �Chiswick and Chiswick, 1975� in-
dicated that band 1 was weighted significantly greater com-
pared to bands 2, 3, and 4; however, these three bands were
not weighted significantly differently from each other. Lis-
teners’ overall percent correct scores �ranging from 70.0 to
83.0% correct� and the SNR midpoints �ranging from −6 to
−2 dB� used to generate these scores are shown in Table IV.
The averaged normalized weighting strategy for all five lis-
teners is shown in Fig. 9 and is compared to the average
normalized weighting strategy reported in Turner et al.
�1998�. Similar to Turner et al. �1998�, our listeners placed
the most weight on the information in band 1, however, for
sentence stimuli band 3 was not weighted as highly as it was
for NST stimuli. When interpreting the results of Experiment
II it should be noted that the cutoff frequencies of the band-
widths were based on the frequency-importance functions for
nonsense syllables �not sentences� to produce equal AI val-
ues in each of the four bands.

IV. DISCUSSION

Spectral-weighting strategies for sentences were mea-
sured for listeners with normal hearing. Two experiments

were designed to determine how listeners use spectral infor-
mation to identify sentences �Experiment I� and evaluate
how listeners weight spectral information in sentences in
comparison to nonsense syllables �Experiment II�. The fre-
quency ranges of the five bands in Experiment I were com-
puted based on previously reported AI/SII frequency-
importance functions for sentences, which is consistent with
the approach other studies have used to apply the correla-
tional method to speech �Apoux and Bacon, 2004; Doherty
and Turner, 1996; Turner et al., 1998�. In the present study
the bands were divided so that each would theoretically con-
tribute approximately 20% intelligibility. However, listeners
did not place equal weight on each band, rather they consis-
tently weighted bands 2 �562–1113 Hz� and 5
�2807–11,000 Hz� the greatest.

Listeners’ weights were consistent across trials and test
sessions. All 15 listeners in Experiment I established a con-
sistent weighting strategy by as few as 200 trials. One lis-
tener, NH2, was tested three months apart during Experiment
I with the same set of sentences and the same SNR midpoint.
NH2’s weighting strategy was the same and her overall per-
cent correct scores differed by only 3% �see Fig. 6 in Results
section� across the two sessions. Learning effects were likely
reduced because a large number of low-context sentences,
degraded with noise, were used throughout testing. Based on
the lack of learning effects demonstrated by NH2, four lis-
teners from Experiment I were chosen to participate in Ex-
periment II. Similar to NH2, an interval of at least three
months elapsed between experimental test sessions for each
listener that participated in both experiments.

Since learning could also take place within a test session
�even though different sentences were presented on each
trial� a comparison was made between the performance
across the first 100 trials to that of all of the trials. On aver-
age, intelligibility scores for all listeners in Experiments I
and II improved by 2.0% and 0.5%, respectively. The rela-
tive shape of the listener’s weighting strategy was not greatly
affected by the overall percent correct score as long as there
was not a ceiling or floor effect.

The similarity and stability of weighting strategies for
sentences across listeners, time, and performance level is
consistent with previous studies. Doherty and Turner �1996�
and Turner et al. �1998� reported that listeners with normal
hearing used similar weighting strategies to identify NST
stimuli. In fact, Turner et al. �1998� suggested that the con-
sistency across listeners could imply that a “normal” listen-
ing strategy exists. All listeners used a similar weighting

TABLE IV. Raw point-biserial correlational data across four bands for five listeners with normal hearing who
participated in Experiment II. Bold numbers indicate point-biserial correlations that are significantly different
from zero ��=0.05� in a one-tailed test. Also included are the SNR midpoints used for testing and overall
percent correct scores.

Subject Midpoint Overall PC Band 1 Band 2 Band 3 Band 4

NH3 −3 8.3 0.259 0.166 0.159 0.147
NH4 −2 83.0 0.170 0.107 0.037 0.086
NH12 −6 70.2 0.336 0.174 0.086 0.051
NH14 −4 70.0 0.388 0.199 0.174 0.021
NH16 −3 78.8 0.334 0.145 0.150 0.128

FIG. 9. Mean relative weighting strategies for five listeners who participated
in Exp. II �gray triangles�. For comparison purposes, NST data reported in
Turner et al. �1998� are also shown �filled circles�. Error bars are indicative
of one standard deviation of the normalized mean.
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strategy to perform the sentence recognition task in Experi-
ments I and II. Based on the consistency of listeners’ weight-
ing strategies demonstrated in these experiments, a normal
listening strategy may also exist for sentences.

The purpose of Experiment II was to compare spectral
weights for sentences with those previously reported for
NST stimuli �Turner et al., 1998�. The comparison was made
because the two studies generated their stimuli in the same
way, used the correlational method to obtain weights and
used the same four spectral bands �i.e., four spectral bands of
equal intelligibility based on previously reported AI-
weighting functions for the NST�. However, there were some
small differences between the two studies. For example, in
Turner et al. �1998� listeners were tested monaurally under
headphones, the level of the NST was fixed at 70 dB SPL,
NST stimuli were spoken by both a male and female speaker,
and the SNRs were chosen from a range of 24 dB with a
2 dB step size. In the present study, listeners were tested in
the sound field, the level of the sentences was fixed at 75 dB
SPL, Harvard/IEEE stimuli were spoken by a female
speaker, and SNRs were chosen from a 13 dB SNR range
with a 3 dB step size.

Results from Turner et al. �1998� indicated that listeners
placed significantly greater weight on bands 1 and 3 in com-
parison to bands 2 and 4 when recognizing NST stimuli. In
the present study, listeners in Experiment II weighted the
spectral information in band 1 �100–1120 Hz� the greatest.
Bands 2, 3, and 4 were not weighted significantly different
from each other. Differences observed between the weighting
strategies obtained in Experiment II and those reported in
Turner et al. �1998� could have been due to the difference in
the speakers used in the two studies. In Experiment II, sen-
tences were spoken by a female speaker, whereas in Turner
et al. �1998� the NST was spoken by both a male and female
speaker. The addition of the male speaker may have reduced
the weight in the higher frequencies. However, the spectral
resolution provided by only four bands was probably not
sensitive enough to measure such a small effect. Interest-
ingly, listeners did not place equal weight across the spectral
bands in either study. Turner et al. �1998� suggested that the
main reason their results differed from the results of AI-
importance functions �i.e., equal weight placed across the
spectral bands� was that when using the correlational method
listeners had the entire speech spectrum available, whereas in
experiments using filtering techniques only the high- or low-
pass filtered speech spectrum was available. Results from the
present study also suggest that listeners use spectral informa-
tion differently depending on the condition in which the
spectral information is presented to them �e.g., broadband vs.
filtered�.

A comparison between the spectral weights obtained in
Experiments I and II in the current study was made in an
attempt to better understand the effect spectral divisions of
the bands and the number of bands may have on weighting
strategies. However, first recall that, although sentences were
used in both Experiments I and II, the cutoff frequencies
used to generate the spectral bands for Experiment I were
based on previously reported importance functions for sen-
tences, whereas the cutoff frequencies for Experiment II

were based on the AI importance functions for NST. In Ex-
periment I the highest frequency band was band 5, which
included frequencies between 2807and 11,000 Hz. However,
band 4 was the highest frequency band in Experiment II
�bandwidths based on the Turner et al. �1998� paper� and
included frequencies between 3501 and 10,000 Hz. Thus, all
of the frequency information in band 4 of Experiment II was
included in band 5 of Experiment I. In addition, band 5 of
Experiment I also included frequencies between 2807 and
3501 Hz. Listeners in Experiment I placed relatively greater
weight on the highest frequency band �band 5�, but in Ex-
periment II they did not place relatively greater weight on
the highest frequency band �band 4�. Instead listeners placed
their greatest weight on the lower frequency information
�band 1�. It is unclear why the listeners did not weight the
highest frequency information consistently. Again, informa-
tion between 2807 and 3501 Hz was included in band 5 of
Experiment I, but not in band 4 of Experiment II. Perhaps
listeners were able to use the higher frequency information
present in both bands with the information within the
2807–3501 Hz range to make it more useful in Experiment
I. Another possibility is that band 5 in Experiment I simply
included more spectral information regarding fricatives, plo-
sives and voicing, as well as information from the third for-
mant �and possibly some second-formant information� that
allowed it to be more useful when presented in the same
band.

It is easier to interpret the differences in weights ob-
served in Experiments I and II at the lower frequencies due
to the spectral overlap within the lower frequency bands. In
Experiment I, band 2 was weighted the highest, whereas
band 1 was weighted the highest in Experiment II. All of the
spectral information in band 2 of Experiment I was also
present in band 1 of Experiment II. Thus, it is probable that
the low frequency information in band 1 that listeners found
so useful in Experiment II was the same spectral information
that listeners placed a relatively high weight on in band 2 of
Experiment I ��562–1120 Hz�. This spectral region most
likely contained F1 and F2 information. Bands 3 and 4, in
Experiment I, were spectrally comparable to band 2 in Ex-
periment II, and similarly were not weighted significantly
greater than any of the other bands.

Due to the different results of Experiments I and II it is
apparent that large disparities in spectral divisions will affect
the shape of a weighting strategy. Interestingly, pilot testing
conducted prior to experimental testing indicated that small
differences in cutoff frequencies do not have a significant
effect on the shape of the relative weighting strategy of
normal-hearing listeners. In fact, varying the cutoff frequen-
cies by as much as 750 Hz �in bands 3, 4 and 5 of Experi-
ment I� had no effect on the shape of the weighting strate-
gies. Thus, the actual number of bands may play a more
critical role than the specific cutoff frequencies of the bands.
To determine if this is a plausible explanation, one would
need to experiment with a larger number of bands and vary
the bandwidth of the filters.

The above discussion and the results from Experiments I
and II suggest that listeners use spectral information in dif-
ferent ways depending on how it is presented to them. War-
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ren et al. �2005� also reported that listeners use spectral in-
formation differently depending upon what other spectral
information is presented in tandem. They found that the re-
lationship between intelligibility and audibility differed when
information was presented in octave bands in isolation ver-
sus in nonadjacent and adjacent octave band pairs. Specifi-
cally, they showed that spectral information within octave
bands was not purely additive but instead synergistic. In
other words, when listeners were allowed to combine infor-
mation that they previously heard separately �within one iso-
lated octave band�, their intelligibility scores did not simply
add together from the isolated conditions, rather their scores
were higher than a simple additive effect.

Thus, it appears that when listening in a broadband con-
dition, listeners are able to combine spectral information to
make it more useful than if the information had been pre-
sented in isolation or in narrower bands, such as in the AI/SII
method.

Weighting strategies indicate how spectral information
within a given band contributed to a listener’s performance
on a task. However, one limitation of using the correlational
method is that the testing must be done in the presence of
background noise or some other method of degrading the
signal. The presence of background noise likely influences
the importance of spectral information in speech �e.g., Hogan
and Turner, 1998; Turner and Henry, 2002�. For example,
high frequency speech cues, such as those used for place, are
generally less intense, aperiodic, and more vulnerable to
noise than low frequency cues. Thus, these cues would be
masked in the lower SNR conditions more than other cues,
such as voicing and nasality, which occur over a wider fre-
quency range of the speech spectrum and are more intense
�see Rosen and Fourcin �1986� for a detailed review�. Nev-
ertheless, the main advantage of using the correlational
method is that the entire speech spectrum, though partially
degraded, is always available to the listener, and thus listen-
ers are able to take advantage of redundant speech cues while
performing the task. It should also be noted that listening in
a noisy condition is not only more realistic to real-life listen-
ing environments, but is also the condition in which listeners
with hearing impairment �Alacantara et al., 2003; Kochkin,
2005; Ricketts and Dhar, 1999; Schum, 2000� and hearing
aid users �Dhar et al., 2004; Gordon-Salant and Fitzgibbons,
1997; Nordrum et al., 2006; Plyler and Fleck, 2006� have the
most difficulty. Thus, a listener’s spectral weighting strategy
may provide useful information when fitting hearing aids and
cochlear implants. However, further research in this area is
needed before such clinical applications could be seriously
considered.

V. SUMMARY AND CONCLUSIONS

The results from Experiments I and II indicate that reli-
able weighting strategies can be obtained for sentences using
the correlational method. While listening to sentences in a
broadband listening condition, listeners weight spectral in-
formation differently than they do in a filtered-listening con-
dition �such as the AI/SII�. The consistency across listeners’
weighting strategies suggests there is a “normal” listening

strategy that listeners with normal hearing tend to use to
process spectral information in sentences. Further research is
needed to determine how listeners with hearing loss weight
spectral information in broadband-listening conditions in
comparison to normal-hearing listeners. With further re-
search there is potential for this information to be helpful in
identifying the frequency response of a hearing aid and the
spectral information that should be mapped to specific co-
chlear implant channels.
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Native English speakers were trained to identify Japanese vowel length in three types of training
differing in sentential speaking rate: slow-only, fast-only, and slow-fast. Following Pisoni and
Lively’s high phonetic variability hypothesis �Pisoni, D. B., and Lively, S. E., Speech Perception
and Linguistic Experience, 433–459 �1995��, higher stimulus variability by means of training with
two rates was hypothesized to aid learners in adapting to speech rate variation more effectively than
training with only one rate. Trained participants identified the length of the second vowel of
disyllables, short or long, embedded in a sentence of the respective rate, and received immediate
feedback. The three trained groups’ abilities before and after training were examined with tests
containing sentences of slow, normal, and fast rates, and were compared with those of a control that
was not trained. A robust effect of slow-fast training, a marginal effect of slow-only training, but no
significant effect of fast-only training were found in the overall test scores. Slow-fast and slow-only
training showed small advantages over fast-only training on the fast-rate test scores, while effects
for all three training types were found on the slow- and normal-rate test scores. The degree to which
the results support the high phonetic variability hypothesis is discussed. © 2007 Acoustical Society
of America. �DOI: 10.1121/1.2734401�
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I. INTRODUCTION

This study examined the way non-native speakers per-
ceive Japanese vowel length contrast in sentences produced
at various speaking rates. The vowel length distinction �short
versus long� is phonemic in Japanese, e.g., /kuTo/ “black”
versus /kuTob/ “hardships,” and all five short vowels /i e a o
u/ contrast with the corresponding long vowels �/ib eb ab ob
ub/� �Vance, 1987�. Long vowels are 2.2–3.2 times longer in
duration than short vowels, whereas only small differences
have been observed between the formant frequencies of short
and long vowels �Kondo, 1995; Tsukada, 1999; Ueyama,
2000; Hirata, 2004a; Hirata and Tsukada, 2004�. This vowel
length distinction, as well as a consonant length distinction
�e.g., /kata/ “shoulder” versus /katba/ “won”� has been found
difficult for native English �NE� speakers to acquire �e.g.,
Landahl et al., 1992; Han, 1992; Landahl and Ziolkowski,
1995; Yamada et al., 1995; Toda, 1997; Oguma, 2000;
Tajima et al., 2002; Hirata, 2004b�. Native Japanese speak-
ers’ primary perceptual cue to the Japanese vowel length
distinction is vowel duration �Fujisaki et al., 1997�, but a
long vowel spoken quickly can be shorter than a short vowel
spoken slowly �Hirata, 2004a�. Speaking rate variation is
thought to contribute to the difficulty of acquiring the length
distinctions.

Research over the past 50 years has shown how a native
speaker’s perception of a phonetic segment is affected by the

rates of the segment and of the surrounding context �Denes,
1955; Port, 1977; Verbrugge and Shankweiler, 1977; Miller
and Liberman, 1979; Port and Dalby, 1982; Johnson and
Strange, 1982; Gottfried et al., 1990; Newman and Sawusch,
1996; Sawusch and Newman, 2000�. For example, Pickett et
al. �1999� found that native Italian speakers’ perception of
Italian single and geminate stops was based on the stop clo-
sure duration relative to the preceding vowel. Listeners also
use the speaking rate of a sentence to perceive native lan-
guage �L1� contrasts of which the primary acoustic correlate
is duration �e.g., Miller, 1987, and Wayland et al., 1994, for
English /p/-/b/ contrast; Magen and Blumstein, 1993, for Ko-
rean short and long vowels�. These studies in L1 perception
show rate normalization: native listeners do not identify a
phonetic segment based on the absolute duration of the seg-
ment. Rather, their perception takes into account both the
duration of neighboring segments and the segments that are
contrastive in the language.

Consistent with the findings above, native Japanese �NJ�
speakers use the rate of a sentence as a perceptual cue for
distinguishing Japanese consonant and vowel length �Hirata,
1990a; Hirata and Lambacher, 2004�. NJ listeners in Hirata
�1990a� identified the pair of words /ita/ “stayed” versus
/itba/ “went” based on the durational ratio of the stop closure
to the preceding vowel /i/ when the words were presented in
isolation. In a second experiment, an edited word �it�b�ta� in
which the durational ratio was identified as ambiguous by NJ
listeners was embedded in a carrier sentence produced at
different speaking rates. NJ listeners identified this ambigu-
ous word as /ita/ or /itba/ based on the rate of the sentence.
When the sentence was spoken slowly, the word was clearly
identified as /ita/, and when the sentence was spoken faster,

a�Portions of this work were presented at the International Conference on
Spoken Language Processing, Pittsburgh, September 2006, and at the
fourth Joint Meeting of the Acoustical Society of America and the Acous-
tical Society of Japan, Honolulu, Hawaii, December 2006.

b�Author to whom correspondence should be addressed. Electronic mail:
yhirata@mail.colgate.edu
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the word was clearly identified as /itba/. The perceptual cue
present in the sentence rate superseded the ambiguous cue
present in the isolated word.

Compared to rate normalization by native listeners, less
is known as to how second language �L2� learners normalize
speech rate and learn to make duration-based distinctions in
sentences. In Hirata �1990b�, when the Japanese words /ita/
and /itba/ were presented in isolation, NE speakers distin-
guished the words, similarly to NJ speakers, using the dura-
tional ratio of the stop closure to the preceding vowel as a
perceptual cue. However, when the words were embedded in
a sentence spoken at different rates, NE speakers were un-
able to use the rate of the sentences as a perceptual cue as NJ
listeners did. Thus, NE learners of Japanese have difficulty in
normalizing rate over a sentence in Japanese, even though
they can use the localized perceptual cue when isolated
words are presented.

What method would most effectively enable NE speak-
ers to normalize the rate of sentences and identify vowel
length in an embedded word accurately? Given the results of
Hirata �1990b�, training L2 learners on isolated syllable or
word contexts might not be the best method. The develop-
ment of training methods for difficult L2 contrasts has been
one of the most fruitful areas of L2 research �English /[/-/l/:
Strange and Dittmann, 1984; Logan et al., 1991; Bradlow et
al., 1997; English /ð/-/�/: Jamieson and Morosan, 1986;
Mandarin tones: Wang et al., 1999; Korean stops: Francis
and Nusbaum, 2002; Japanese length contrasts: Yamada et
al., 1995; Kawai and Hirose, 2000; Tajima et al., 2002�.
However, these studies provided L2 contrasts in isolated syl-
lables or words. Investigation of effects of training using
sentence stimuli has only recently begun �Hirata, 2004b;
Hirata, 2004c; Kato et al., 2005�. Studying the L2 vowel
length distinction in a sentence context is particularly impor-
tant, as research has shown that native listeners use the rate
of sentences for making duration-based distinctions �Hirata,
1990a; Hirata and Lambacher, 2004�. A recent study �Kato et
al., 2004� showed that, after perceptual training with isolated
words, NE speakers learned to perceive short and long vow-
els in sentences, indicating that their ability gained for the
isolated word context generalized to the sentence context
�see also Hirata, 2004b�. However, Tajima et al.’s �2005�
results showed that the accuracy of NE speakers’ perception
of Japanese length contrast was affected by the speaking rate
of test stimuli, and that this effect did not decrease after
training with isolated words.

Pisoni and Lively’s �1995� high phonetic variability hy-
pothesis provides a useful guide in the search for a method
which would enable NE speakers to successfully identify
Japanese vowel length. This hypothesis claims that the diver-
sity of acoustic cues present in materials produced by mul-
tiple speakers helps rather than hinders non-native listeners
in forming new perceptual categories. Traditionally, stimulus
variability in voices and speaking rates was viewed as
troublesome noise, extraneous to the encoding of linguistic
units, and was deliberately excluded from experiments by the
use of carefully controlled materials �Pisoni, 1997�. How-
ever, evidence has accumulated that high stimulus variability
in voices and phonetic contexts is informative, rather than

distracting, and actually assists perceptual learning �Pisoni
and Lively, 1995; Bradlow et al., 1997�. In the present study,
we tested this high variability hypothesis with regard to
speaking rate variation. We hypothesized that providing
variation in speaking rate helps non-native listeners to nor-
malize rate and to learn to distinguish vowel length accu-
rately.

The present study compared the relative effectiveness of
three types of perceptual training: one with only a slow rate,
one with only a fast rate, and one with both slow and fast
rates. Training materials were sentences naturally produced
by four NJ speakers at these rates. We chose this method
rather than creating various speaking rates with a synthesizer
because faster natural speech is not simply compressed
slower speech, but involves changes in the size and velocity
of various muscle contractions �Gay and Hirose, 1973; Gay
et al., 1974; Gay, 1981�. According to the hypothesis tested
in the present research, the variations that exist in natural
speech spoken at slow and fast rates are informative for non-
native listeners. The prediction was that speech materials
spoken at two rates �slow and fast�, contain more diverse and
rich acoustic cues than those spoken only at one rate �slow-
only or fast-only�, and that this diversity aids non-native lis-
teners in adjusting to different rates of speech and identifying
short/long vowels accurately.

Effects of the three types of training were examined by a
pretest and a post-test consisting of sentences produced by
two additional NJ speakers at three speaking rates: slow, nor-
mal, and fast. These three rates were included in order to
examine whether the ability gained through training with a
given rate or rates would generalize to rate�s� to which par-
ticipants had not been exposed. The present study compared
each type of training with a control group that did not par-
ticipate in training. Comparison with a control was important
because our pilot results indicated effects of repetition and
exposure, i.e., improvement of test scores simply by taking
the tests twice without training. Thus, training is said to be
“effective” if the amount of improvement from the pretest
and the post-test was significantly greater for the trained than
the control group. The study addressed the following ques-
tions:

�1� How do NE speakers perform in identifying Japanese
vowel length in carrier sentences spoken at three speak-
ing rates �slow, normal, and fast�? Previous studies have
shown that rate effects interacted with word type �Hirata,
2005a�, vowel length �i.e., short or long; Hirata, 2005b�,
and context �i.e., in isolation or in sentences; Tajima et
al., 2002 and Tajima et al., 2005�. In these studies, iden-
tification accuracy in the sentence context is generally
lower for faster rates. The present study will examine if
this result is replicable.

�2� Does perceptual training with sentences, as opposed to
isolated words or syllables as in most previous studies,
aid NE speakers in identifying Japanese vowel length
accurately? This study will determine whether the
present three types of training with sentences enable ef-
fective L2 contrast learning.

�3� Does training with sentences spoken at two rates �slow
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and fast� improve overall perceptual accuracy more than
training with only one rate �slow-only or fast-only�? Ac-
cording to Pisoni and Lively’s �1995� hypothesis, the
overall improvement should be higher for two-rate than
one-rate training.

�4� How does the perceptual ability of NE speakers general-
ize from trained rate�s� to tested rates? For example,
does slow-only training improve accuracy only for the
slow rate, or improve it for other rates as well? Does
slow-fast training improve accuracy only for these two
rates, but not for the untrained �normal� rate?

II. METHODS

A. Participants

Sixty-two monolingual native speakers of American En-
glish, whose ages ranged from 18 to 22, were randomly as-
signed to one of the following four groups: slow-only train-
ing group �n=16; mean age�19.2�, fast-only training group
�n=16; mean age�19.2�, slow-fast training group �n=14;
mean age�19.7�, and a control group �n=16; mean age
�19.3�. None of the participants had previously studied
Japanese or had extensive exposure to spoken Japanese. All
but one participant had studied one or two foreign languages,
usually Spanish and/or French, and one participant had stud-
ied five languages. None of the participants, however, had
native-level fluency in any foreign language. No participant
reported having any hearing problems. Participants were
paid for their participation.

B. Training procedure

Participants assigned to one of the three training groups
�slow-only, fast-only, and slow-fast� completed four training
sessions in addition to a pretest and a post-test. Participants
completed the experiment over a minimum period of 11 days
and a maximum of 17 days. Participants had any two con-
secutive training sessions at least 24 hours apart, and no
more than four days apart.

Training materials were a subset of materials used in
Hirata �2004a�. The target words were nonsense Japanese
words in the form of /mVmV/ and /mVmVV/ �V�/i, e, a, o,
u/; e.g., /mimi/ vs /mimib/�, with the pitch accent always on
the first vowel. These words were embedded in a single car-
rier sentence spoken by four native Japanese speakers �Male
1, Female 1, Male 2, and Female 2; Table I�. For slow-rate
and fast-rate training materials, the speakers were instructed
to speak as slowly and as fast as possible, respectively. The
four speakers’ mean speaking rate was 263 ms/mora for the
slow rate and 105 ms/mora for the fast rate.1

Each type of training consisted of four sessions. Each
session contained 160 stimuli by one speaker. As described
in Table I, only slow-rate materials were used for slow-only
training, and only fast-rate materials of the same speakers
were used for fast-only training �5 vowels�2 lengths�2
repetitions�8 blocks�. For slow-fast training, both of those
slow- and fast-rate materials were used, but the total number
of trials was the same as that in other training �2 rates�5
vowels�2 lengths�2 repetitions�4 blocks�. For slow-fast
training, the rate of stimuli stayed constant within each
block, either slow or fast. Slow-rate and fast-rate blocks were
presented alternately �see Table I for the block structure�.

Each session was broken into 8 blocks of 20 trials, and
the first and the fifth blocks were preceded by three ex-
amples. When participants heard audio stimuli through head-
phones attached to a PC, the carrier sentence, soko wa___ to
kaite arimasu �“___ is written there”� was displayed on the
screen. Participants were asked to identify whether the sec-
ond vowel of the disyllables inserted in the underlined part
of the sentence was short or long. The participants received
feedback on each response during training. The feedback
consisted of a screen with the correct answer written out as
either “short” or “long” and the target word spelled out in
Romanized letters. Words with short vowels �containing two
moras� had two dots over them, and words with a long vowel
�containing three moras� had three dots. When participants
answered correctly, the sign “Correct” appeared on the
screen, and it enabled the participants to go on to the next

TABLE I. Training stimuli.

Block and speaker Carrier sentence Rate

Show-only training
Session 1 �a�–�h� Male 1 ssssssssa

Session 2 �a�–�h� Female 1 ssssssss
Session 3 �a�–�h� Male 2 ssssssss
Session 4 �a�–�h� Female 2 ssssssss

Fast-only training
Session 1 �a�–�h� Male 1 soko wa___to kaite aTimasu

�‘___ is written there.’�
ffffffff

Session 2 �a�–�h� Female 1 fffffiff
Session 3 �a�–�h� Male 2 ffffffff
Session 4 �a�–�h� Female 2 ffffffff

Slow-fast training
Session 1 �a�–�h� Male 1 sfsfsfsf
Session 2 �a�–�h� Female 1 sfsfsfsf
Session 3 �a�–�h� Male 2 sfsfsfsf
Session 4 �a�–�h� Female 2 sfsfsfsf

aIndicates rate of stimuli that was presented within each of the eight blocks.
“s”�slow rate. “f”�fast rate. �a�–�h� indicate blocks.
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trial. When participants answered incorrectly, the sign
“Sorry…” appeared, and they were made to click “Play
again” to hear the stimulus repeated three additional times.
In each session, participants were asked to take a three-
minute break after the fourth block.

C. Testing procedure

All of the four groups �slow-only, fast-only, slow-fast,
and control� took a pretest and a post-test approximately two
weeks apart. Each test consisted of 180 stimuli. Each stimu-
lus used one of ten words drawn from five pairs of real
Japanese words: /Tubi/-/Tubib/, /ise/-/iseb/, /Tika/-/Tikab/,
/kato/-/katob/, and /saju/-/sajub/ �meaning “agate”-“ruby,”
“�name of a place�”-“opposite gender,” “science”-“liquor,”
“transition”-“�surname�,” and “hot water”-“left and right”�,
all accented on the first vowel. The stimuli were recorded by
two NJ speakers who did not appear in the training sessions
�Male 3 and Female 3; Table II�. The NJ speakers recorded
the words in three different carrier sentences, and each test
had different carrier sentences �see Table II�. Each sentence
was spoken at three rates: slow, normal, and fast. Following
Hirata �2004a� and Port �1977�, speakers were given the fol-
lowing definition of the speaking rates: “tempo that is re-
laxed and comfortable” for the normal rate, “slowest tempo
possible while keeping the sentence flowing together without

obviously inserting breaks between words” for the slow rate,
and “fastest tempo possible without making errors” for the
fast rate.

Analyses on duration of sentences and target vowels
confirmed �1� that speakers spoke with three distinct speak-
ing rates, and �2� that they made a clear distinction between
short and long vowels within each rate. The sentence speak-
ing rates across speakers were 239 �SD�24.8�, 136 �SD
�15.2�, and 105 �SD�6.4� ms/mora for slow, normal, and
fast rates, respectively, and the effect of rate was significant
�F�2,66�=435.62, p�0.001�. Comparisons of any two rates
showed significant differences �p�0.001�. The effect of
speaker was not significant �F�1,66�=0.17, p=0.686�, al-
though there was a significant interaction of rate and speaker
�F�2,66�=4.29, p=0.018�. The two speakers’ rates did not
significantly differ for slow �244 vs 235 ms/mora� and fast
rates �106 vs 103 ms/mora�, but their normal rates were dif-
ferent �128 vs 145 ms/mora�. The important point here,
however, is that there were three distinct speaking rates
across speakers. Analysis on target vowel duration also con-
firmed that the three speaking rates were distinct for both
speakers and for both short and long vowels. Each speaker’s
short vowels were significantly different among the three
rates �Male 3: 152 vs 75 vs 64 ms; Female 3: 148 vs 83 vs
59 ms for slow, normal, and fast rates, respectively�, and so
were the long vowels �Male 3: 405 vs 165 vs 141 ms; Fe-

TABLE II. Test stimuli.

Block and speaker Carrier sentence Rate

Pretest
�a� Male 3 soTe ga ___ da to omoimasu snfa

�‘I think that is ___.’�
�b� Female 3 asoko ni ___ to aTimasu snf

�‘It says ___ over there.’�
�c� Male 3 koko wa ___ dca aTimasen snf

�‘This is not ___.’�
�d� Female 3 hontob ni ___ wa kaitenai snf

�‘It’s true that ___ is not written.’�
�e� Male 3 soko de ___ to wa iwanakatba snf

�‘I didn’t say ___ there.’�
�f� Female 3 kitbo ___ de wa nai debob snf

�‘It certainly won’t be ___.’�
Post-test

�a� Male 3 koTe ga ___ da to kikimabita snf
�’I heard that this is ___.’�

�b� Female 3 koko ni ___ to aTimasu ne snf
�‘It says ___ here, right?’�

�c� Male 3 aTe wa ___ dca nai desu jo snf
�‘I tell you, that’s not ___.’�

�d� Female 3 zetbai ni ___ wa kakaTeteta snf
�‘___ was definitely written.’�

�e� Male 3 sobite ___ to itbe kudasai snf
�‘And then, please say ___.’�

�f� Female 3 tabun ___ de wa aTimasen snf
�‘It’s probably not ___.’�

a“snf” indicates that stimuli of slow, normal, and fast rates were presented randomly within the block.
�a�–�f� indicate blocks.
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male 3: 341 vs 165 vs 109 ms��p�0.01�. These results were
very similar to those of the materials in Hirata �2004a�, a
subset of which was used for the present training stimuli. An
NJ speaker identified vowel length of these test stimuli with
98.9% accuracy.

The pretest and post-test each included 5 vowels�2
lengths�3 rates�3 carrier sentences�2 speakers for a total
of 180 trials. Each test consisted of six blocks of 30 trials.
Within a given block, every trial used the same carrier sen-
tence, spoken by the same speaker �Table II�. The stimuli
were presented in a random order across rates. No words,
sentences, or speakers from training were used in the tests.
The pretest and the post-test used identical words but differ-
ent carrier sentences. Each block was preceded by two ex-
amples using the same nonsense words used in training �e.g.,
/meme/ and /memeb/�. Immediately after each example, the
answer, either “short” or “long,” was displayed on the
screen. Participants were asked to take a three-minute break
after the first three blocks.

The testing procedure was the same as the training pro-
cedure, except that participants did not receive any feedback
on their responses.

D. Analysis

Raw percent correct test scores were transformed into
rationalized arcsine units �RAU; Studebaker, 1985� to correct
nonlinearity of the test score scale. A mixed-design Analysis
of Variance �ANOVA� was conducted with these RAU
scores. Group �slow-only, fast-only, slow-fast, control� was a
between-subjects factor, and test �pretest, post-test� and rate
�slow, normal, fast� were repeated-measures factors. If there
is an overall effect of training, a significant group� test in-
teraction should be found. Furthermore, if an effect of train-
ing is found only for specific rates, a significant group
� test� rate should be found. Figures were made with the
raw percent correct scale for ease of interpretation.

III. RESULTS

The results of ANOVA are summarized in Table III.
With regard to the participants’ performance on the three
speaking rates �question 1�, a significant effect of rate was
found. The mean test scores were significantly higher for the
slow �75.6%� than normal rate �68.8%�, and for the normal
than fast rate �64.8%�. It is important to note that the tests for
the three rates included identical sets of words and sentences,
and the only difference was that of the speaking rates. Thus,

we can say that participants were less able to identify length
of vowels in the same words spoken at faster rates than at
slower rates.

A significant main effect was found for test �pretest:
65.8%; post-test: 73.6%�, and a significant test� rate inter-
action was found in ANOVA �Table III�, indicating that par-
ticipants showed significant improvement from the pretest to
the post-test, but that the amount of improvement differed
across rates. The mean improvement, averaged over groups,
was highest for the slow rate �from 69.9 to 81.1%� �11.2
percentage points improvement; below expressed as % im-
provement� �p�0.001�, less for the normal rate �7.8% im-
provement from 64.9 to 72.7%� �p�0.001�, and lowest for
the fast rate �4.1 % improvement from 62.7 to 66.8%� �p
=0.001�.

A group� test interaction, which would indicate the
overall effectiveness of training, was only marginally signifi-
cant �Table III�. The post-test scores were significantly
higher than the pretest scores for all four groups �slow-fast
training group: 65.5 vs 74.6% �t=6.52, p�0.001�; slow-only
training group: 66.7 vs 75.3% �t=6.86, p�0.001�; fast-only
training group: 65.5 vs 73.3% �t=4.95, p�0.001�; control
group: 65.6 vs 69.9% �t=2.43, p=0.028��. Differences
among the four groups in the overall amount of improvement
between the pretest and post-test scores were small, as shown
in Fig. 1.

TABLE III. Summary of significant main effects and interactions in 4�2�3 ANOVA.

Effect F df p

Test 104.83 �1,58� 0.000
Rate 67.95 �2,116� 0.000
Test� rate 11.24 �2,116� 0.000
Group� test 2.51 �3,58� 0.068
Group� rate 2.23 �6,116� 0.045
Group� test� rate 3.37 �6,116� 0.004

FIG. 1. Overall pretest �white boxes� and post-test �dark boxes� scores of
the four groups. All test rates combined. The horizontal dashed line indicates
the chance level performance.
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The overall improvement made by the control group was
due to effects of repetition and exposure, since they took two
tests. As mentioned in the introduction, training was said to
be “effective” if the amount of improvement made by the
individual trained groups was significantly greater than that
made by the control group. Dunnett’s pairwise multiple com-
parison t-tests �which contrasted the three training groups
against the control group� indicated that the amount of im-
provement made by the slow-fast training group �9.1% im-
provement� was significantly greater than that by the control
�4.3%� �p=0.040�, indicating a genuine effect of training.
However, the slow-only training group’s improvement
�8.6%� was only marginally greater than the control group’s
improvement �p=0.059�. The fast-only training group’s im-
provement �7.8%� was not significantly greater than the con-
trol group’s improvement �p=0.116�. Thus, with regard to
question �2�, we found that training with sentences, particu-
larly slow-fast training, was indeed effective in enabling par-
ticipants to improve their perceptual ability to identify Japa-
nese vowel length contrast. With regard to question �3�, we
found that, as far as the overall test scores were concerned,
two-rate training was advantageous to one-rate training:
slow-fast training was most effective, while only a marginal
effect was found for slow-only training and no effect was
found for fast-only training.

A significant group� test� rate interaction was found in
ANOVA �Table III�, indicating that the four groups’ differing
amount of improvement from the pretest to the post-test de-
pended on the speaking rate. Below, the four groups’ test
scores were examined separately for each rate.

Robust effects of training were found for the slow rate,
as shown in Fig. 2�a�. All of the three training groups’ scores
improved significantly from the pretest to the post-test:
12.3% improvement �means=from 70.4 to 82.7%� for the
fast-only training group �p�0.001�; 15.5% improvement
�69.7 to 85.2%� for the slow-only training group �p
�0.001�; and 15.2% improvement �70.2 to 85.4%� for the
slow-fast training group �p�0.001�. In contrast, the control
group did not significantly improve their slow rate scores
�2.4% improvement from 69.4 to 71.8%� �p=0.230�. Thus,

significant effects of training were found for all three trained
groups. It is interesting to note that the trained groups im-
proved on the slow rate test scores regardless of the type of
training they had received.

The results of the normal rate test scores �Fig. 2�b�� were
similar to those of the slow rate scores. All of the three
training groups improved their scores significantly from the
pretest to the post-test. A 10.9% improvement �means
=from 63.4 to 74.3%� was made by the fast-only training
group �p�0.001�, 7.4% improvement �65.5 to 72.9%� by the
slow-only training group �p=0.007�, and 8.0% improvement
�64.4 to 72.4%� by the slow-fast training group �p=0.001�.
In contrast, the control group’s 4.9% improvement �66.2 to
71.1%� was not significant �p=0.072�. Thus, effects of train-
ing on the normal rate test scores were found for all three
trained groups. Compared to the slow rate test scores, how-
ever, the amount of improvement was less for the normal
rate. It is noteworthy that the trained groups improved on the
normal rate scores even though none of them had received
normal rate materials in training.

The results of the fast rate test scores �Fig. 2�c�� differed
from those of the other rates. The fast-only training group,
rather unexpectedly, did not significantly improve on the fast
rate test scores �1.6% improvement from 62.6 to 64.2%� �p
=0.524�, as was the case for the control group �5.6% im-
provement from 61.5 to 67.1%� �p=0.061�. In contrast, the
slow-only training group made a significant 4.0% improve-
ment �64.7 to 68.7%� �p=0.046�, and finally, the 5.5% im-
provement made by the slow-fast training group �61.9 to
67.4%� was statistically robust �p=0.013�.

In summary, regarding question �4� from the introduc-
tion, we found that the perceptual ability of NE speakers
generalized from trained rate�s� to tested rates. For example,
slow-fast training showed the strongest effects not only on
the participants’ overall scores, but also on all of the three
rate test scores separately, including the normal rate which
was not used in training. Slow-only training improved par-
ticipants’ performance most prominently on the slow and
normal rate test stimuli, and much less but still significantly

FIG. 2. Percent correct test scores of the four groups by rate �a: slow; b: normal; c: fast�. Significant difference between pretest �white boxes� and post-test
�dark boxes� �***p= �0.001; **p= �0.01; *p= �0.05�, nonsignificant difference between pretest and post-test �n.s. p�0.05�. The horizontal dashed lines
indicate the chance level performance.
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on the fast rate stimuli, even though their overall, cross-rate
scores did not show a clear effect of training as a whole.
Least effective was fast-only training where an overall effect
of training was not found. Examining each rate separately,
effects of fast-only training were found in the slow and nor-
mal rate test scores, but not in the fast rate scores.

IV. DISCUSSION AND CONCLUSIONS

This study examined the extent to which training with
sentences of different rates helped native English speakers to
learn to perceive Japanese vowel length contrast in the sen-
tence context. One major finding, related to our first ques-
tion, was that the speaking rate of sentences was a crucial
factor in participants’ perceptual abilities. The participants’
test scores were lower for faster rates, and the amount of
improvement shown by trained participants was also smaller
for faster rates. These results are consistent with previous
findings by Tajima et al. �2005� and Hirata �2005a and
2005b�, and suggest that even if non-native speakers are able
to perceive L2 contrasts at a slow rate, this does not guaran-
tee the same ability at faster rates.

The second major finding, related to our second ques-
tion, was that non-native speakers can learn to perceive L2
contrasts given only sentence input, supporting Hirata
�2004b�. The present slow-fast training, in particular, which
provided only sentences but no words in isolation, was found
to improve the identification of Japanese vowel length con-
trast in the sentence context. The overall improvement of the
slow-fast training group was significantly greater than that of
the control group, which did not participate in training.
Slow-only and fast-only training also showed some limited
effects �discussed further, below�. This study provides addi-
tional evidence that adults are capable of learning difficult
L2 contrasts with laboratory training, and not only with syl-
lables or words in isolation �Jamieson and Morosan, 1986;
Logan et al., 1991; Bradlow et al., 1997; Tajima et al., 2002;
Wang et al., 1999�, but also with sentences �Hirata, 2004b
and 2004c�.

It should be noted, however, that the overall effect of
training in the present study was fairly small, as indicated by
the improvement of 9.1 percentage points for slow-fast train-
ing. This is less improvement than that shown in some pre-
vious studies of L2 contrast training that used a two-
alternative forced choice identification method. For example,
Bradlow et al.’s �1997� subjects showed a significant im-
provement of 16 percentage points in distinguishing English
/[ / and /1/. �The mean pretest score in Bradlow et al. �1997�
was 65%, comparable to the pretest score of 65.8% in the
present study.� On the lower end, Logan et al.’s �1991� sub-
jects showed a significant improvement of 7.8 percentage
points �though their mean pretest score was higher: 78.1%�.
The present study’s low level of improvement might partially
be due to the fact that the test stimuli were embedded in
sentences. This makes sense given that trained participants
consistently showed less improvement in the sentence than
word context in Hirata �2004b�. However, the crucial role of
sentence training cannot be overlooked. Hirata �2004b�
found that participants who were trained with sentences

made robust perceptual improvement in both the isolated-
word and sentence contexts, but those who were trained only
with isolated words made less improvement in the sentence
context. Thus, even though training with sentences is more
time consuming, there is a practical advantage to using sen-
tences in training, if our ultimate goal includes enabling non-
native speakers to perceive difficult L2 contrasts in fluent
speech. Following Hirata �2004b�, it would be interesting to
examine whether the present sentence training would im-
prove participants’ ability to perceive isolated words as well
as words in sentences, as in the present experiment.

The third major finding of the present study relates to
the differential effects of the three types of training, as ad-
dressed in our third question. The participants who received
fast-only training improved least on their overall, cross-rate
test scores. Their overall improvement �7.8 percentage
points� was not significantly greater than that of the control
group �4.3 percentage points�. Slow-fast training was slightly
more beneficial than slow-only training. The overall, cross-
rate improvement made by the slow-fast training group �9.1
percentage points� was significantly greater than that made
by the control group, but the slow-only training group’s im-
provement �8.6 percentage points� was only marginally
greater than the control group’s. In summary, only the slow-
fast training group improved significantly on the total test
scores, as well as on the scores for each of the three rates.
This result, that training with two rates was more effective
than training with one rate �slow-only or fast-only�, supports
Pisoni and Lively’s �1995� high phonetic variability hypoth-
esis. Their original hypothesis concerned the effectiveness of
training with variability in talker and phonetic context. The
present study provides support for the effectiveness of train-
ing with variability in speaking rate: the more variability in
the rates of training stimuli, the more effective for non-native
speakers’ perceptual learning. That slow-only training was
slightly advantageous over fast-only training might also be
consistent with the high variability hypothesis: variability of
vowel as well as sentence duration in the present training
was higher for the slow than fast rate �see Hirata, 2004a�.
This claim, however, should be examined in the future by
comparing effects of high-variability fast rate training versus
low-variability slow rate training.

The above conclusions in support of Pisoni and Lively’s
�1995� high variability hypothesis merit further discussion.
First, the difference among the three types of training was
quite small �Fig. 1�. Second, regardless of the type of train-
ing, participants showed a similar amount of improvement
for the slow and normal rates �Fig. 2�. Note that no partici-
pant heard normal-rate sentences in training, but that all
trained participants improved their test scores for the normal
rate. These results, relevant to our fourth question, imply that
even beginning L2 learners are able to normalize different
speaking rates fairly easily within the range of slow to nor-
mal speaking rates. The ability to normalize speaking rate in
native languages has been examined extensively, as reviewed
in the introduction, and this ability seems to be utilized for
L2 speech within a limited range of speaking rates even at an
early stage of L2 learning. This result is in line with Kato et
al.’s �2004� finding that, with perceptual training, NE speak-
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ers were able to learn to adapt their categorical boundary
positions of Japanese vowel length contrast according to dif-
ferent contexts.

Also worthy of discussion are the results of fast-only
training, which perhaps are counterintuitive. Previous studies
suggested that abilities acquired during L2 training are
largely to deal with the kinds of stimuli that had been pre-
sented in training �e.g., synthetic versus natural speech, word
versus sentence stimuli� �Strange and Dittmann, 1984; Mo-
rosan and Jamieson, 1989; Hirata, 2004c�. This would pre-
dict that fast-only training should improve scores for the fast
rate, but not the other rates. However, the opposite results
were found: the fast-only training participants improved on
slow and normal stimuli, but not on fast stimuli. In addition,
this training was found to be least effective. Jamieson and
Morosan’s �1986� perceptual fading technique, which suc-
cessfully enabled Canadian francophones to identify the En-
glish /ð/-/�/ contrast, is useful in understanding these results.
Their method initially reduces stimulus uncertainty by pro-
viding the longest consonant frication in the /ð#/-/�#/ syl-
lable continuum, and as training progresses, increases stimu-
lus uncertainty by including syllables with progressively
shorter frication. This method helps learners to initially focus
their attention on critically relevant cues, and then to gradu-
ally learn to handle within-category acoustic variation. It is
possible, then, that participants in the present fast-only train-
ing suffered from not having first been provided with criti-
cally relevant cues with little uncertainty. The durational dif-
ference between short and long vowels is about 50 ms for the
fast rate, compared to about 150 ms for the slow rate �Hirata,
2004a� and, thus, fast-only training participants might have
been unable to grasp the most critical cue, which is vowel
duration, solely from the fast stimuli.2

Another possible interpretation of the ineffectiveness of
fast-only training as compared to slow-only training might
concern short-term memory effects. It is possible that atten-
tional resources available in short-term memory are limited
when learning to perceive unfamiliar non-native contrasts,
and that there is a higher demand in processing fast than
slow rate sentences. If so, then because of this higher de-
mand, the fast rate speech signals might have degraded more
quickly than the slow rate speech signals in short-term
memory, and this might be why participants with fast-only
training were unable to learn the critical acoustic cue of
vowel duration as effectively. We expected from Pisoni and
Lively’s �1995� high phonetic variability hypothesis that
single rate training, whether fast-only or slow-only, would
have the same effect on overall perceptual learning. How-
ever, the differential results of fast-only and slow-only train-
ing cannot be explained so simply by this hypothesis in re-
gards to the issue of speaking rate variability. The present
results may suggest that different processing and memory
demands for slow versus fast rate stimuli are at play, and the
amount and quality of information transmitted from short-
term memory to long-term memory do matter. This factor
may augment Pisoni and Lively’s �1995� high phonetic vari-
ability hypothesis in understanding how temporal character-
istics of stimuli play a role in the ultimate formation of an L2
perceptual category.

On a final note, in order to achieve more robust percep-
tual learning, we might wish to train subjects on sentences
spoken at a greater number of speaking rates. Introducing
several more speakers would also create additional, possibly
useful, speaking rate variation. A related issue is the distri-
bution of stimuli among slow, normal, and fast rates. The
speaking rates of the present test materials were 239, 136,
and 105 ms/mora for slow, normal, and fast rates, respec-
tively, showing a greater difference between the slow and
normal rates than the difference between the normal and fast
rates. It is possible that differential effects of training might
appear more strongly if fast rate materials are even faster or
if three speaking rates are distributed more equally. A future
study should also examine whether non-native listeners ben-
efit from randomizing rates at every trial instead of by block,
as the former has been found to provide more difficulty than
the latter �Tajima et al., 2005�. Finally, the carrier sentence in
the present training was held constant for the purpose of
examining the precise effect of speaking rate, but a future
study should also examine whether providing different car-
rier sentences would benefit learners. Although additional re-
search is thus necessary, the present study reveals that sen-
tential speaking rate is an important factor in L2 learners’
acquisition of duration-based distinctions.
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Humans were trained to categorize problem non-native phonemes using an animal psychoacoustic
procedure that trains monkeys to greater than 90% correct in phoneme identification �Sinnott and
Gilmore, Percept. Psychophys. 66, 1341–1350 �2004��. This procedure uses a manual left versus
right response on a lever, a continuously repeated stimulus on each trial, extensive feedback for
errors in the form of a repeated correction procedure, and training until asymptotic levels of
performance. Here, Japanese listeners categorized the English liquid contrast /r-l/, and English
listeners categorized the Middle Eastern dental-retroflex contrast /d-D/. Consonant-vowel stimuli
were constructed using four talkers and four vowels. Native listeners and phoneme contrasts familiar
to all listeners were included as controls. Responses were analyzed using percent correct, response
time, and vowel context effects as measures. All measures indicated nativelike Japanese perception
of /r-l/ after 32 daily training sessions, but this was not the case for English perception of /d-D/.
Results are related to the concept of “robust” �more easily recovered� versus “fragile” �more easily
lost� phonetic contrasts �Burnham, Appl. Psycholing. 7, 207–240 �1986��. © 2007 Acoustical
Society of America. �DOI: 10.1121/1.2722236�
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I. INTRODUCTION

The purpose of this study is twofold. First, on a techni-
cal level, we explore the use of a monkey psychoacoustic
procedure �Sinnott and Gillmore, 2004� to train humans to
categorize problem non-native phoneme contrasts. Second,
on a theoretical level, we relate our training results to the
concept of “robust” �more easily recovered� versus “fragile”
�more easily lost� phonetic contrasts �Burnham, 1986�.

There is now is an extensive literature documenting the
perceptual problems experienced by adult listeners in differ-
entiating certain non-native speech contrasts �e.g., Burnham,
1986; Best, 1994; Pisoni et al., 1994; Werker, 1994; Kuhl
and Iverson, 1995�. Important questions have emerged “as to
whether it is possible to train adults to discriminate all non-
native distinctions, whether some training methods are more
effective than others, and whether some non-native contrasts
are untrainable” �Werker, 1994, p. 101�. While most re-
searchers agree that non-native perception can be improved
with laboratory training, there is little evidence that it can
become nativelike. The present study reexamines this issue
using two phoneme contrasts that have consistently caused
problems in non-native listeners: �1� The English liquid con-
trast /r-l/, as perceived by Japanese listeners, and �2� the
Middle Eastern dental-retroflex stop contrasts /t-T/ or /d-D/,
as perceived by English listeners.

A. Japanese perception of English liquids

Goto �1971� first documented the problems experienced
by Japanese listeners for the /r-l/ contrast. He presented natu-

ral speech word pairs �e.g., correct/collect� for identification
and discrimination. While the English listeners attained
scores of �98% correct, the Japanese listeners achieved 75%
at best. Later studies using Goto-type paradigms found simi-
lar results: Identification scores, even for Japanese listeners
experienced in English conversation, typically remained well
below 90% correct. �e.g., Sheldon and Strange, 1982; Ya-
mada and Tohkura, 1992; Takagi, 1994; Flege et al., 1996;
Ingram and Park, 1998; Gordon et al., 2001�. However, none
of these studies made any attempt to train their listeners by
using feedback for errors.

Strange and Dittman �1984� were the first to actively
train Japanese listeners to distinguish /r-l/ by giving them
explicit feedback. They used a pretest/train/posttest design,
in which the training stimuli were tokens from a synthetic
continuum presented for same-different discrimination �with
feedback�, and the test stimuli were natural word pairs pre-
sented for identification �no feedback�. Training resulted in
improvement on the training stimuli themselves, but did not
significantly improve identification of the test stimuli, which
hovered at 69% correct.

Logan et al. �1991� also used a pretest/train/posttest de-
sign to train Japanese listeners to identify /r-l/ word pairs.
Their high-stimulus-variability training procedure presented
words from five different talkers, thus making the training
routine �with feedback� more similar to the actual testing
routine �no feedback�. During training, the Japanese listeners
reached 83% correct. Testing showed an increase from the
pretest �78%� to the posttest �86%� and generalization test
�84%�. Further studies by this group �Lively et al., 1993;
Lively et al., 1994; Bradlow et al., 1997; Bradlow et al.,
1999� report similar levels of identification. Thus, even
though the Japanese listeners clearly improved their perfor-a�Corresponding author.
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mance, they were far from nativelike during either training or
testing. Takagi �2002� conducted the most recent /r-l/ training
study, using an elaborate 5-level pretest-train1-midtest-
train2-posttest design. Final training scores reached a high of
85% correct, while final testing scores reached a high of
81%. Takagi concluded that “truly nativelike identification of
/r/ and /l/ may never be achieved by adult Japanese learners
of English” �p. 2887�.

While the above studies all used highly variable /r-l/
stimuli varying in talker, vowel context, and word position,
other studies have examined /r-l/ perception using synthetic
speech and a simple CV context. Miyawaki et al. �1975�
presented a 3-formant /ra-la/ continuum varying in F3 onset
for oddity discrimination. In a now classic result, the English
listeners showed categorical functions with enhanced dis-
crimination at the phoneme boundary, while the Japanese
listeners discriminated all pairs at chance levels. But when
the F3 cue was presented in isolation, the Japanese listeners
performed as well as the English listeners. In addition, Mac-
Kain et al. �1981� found nativelike identification functions
along a synthetic /ra-la/ continuum in “experienced” Japa-
nese listeners. Both of these studies indicate that, under cer-
tain experimental conditions using synthetic stimuli, Japa-
nese listeners can perceive the F3 cue underlying /r-l/ in a
seemingly nativelike manner. Since there is evidence for a
correlation between synthetic and natural speech /r-l/ percep-
tion �Yamada and Tohkura, 1992; Gordon et al., 2001�, it
might also be possible to train Japanese listeners to native-
like levels of accuracy for natural speech tokens of /r-l/.

B. English perception of dental versus retroflex
stops

Another infamous example of problematic non-native
phonemes involves English perception of the Middle Eastern
dental-retroflex stop contrasts /t-T/ or /d-D/. Werker et al.
�1981� first studied this contrast developmentally, comparing
native Hindi listeners, non-native English listeners, and pre-
verbal infant English listeners �6–8 months�. Their stimuli
were multiple CV tokens from a single male talker articulat-
ing a single /a/ vowel, and their procedure was the infant
headturn �or adult button-press� technique, which gives feed-
back for hits, but not for misses. Results showed that the
adult English listeners, even after a certain amount of famil-
iarization training, performed worse than the infants. Specifi-
cally, while the infants learned to discriminate the contrast in
about 25 trials, the adults did not. Infants were thus shown to
be more similar to native Hindi than non-native English lis-
teners. Later studies pinned this infant ability down to a very
young age �6–8 months�, after which it deteriorated in older
infants and children �Werker and Tees, 1983; Werker and
Tees, 1984a; Werker and Lalonde, 1988�.

Other studies with adult English listeners used various
discrimination procedures �all with no feedback� to recover
the apparently “lost” dental-retroflex contrast �Werker and
Logan, 1985; Werker and Tees, 1984b: Polka, 1991�. While
results suggested that the contrast was to some extent recov-
erable under low-uncertainty procedures requiring minimal

memory load �e.g., simple same-different procedures com-
bined with short interstimulus intervals�, they did not dem-
onstrate nativelike accuracy.

Pruitt et al. �2006� conducted the most elaborate study
of dental-retroflex identification training, using a pretest/
train/posttest design with simple CV syllables. Their stimu-
lus variability approach used different talkers and vowel con-
texts during training and testing, and their trainees were both
English and Japanese listeners. For the pretest, English, Japa-
nese, and native Hindi listeners reached 59%, 71%, and 96%
correct, respectively. At the end of training, English and
Japanese trainees reached 74% and 84% correct, respec-
tively, far from native performance on the pretest. Final post-
test scores for the English and Japanese trainees were 72%
and 83% correct, respectively, still far from nativelike per-
formance.

C. Purpose of the present study

To summarize, while both /r-l/ and /t-T/ or /d-D/ are
considered to be problem non-native contrasts, there is some
evidence that the /r-l/ contrast is more recoverable
�Miyawaki et al., 1975; MacKain et al., 1981�. Burnham
�1986� has proposed that phonetic contrasts may differ in
basic psychoacoustic salience, and that this factor may inter-
act with perceptual learning. Thus more salient robust con-
trasts may be recovered in adulthood, while less salient frag-
ile contrasts may be lost at a much earlier age.

The acoustic cues differentiating /r-l/ are certainly very
robust. Synthetic /ra-la/ continua use basically similar pa-
rameters �Miyawaki et al., 1975; Polka and Strange, 1985�.
The primary acoustic cue is the initial spectral pattern in F3.
An endpoint /ra/ token has an F3 onset at approximately
1500 Hz, which remains more or less steady for 60 ms, and
then transits upwards in frequency over approximately 60 ms
towards the steady-state vowel F3. An endpoint /la/ token
has a much higher F3 onset of approximately 3000 Hz,
which is typically twice as high as that for /ra/, and then
decreases slightly toward the vowel F3.

In contrast, the acoustic cues differentiating /t-T/ or
/d-D/ appear much more fragile. These sounds are stops con-
sisting of brief 30–40 ms frequency transitions. Analysis and
synthesis studies report a lower F2 onset for /da/ �about
1500 Hz� compared to /Da/ �about 2000 Hz, or a mere 33%
change from /da/�, as well as a minor change in F3 onset
�Werker and Logan, 1985; Werker and Lalonde, 1988; Polka,
1991�.

Thus there is evidence from both perceptual studies and
acoustic analysis that /r-l/ is a more robust contrast that theo-
retically could be more easily recovered by Japanese listen-
ers, while /d-D/ is a more fragile contrast that could be more
easily lost by English listeners. The aim of the present study
is to compare these two contrasts under similar conditions,
and to determine if differences will emerge in the extent to
which non-native perception can approach nativelike perfor-
mance. Since previous training studies using natural speech
have not been able to show nativelike perception in non-
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natives, we propose to reconsider what has been tried previ-
ously, and start with some new approaches, as outlined be-
low.

1. Focus on training, not testing

We propose to focus exclusively on the training �feed-
back� as opposed to the testing �no feedback� aspects of per-
ception. For the most part, previous studies deemphasized
their training data and focused primarily on pretests, post-
tests, and generalization tests. Yet the most recent and inten-
sive Japanese training study �Takagi, 2002� did not show
nativelike performance emerging during training, let alone
testing. Thus we ask the following: Can nativelike perception
be attained during the actual training process, when the lis-
teners receive constant feedback for a limited set of rela-
tively simple stimuli?

2. Monkey psychoacoustic procedure

We propose to use a two-alternative forced-choice pro-
cedure that has successfully trained monkeys to categorize
natural speech /b-d/ CVs �Sinnott and Gilmore, 2004�. Mon-
keys are in essence “non-native” listeners, and this procedure
brings them to levels of 90–95% correct, which is higher
than most human training studies have so far attained. The
important features of this procedure are the following: �1� A
go-left/go-right manual response on a lever is used to label
the phonemes; �2� the stimulus is repeated indefinitely on
each trial until a response is made, allowing unlimited time
for listening; �3� a correction procedure repeats each missed
stimulus on successive trials until a correct response is made,
allowing undivided attention on a missed stimulus without
the distraction of intervening stimuli; �4� finally, training is
continued until asymptotic levels of performance are
reached. To the best of our knowledge, these features taken
together have never been incorporated into any human train-
ing procedure. For /r-l/ training, Logan et al. �1991� pre-
sented each stimulus only twice per trial, and repeated it only
once on the next trial after each error. Also, they did not train
their listeners to asymptotic levels. In fact, Logan et al. re-
marked that “an additional direction for future research is to
train subjects until they reach asymptotic levels of perfor-
mance” �p. 883�.

3. Moderate level of stimulus variability

We propose to use a moderate level of stimulus variabil-
ity identical to that used in our previous study of monkey
/b-d/ categorization �Sinnott and Gilmore, 2004�. The stimuli
are natural CV tokens from four talkers and four vowel con-
texts. Limiting the stimuli to CVs eliminates the distraction
of categorizing phonemes in different word positions, since
Japanese perception of /r-l/ varies drastically with word po-
sition �Logan et al., 1991�. It also reduces the chance that
confounding semantic variables in word stimuli may differ-
entially influence the performance of natives and non-natives
�Flege et al., 1996�.

4. Vowel context effects

In our previous study of monkey /b-d/ categorization
�Sinnott and Gilmore, 2004�, we found different vowel con-
text effects for the “non-native” monkeys versus the “native”
humans. The monkeys performed best with the back vowels
/u,a/, where formant transition differences distinguishing
/b-d/ are most prominent. In contrast, the humans �from five
different native languages� all performed best with the front
vowel /i/, where formant transition differences are almost
nonexistent. This result indicated different processing
mechanisms in humans and monkeys, even after the mon-
keys had been trained to asymptotic levels. Thus vowel con-
text effects might also be useful to compare native versus
non-native perception of problem phoneme contrasts in hu-
mans. There are currently no reports of using vowel context
effects as a measure for either /r-l/ or dental-retroflex percep-
tion.

5. Response time measure

In addition to the percent correct measure, we propose
also to use response time to assess perception. In the event
that non-native listeners attain nativelike percent correct
data, the response time data can indicate if they have attained
a nativelike, more automatic categorization process with re-
gard to processing speed. While Logan et al. �1991� used
response time as a training measure, they did not use it to
compare native and non-native performance. Additionally,
there are no reports of using response time in dental-retroflex
training.

6. All possible controls

Finally, to more precisely determine the degree of na-
tivelike perception attained by non-native listeners, we in-
clude native listeners as control listeners, and phoneme con-
trasts familiar to all listeners as control stimuli. Thus, if our
monkey training procedure is successful in producing native-
like perception in non-natives, there should be, at the end of
training, no significant differences in percent correct, vowel
context effects, or response time, for the problem versus fa-
miliar phoneme contrasts. On the other hand, if our results
show similar performance in natives and non-natives for the
familiar, but not for the problem phonemes, then this would
indicate that our procedure was unsuccessful in producing
nativelike perception in non-natives.

II. METHOD

A. Participants

Adult listeners were recruited from the student and staff
populations of the University of South Alabama, and were
paid $10 per daily 30 min testing session. Several English
listeners had participated in previous speech experiments un-
related to the present one, and were familiar with the go-left/
go-right procedure �see below�. No Japanese or Middle East-
ern listeners had participated in any previous speech
experiments. No participant reported any speech or hearing
disabilities.

For /r-l/ training, eight Japanese listeners �5 females; 3
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males� were recruited from the University’s English Lan-
guage Institute. They ranged in age from 18 to 52 years
�mean=25.5; SD=10.2� and had lived in the U.S. for periods
ranging from 3 months to one year. None considered them-
selves fluent in English. Six control female English listeners
ranged in age from 20 to 43 years �mean=31.3; SD=9.5�.

For /d-D/ training, ten English listeners �5 females; 5
males� ranged in age from 21 to 44 years �mean=31.7; SD
=9.0�. Eight were monolingual English and two were bilin-
gual �Spanish-English and Greek-English�, but none had ex-
perience with any Middle Eastern language. Ten control
Middle Eastern listeners �3 females; 7 males� ranged in age
from 22 to 34 years �mean=25.7; SD=4.5� and their native
languages were Telegu, a Hindi dialect �n=6�, Urdu �n=2�,
and Punjabi �n=2�. Author and native Urdu talker A.F.M.
verified that all these languages use the dental-retroflex con-
trast.

B. Stimuli

CV stimuli were recorded in a room with low noise
��30 dB SPLA� using an AKG B18 microphone, and then
digitized �10 kHz� and edited using CSRE �Canadian Speech
Research Environment, AVAAZ Innovations, Ontario,
Canada�.

For /r-l/ training, four English talkers �females: J.M.S.
and L.A.M.; males: C.L.G. and K.W.M.� each recorded sev-
eral tokens of eight CVs /ru, ra, re, ri; lu, la, le, li/. Two clear
tokens of each CV from each talker were chosen, for a total
of 64 stimuli �4 talkers�8 CVs�2 tokens�, and then orga-
nized into eight /r-l/ stimulus sets as follows: CLG1, CLG2,
JMS1, JMS2, KWM1, KWM2, LAM1, and LAM2. Japanese
author T.I. reported that none of these stimuli were �phoneti-
cally� legal CVs in the Japanese language.

In addition, 64 control stimuli consisting of /b-d/ CVs
/bu, ba, be, bi; du, da, de, di/ were constructed in a similar
manner and organized into eight /b-d/ stimulus sets as fol-
lows: CLG3, CLG4, JMS3, JMS4, KWM3, KWM4, LAM3,
and LAM4. Japanese author T.I. reported that all these
stimuli were legal CVs in Japanese. The /b-d/ contrast was
chosen here as a control contrast because humans from a
wide variety of language backgrounds �English, Hindi, Japa-
nese, Spanish, and Urdu� all perceive this contrast in a simi-
lar manner with regard to measures of percent correct, re-
sponse time, and vowel context effects �Sinnott and Gilmore,
2004�.

For /d-D/ training, four Middle Eastern talkers �two
Urdu �female: A.F.M.; male: F.A.R.� and two Telegu �female:
S.M.I.; male: L.A.K.�� each recorded several tokens of eight
CVs /du, da, de, di; Du, Da, De, Di/. Two clear tokens of
each CV from each talker were chosen, for a total of 64
stimuli �4 talkers�8 CVs�2 tokens�, and then organized
into eight /d-D/ stimulus sets as follows: AFM1, AFM2,
FAR1, FAR2, LAK1, LAK2, SMI1, and SMI2. All these
stimuli are legal CVs in English, because the initial coronal
�dental and retroflex� phonemes are all basically indistin-
guishable from the English alveolar /d/ phoneme.

In addition, 64 control stimuli consisting of /b-g/ CVs
/bu, ba, be, bi; gu, ga, ge, gi/ were constructed in a similar

manner and organized into eight /b-g/ stimulus sets as fol-
lows: AFM3, AFM4, FAR3, FAR4, LAK3, LAK4, SMI3,
and SMI4. All these stimuli are legal CVs in English. We
chose to use a labial-velar /b-g/, rather than a labial-coronal
/b-d/ contrast here in order to avoid possible interactions
with the problem /d-D/ contrast �see above�, where all the
CVs contained coronal consonants.

C. Apparatus

The test situation and response apparatus have been pre-
viously described in greater detail �Sinnott and Gilmore,
2004�. Testing took place in a free field inside a large double-
walled IAC booth lined with sound-insulating material.
Stimuli were presented using Tucker-Davis-Technology
equipment, an NAD amplifier, and a Genesis speaker. A Dell
computer controlled stimulus delivery, experimental contin-
gencies, and response recording. During testing, each listener
sat in a chair inside the booth, approximately 84 cm from the
loudspeaker. Stimuli were presented at 65 dB SPLA during
testing, calibrated by a B&K SPL meter placed in position of
the listener’s head. The response apparatus consisted of a
3 in. long, contact-sensitive metal lever that moved left or
right to trigger a switch. A cue light located above the lever
signaled the listener to begin a trial �see below�.

D. Procedure

The basic go-left/go-right procedure was designed to ob-
tain phoneme identification data from monkeys �Sinnott and
Gilmore, 2004�. At the start of a trial, the listener grasped the
metal lever positioned below the flashing cue light. Upon
contact, the cue light illuminated and a CV started to repeat
indefinitely �1 per s� until a response was made. For /r-l/
training, a correct response was to move the lever left to /r/
�or /b/� CVs and right to /l/ �or /d/� CVs. For /d-D/ training,
a correct response was to move the lever left to /d/ �or /b/�
CVs and right to /D/ �or /g/� CVs. Left and right side stimuli
were randomly presented. A correct response was immedi-
ately followed by a 2 kHz 100 ms tone pip as feedback and
a 1 s intertrial interval. An incorrect response was followed
by a 5 s timeout during which the light extinguished and a
300 Hz tone was presented. After each incorrect response, a
correction procedure repeated the missed stimulus on succes-
sive trials until a correct response was made. Correction pro-
cedure trials were not analyzed nor counted in the data analy-
sis. Response times were measured from the onset of the first
CV to the time that the lever moved 1 cm to a left or right
position to trigger the switch.

All listeners were informed that the purpose of the ex-
periment was to compare aspects of speech perception in
native and non-native listeners. For /r-l/ training, instructions
were first given in English by author C.L.G., and then in
Japanese by author T.I. For /d-D/ training, instructions were
given in English by author A.F.M., who is fluent in both
English and Urdu. Non-natives were informed that the ex-
periment would test their ability to differentiate non-native
sounds that would sound very similar to them. For Japanese
listeners, C.L.G. articulated the contrast “right” versus
“light.” For English listeners, A.F.M. articulated the contrast
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“daal” �to put� versus “Daal” �lentils�. Non-natives were also
told that they would hear sounds used in their native lan-
guage, which would be very easy to differentiate, and that
training would start with the native sounds. Natives were
told that they were a control group for the experiment, and
that all the stimuli would be easy for them to differentiate.

Test sessions were conducted as follows. The first day
was a practice session to introduce the go-left/go-right pro-
cedure. For /r-l/ training, eight /b-d/ control stimuli from
CLG3 were presented. For /d-D/ training, eight /b-g/ control
stimuli from AFM3 were presented. The session consisted of
120 trials, resulting in about 15 trials per CV, and lasted
about 10 min. All participants performed at �98% correct in
the practice session. Actual testing started on the second day.
From this time on, two test sessions occurred on each day,
with random order of talker presentation. For /r-l/ training,
one session consisted of one /r-l/ �e.g., CLG1�, and one con-
trol /b-d/ �e.g., JMS3� stimulus set. For /d-D/ training, one
session consisted of one /d-D/ �e.g., AFM1�, and one control
/b-g/ �e.g., FAR3� stimulus set.

A block was defined as one run through all the 16 dif-
ferent stimulus sets and required 8 days. Non-native listeners
were tested for 4 blocks �32 test days�. Native listeners were
only tested for three blocks because of their high initial
accuracy scores. Thus in the final analysis block 3 data
from the natives was compared with block 4 data from the
non-natives. Listeners were normally tested for about
4–5 days per week, so it typically took about 8 weeks to
complete four testing blocks.

III. RESULTS

Our basic question is as follows: At the end of training,
are there statistically significant differences in percent cor-
rect, response time, or vowel context, between natives and
non-natives in categorizing the problem contrasts /r-l/ and
/d-D/? No differences are predicted for the familiar control
contrasts /b-d/ and /b-g/. Preliminary analyses showed no
effects of talker so all data were collapsed across this vari-
able. For each contrast, data from the final training block
�block 3 for natives, block 4 for non-natives� were submitted
to a 2�4 repeated measures ANOVA to assess the effects of
GROUP �native versus non-native�, VOWEL context �u, a, e,
i�, and GROUP�VOWEL interactions. In addition, percent
correct data were analyzed for earlier blocks in order to de-
termine at which block, if any, perception became nativelike
for the problem contrasts. All percent correct data were arc-
sine transformed to compensate for non-normal distributions
at high accuracy levels. All response time data were log-
transformed to equate for proportional changes across the
possible range of response times. For example, an increase of
100 ms relative to 400 ms �25%� would be considered equal
to an increase of 150 ms relative to 600 ms �25%�.

A. Percent correct data

1. Percent correct data as a function of block

Japanese /r-l/ training. Table I�A� shows mean percent
correct identification as a function of training block. For
/b-d/, both the English and Japanese listeners performed at

�98% correct in all blocks. In the final block, there was no
effect of GROUP �F=0.006 �1,2� p=0.939�, an effect of
VOWEL �F=4.988 �3,36� p=0.005; see below�, and no in-
teraction �F=0.412 �3,36� p=0.746�. For /r-l/, the English
listeners performed at �98% correct in all blocks, while the
Japanese listeners improved steadily throughout training,
reaching 96% in block 4. In the final block, there was no
effect of GROUP �F=3.682 �1,12� p=0.079�, no effect of
VOWEL �F=2.794 �df=3,36� p=0.054�, and no interaction
�F=0.284 �3,36� p=0.836�. These results indicate similar
processing in English and Japanese listeners for both /b-d/
and /r-l/ at the end of training.

English /d-D/ training. Table I�B� shows mean percent
correct identification as a function of training block. For /b-
g/, both the Middle Eastern and English listeners performed
at �98% correct in all blocks. In the final block, there was
no effect of GROUP �F=0.385 �1,18� p=0.543�, an effect of
VOWEL �F=7.140 �3,54� p=0.000; see below�, and no in-
teraction �F=0.442 �3,54� p=0.724�. For /d-D/, the Middle
Eastern listeners reached 96% correct in block 3, while the
English listeners reached only 84% correct in block 4. For
/d-D/, there was an effect of GROUP �F=13.346 �1,18� p
=0.002�, no effect of VOWEL �F=1.007 �3,54� p=0.397�,
and an interaction �F=5.792 �3,54� p=0.002�. These results
indicate similar processing for Middle Eastern and English
listeners for /b-g/, but different processing for /d-D/ at the
end of training.

TABLE I. Mean percent correct identification as a function of training block
�B1–B4�. ×=was not tested. p=significance level comparing group perfor-
mance.

�A� Comparison of native English and non-native Japanese listeners for
the control /b-d/ and problem /r-l/ contrasts.

English Japanese
CONTROL /b-d/ /b-d/ p

B1 99.2 99.1 0.172
B2 99.3 99.3 0.836
B3 99.3 99.2 0.578
B4 � 99.2 0.939

PROBLEM /r-l/ /r-l/ p
B1 99.4 88.1 0.009*

B2 99.5 93.4 0.028*

B3 99.4 95.5 0.049*

B4 � 96.2 0.079

�B� Comparison of native Middle Eastern and non-native English listeners
for the control /b-g/ and problem /d-D/ contrasts.

Middle Eastern English
CONTROL /b-g/ /b-g/ p

B1 99.2 98.8 0.766
B2 99.2 99.0 0.999
B3 99.1 98.4 0.417
B4 � 98.7 0.543

PROBLEM /d-D/ /d-D/ p
B1 91.3 67.0 0.000*

B2 94.0 74.7 0.000*

B3 96.2 81.0 0.000*

B4 � 83.8 0.002*
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2. Individual percent correct data

Japanese /r-l/ training. Figure 1 shows individual per-
cent correct data for the final /r-l/ training block. Note that
five of the eight Japanese listeners attained scores in the
range of the English listeners at �98% correct.

English /d-D/ training. Figure 2 shows individual per-
cent correct data for the last /d-D/ training block. Note that
only two of the ten English listeners attained scores in the
range of the Middle Eastern listeners at �93% correct.

3. Vowel context effects

Japanese /r-l/ training. Table II�A� shows the vowel
context effects in the final /b-d/ and /r-l/ training blocks. As
discussed above, for /b-d/, there was an effect of VOWEL
�p=0.005; due to lower percent correct identification for /e/�,
but no GROUP�VOWEL interaction �p=0.746�. For /r-l/,
there was no effect of VOWEL �p=0.054�, and no interac-
tion �p=0.836�. These results indicate similar vowel context
effects in English and Japanese listeners for both /b-d/ and
/r-l/ at the end of training.

English /d-D/ training. Table II�B� shows the vowel con-

text effects in the final /b-g/ and /d-D/ training blocks. As
discussed above, for /b-g/, there was an effect of VOWEL
�p=0.000; due to lower percent correct identification for /u/�,
but no GROUP�VOWEL interaction �p=0.724�. In con-
trast, for /d-D/, there was no effect of VOWEL �p=0.397�,
but there was a significant GROUP�VOWEL interaction
�p=0.002�. Middle Eastern accuracy was higher for the back
vowels /u,a/ than for the front vowels /e,i/, while English
listeners showed the opposite pattern. These results indicate
similar vowel context effects for Middle Eastern and English
listeners for /b-g/, but different vowel context effects for
/d-D/ at the end of training.

B. Response time data

Response time data were analyzed for all listeners who
attained �85% correct in the final training block, averaged
over all talkers and vowels. This arbitrary cutoff served to
eliminate data with potentially high guessing rates. This cri-
terion eliminated one Japanese listener in /r-l/ training and
four English listeners in /d-D/ training.

1. Vowel context effects in response time

Japanese /r-l/ training. Table III�A� shows mean raw
response times for /b-d/ and /r-l/ as a function of vowel con-
text. For /b-d/, there was an effect of GROUP �F=7.185
�1,12� p=0.020�, an effect of VOWEL �F=39.650 �3,36� p
=0.000; due to decreased response times for /i/�, and no in-
teraction �F=0.941 �3,36� p=0.431�. For /r-l/, there was also
an effect of GROUP �F=11.148 �1,11� p=0.007�, an effect
of VOWEL �F=3.961 �3,33� p=0.016; due to decreased re-
sponse times for /u,i/�, and no interaction �F=0.989 �3,33�
p=0.410�. These results indicate overall decreased response
times for English than Japanese listeners for both /b-d/ and
/r-l/. But more importantly, these results indicate similar
vowel context effects for English and Japanese listeners for
both /b-d/ and /r-l/.

English /d-D/ training. Table III�B� shows mean raw
response times for /b-g/ and /d-D/ as a function of vowel

FIG. 1. Individual percent correct scores in the final /r-l/ training block
comparing six native English listeners �left side� and eight non-native Japa-
nese listeners �right side�. The arrow denotes the 52-year-old Japanese lis-
tener.

FIG. 2. Individual percent correct scores in the final /d-D/ training block
comparing ten native Middle Eastern listeners �left side� and ten non-native
English listeners �right side�. Native languages of the various listeners are
U=Urdu, T=Telegu, P=Punjabi, E=English, S=Spanish, and G=Greek.

TABLE II. Vowel context effects in percent correct identification in the final
training block.

�A� Comparison of native English and non-native Japanese listeners for
the control /b-d/ and problem /r-l/ constants.

CONTROL /u/ /a/ /e/ /i/
English /b-d/ 99.8 99.3 98.9 99.2
Japanese /b-d/ 99.7 99.2 98.8 99.3

PROBLEM /u/ /a/ /e/ /i/
English /r-l/ 99.7 99.3 99.4 99.1
Japanese /r-l/ 98.2 94.5 96.7 95.4

�B� Comparison of native Middle Eastern and non-native English listeners
for the control /b-g/ and problem /d-D/ contrasts.

CONTROL /u/ /a/ /e/ /i/
Middle Eastern /b-g/ 98.5 99.3 99.4 99.5

English /b-g/ 97.9 99.2 98.6 99.1
PROBLEM /u/ /a/ /e/ /i/

Middle Eastern /d-D/ 98.1 96.6 95.6 93.9
English /d-D/ 82.5 81.0 85.5 86.1
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context. For /b-g/, there was no effect of GROUP �F
=0.152 �1,18�, p=0.702�, an effect of VOWEL �F=3.515
�3,54�, p=0.021�, and an interaction �F=6.656 �3,54�, p
=0.001�. For /d-D/, there was an effect of GROUP �F
=14.916 �1,18�, p=0.002�, an effect of VOWEL �F=4.186
�3,54�, p=0.011�, and an interaction �F=8.399 �3,54�, p
=0.000�. These results indicate similar response times for
Middle Eastern and English listeners for /b-g/, but faster re-
sponse times for Middle Eastern than English listeners for
/d-D/. In addition, the interactions indicate different vowel
context effects for both /b-g/ and /d-D/. For /b-g/, Middle
Eastern response times are faster to /u,a/ than to /e,i/, while
the opposite effect occurs in English listeners. Note that this
interaction with /b-g/ was not apparent in the percent correct
analysis, shown in Table II�B�. For /d-D/, the interaction mir-
rors the effect in the percent correct data �see Table II�B��.
Middle Eastern response times are again faster to /u,a/ than
to /e,i/, while the opposite effect occurs in English listeners.
These interactions indicate different vowel context effects for
Middle Eastern and English listeners for both /b-g/ and /d-
D/.

2. Analysis of response time difference scores

Japanese /r-l/ training. Since the Japanese listeners were
overall slower motor responders than the English listeners in
responding to both /b-d/ and /r-l/, the raw response time data
were also analyzed using difference scores �Burnham, 1986�.
For each listener, an overall response time for both /r-l/ and
/b-d/ was calculated in the final training block by averaging
over all talkers and vowel contexts. Next, response times to
/b-d/ were subtracted from those to /r-l/. A score near zero
would indicate that the /r-l/ contrast had been processed as
quickly as the /b-d/ contrast, which might be expected for
native English listeners. In contrast, a positive score would
indicate that the /r-l/ contrast was taking longer to process
than the /b-d/ contrast, which might be expected for non-
native Japanese listeners. Difference scores were computed
from the log-transformed response time data and analyzed by

t test. Analysis showed that the scores for the English and
Japanese listeners did not differ �t=1.888; p=0.101�. Thus
this additional analysis that uses control /b-d/ response times
as baseline data indicates that by block 4, the seven Japanese
listeners with identification scores of �85% correct had at-
tained the same relative speed as the English listeners in
responding to /r-l/. Individual response time difference
scores are shown in Figure 3. Note that four of these seven
Japanese listeners had scores in the range of the English
listeners ��34 ms�.

English /d-D/ training. Difference scores for �/d-D/-/b-
g/� were also computed from the log-transformed data in the
final block and analyzed by t test. The scores for Middle
Eastern listeners were significantly lower compared to En-
glish listeners �t=2.822; p=0.036�. Thus, in contrast to the
Japanese listeners responding to /r-l/ �see above�, the six En-
glish listeners with identification scores of �85% correct did
not attain the relative speed of the Middle Eastern listeners
in responding to /d-D/. Individual difference scores are
shown in Fig. 4. Note that none of the English listeners
had scores in the range of the Middle Eastern listeners
��168 ms�.

TABLE III. Vowel context effects in mean response time for the final train-
ing block.

�A� Comparison of native English and non-native Japanese listeners for
the control /b-d/ and problem /r-l/ contrasts.

CONTROL /u/ /a/ /e/ /i/
English /b-d/ 652 651 666 593
Japanese /b-d/ 815 804 807 745

PROBLEM /u/ /a/ /e/ /i/
English /r-l/ 655 662 657 644
Japanese /r-l/ 823 853 848 828

�B� Comparison of native Middle Eastern and non-native English listeners
for the control /b-g/ and problem /d-D/ contrasts.

CONTROL /u/ /a/ /e/ /i/
Middle Eastern /b-g/ 581 578 587 596

English /b-g/ 625 605 605 604
PROBLEM /u/ /a/ /e/ /i/

Middle Eastern /d-D/ 691 695 726 712
English /d-D/ 1096 1059 1031 920

FIG. 3. Individual RT difference scores in the final training block comparing
�/r-l/-/b-d/� scores for six native English listeners �left side� and seven non-
native Japanese listeners �right side�. The arrow denotes the 52-year-old
Japanese listener.

FIG. 4. Individual RT difference scores in the final training block comparing
�/d-D/-/b-g/� scores for ten native Middle Eastern listeners �left side� and six
non-native English listeners �right side�. Native languages of the various
listeners are U=Urdu, T=Telegu, P=Punjabi, E=English, S=Spanish, and
G=Greek.
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IV. DISCUSSION

The specific question posed in this study was as follows:
Given a moderate level of stimulus variability, can a monkey
psychoacoustic procedure train human listeners to nativelike
perception of problem non-native contrasts? For Japanese
listeners categorizing /r-l/, the answer appears to be affirma-
tive, since none of our measures showed any statistical dif-
ferences from native listeners at the end of training. On the
other hand, for English listeners categorizing /d-D/, the an-
swer appears to be negative, since all our measures still
showed significant statistical differences from native listen-
ers at the end of training.

A. Comparison with previous Japanese /r-l/ training
data

Previous /r-l/ training studies have used different talkers,
vowels, and syllable positions in their stimuli �e.g., Logan et
al., 1991; Lively et al., 1993; Lively et al., 1994; Takagi,
2002�. None reported final training scores of 90% correct,
except for Lively et al. �1993�, Experiment 2, where 93%
correct was attained by using only one talker. Since we
trained Japanese listeners to 96% correct using four talkers
and four vowels, our procedure appears more effective than
any used previously. Our result is likely due to a combination
of factors associated with our monkey procedure: �1� A
stimulus set limited to CVs, �2� repeating the stimulus indefi-
nitely on a given trial, �3� a repeated correction procedure
after errors, and �4� training to asymptotic levels of perfor-
mance.

The present results are the first to indicate statistically
verified nativelike Japanese performance in a training study
using a moderate level of stimulus variability. Our /r-l/
stimulus sets, each of which consisted of 64 different tokens,
probably elicited some sort of /r-l/ prototyping �Iverson and
Kuhl, 1996�, because all the tokens could not possibly have
been individually memorized. Future research could explore
making the stimulus sets more variable by adding new talk-
ers, vowels, or syllable positions, to investigate the condi-
tions under which nativelike Japanese perception might de-
teriorate. An additional manipulation would be to simply
eliminate the response feedback, to investigate whether lis-
teners would revert back to a non-native mode of perception.

B. Comparison with previous English /d-D/ training
data

Our /d-D/ training results are best compared with those
of Pruitt et al. �2006�, since we both used feedback com-
bined with a moderate level of stimulus variability. Our En-
glish trainees reached 84% correct at the end of training,
while those of Pruitt et al. reached only 74% correct. Thus,
while our trainees outperformed those of Pruitt et al., neither
study resulted in nativelike performance. One possibility for
future research might be to maintain the present conditions
of using repeated stimulus presentations, complete feedback,
and a repeated correction procedure, but to use a much more
limited stimulus set consisting of multiple tokens by a single
talker articulating a single vowel �e.g., Werker et al., 1981�.

With regard to the present study, it is of interest to con-
sider if further training might have resulted in more native-
like performance. While we cannot rule out this possibility,
our tentative answer is negative. For the first three training
blocks �24 days�, performance clearly improved �68% to
75% to 82% correct�. But by block 4 �32 days�, performance
appeared to asymptote at 84% correct. Thus our data re-
semble those from other training studies that report most
improvement initially, followed by decelerated improve-
ments �e.g., Logan et al., 1991; Takagi, 2002�. Statements
from our English listeners also indicated that further training
would not be effective, since all claimed to be very fatigued
at the end of training, and none wished to continue.

Another reason to suspect that further training would not
aid our English listeners to become nativelike /d-D/ perceiv-
ers arises from the analysis of vowel context effects. Recall
that the natives performed best with the back vowels /u,a/,
while the non-natives performed best with the front vowels
/i,e/. While we cannot suggest specific reasons for this inter-
action, it appears that the natives and non-natives were fo-
cusing on different acoustic cues in /d-D/ perception, and
thus that the English listeners were not using a nativelike
strategy in their efforts to master the /d-D/ contrast.

C. Comparison of Japanese and English training
for problem contrasts

Clearly the present Japanese listeners were more suc-
cessful than the English listeners in attaining nativelike per-
ception of their respective problem phoneme contrast. As-
suming that the two listener groups were similarly motivated,
there are both phonological and psychoacoustic factors to
consider to account for training differences.

1. Phonological factors

Best �1994, p. 191� theorizes that the native phonologi-
cal system may assist or interfere in varying degrees with
learning a new non-native phoneme contrast. The most pow-
erful case of facilitation is when the two new phonemes to be
contrasted are very familiar sounding and resemble two dif-
ferent native phonemes, such that they become assimilated to
two categories �type TC�. The most difficult case is when the
two new phonemes are assimilated equally well, or poorly, to
a single native category �type SC�. A case of midlevel diffi-
culty is when the two new phonemes are assimilated to a
single native category, but one may be more similar than the
other to a native prototype phoneme, such that the new pho-
nemes show differences in category goodness �type CG�.

Japanese perception of problem /r-l/. This case is most
likely an example of type CG perception, because goodness-
of-fit ratings show that Japanese listeners do not perceive
either English retroflex /r/ or lateral /l/ as identical to their /r/
flap �Takagi, 1994; Guion et al., 2000�. For example, Takagi
reported that some Japanese listeners actually perceive their
/r/ flap as more similar to English /l/ than to English /r/. Thus
it is possible that differences in category goodness allowed
the present trainees to master the /r-l/ contrast in terms of the
measures used here.

Japanese perception of control /b-d/. Regarding our con-
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trol contrast /b-d/, it is of interest to note that Guion et al.
�2000� obtained Japanese ratings for English /b/ and /d/ and
reported excellent goodness-of-fit data for these stops to their
Japanese counterparts. Thus we believe that /b/ and �presum-
ably� /d/ were legitimate familiar control stimuli for the Japa-
nese listeners in the present experiment, and that they were
being perceived as very similar, if not identical, to their Japa-
nese counterparts. Even though the Japanese listeners were
overall slower responders than the English listeners for this
contrast, we believe that this effect was simply due to the
lack of previous �motor� experience with the go-left/go-right
procedure.

English perception of problem /d-D/. This case is obvi-
ously an example of type SC perception, since English lis-
teners perceive dental /d/ and retroflex /D/ as highly similar,
if not identical, to English alveolar /d/. This observation was
made by every one of our English listeners, and was also
obvious to author J.M.S., who spent many hours trying to
master the present /d-D/ stimuli to no avail. Polka �1991�
reached a similar conclusion in her extensive study of dental-
retroflex perception. Nevertheless, to verify this hypothesis,
goodness-of-fit data from English listeners would show con-
clusively if both Middle Eastern /d/ and /D/ are indistin-
guishable from English /d/.

English perception of control /b-g/. We assumed that
/b-g/ would elicit exactly the same percept for all listeners.

However, indications are that it might actually be an example
of type TC perception for the English listeners. Recall that
we found unanticipated differences in vowel context effects
in the response time measure for Middle Eastern and English
listeners, suggesting that the /b-g/ contrast is not phonetically
or acoustically identical in the two language groups. Despite
this, the English listeners apparently totally assimilated
Middle Eastern /b-g/ into their respective native /b-g/ catego-
ries, such that no measurable deficits in percent correct or
response times �averaged over all vowels� emerged.

2. Psychoacoustic factors

As discussed above, Burnham �1986� proposes that pho-
netic contrasts may differ in basic psychoacoustic salience,
and that this factor interacts with perceptual learning in non-
native adults. It is proposed that robust contrasts are psy-
choacoustically very salient, and thus are recovered more
easily in adulthood. In contrast, fragile contrasts are less sa-
lient, and thus are more easily lost in infancy. So /r-l/ could
be a very robust contrast, more easily recovered by adult
Japanese listeners, while /d-D/ could be a very fragile con-
trast, more easily lost by adult English listeners. There are
several ways in which the degree of robust versus fragile
salience might be determined for any given problem contrast,
as discussed below.

FIG. 5. Formant tracking analysis of a
/ra/ versus /la/ token from native male
English talker K.W.M. Arrows point to
the spectral cues in F3 and the tempo-
ral cues in F1 differentiating /ra/ from
/la/.
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Objective acoustic measurements. As discussed earlier,
the primary acoustic cue differentiating the /r-l/ liquid con-
trast is a change in F3 onset, which is much higher for /l/
compared to /r/ �Miyawaki et al., 1975; Polka and Strange,
1985�. Our stimuli show a similar pattern. Figure 5 shows a
/ra/ and a /la/ token from male English talker K.W.M., plot-
ted using the formant tracking option of CSRE. The /ra/ to-
ken has an F3 onset at approximately 1500 Hz, remaining
more or less steady for 50 ms, and then transiting upwards in
frequency over approximately 60 ms towards the steady-
state vowel F3. The /la/ token has a much higher F3 onset of
approximately 3200 Hz, and then decreases slightly toward
the vowel F3. These stimuli also show a secondary temporal
cue in F1 �Polka and Strange, 1985�. For /ra/, F1 starts at
400 Hz and then exhibits a gradual upward 150 ms fre-
quency transition into the F1 of the vowel, while for /la/, F1
remains steady for 100 ms, and then exhibits a steep 10 ms
transition into the F1 of the vowel.

As discussed earlier, the primary acoustic cue differen-
tiating the /d-D/ stop contrast is a change in F2 onset, which
is lower for /d/ compared to /D/, as well as a change in F3
onset �Werker and Logan, 1985; Werker and Lalonde, 1988;
Polka, 1991�. Our stimuli show a similar pattern in F2 onset.
Figure 6 shows a dental /da/ and a retroflex /Da/ token from
male Urdu talker F.A.R. The F2 transition is lower for /da/

�1600 Hz� compared to /Da/ �2000 Hz�. But our stimuli do
not show a change in F3 onset, which serves to underscore
the more elusive nature of the acoustic cues differentiating
this fragile dental-retroflex stop contrast. No temporal cues
have been reported for this contrast.

Human difference limens. Human difference limens
�DLs� could also be used to predict the relative salience of
phoneme contrasts. Human DLs have been measured for
both synthetic stop place-of-articulation and liquid continua,
using a very low-uncertainty, repeating-standard AX dis-
crimination procedure �Sinnott, 1994�. For an F2 change
along a /ba-da/ continuum �F2=1000 to 1600 Hz�, the DL at
1000 Hz is 160 Hz, so the 600 Hz change from /ba/ to /da/ is
about 3.7 times the 160 Hz DL. For an F3 change along a
/ra-la/ continuum �F3=1500 to 3000 Hz�, the DL is 180 Hz
at 1500 Hz, so the 1500 Hz change from /ra/ to /la/ is about
8.3 times the 180 Hz DL. Therefore, assuming that DLs
could be used in this way to predict sensitivity to natural
speech sound contrasts, the change from /ra/ to /la/ should be
much more discriminable than a change from /ba/ to /da/.

Perceptual evidence from natives. Finally, evidence from
the native Middle Eastern listeners themselves indicates that
/d-D/ was a more fragile contrast, compared, for example, to
control /b-g/. During training, native percent correct scores

FIG. 6. Formant tracking analysis of a
dental /da/ versus retroflex /Da/ token
from native male Middle Eastern Urdu
talker F.A.R. Arrows point to the dif-
fering F2 onset frequencies for /da/
versus /Da/.
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for /d-D/ always remained below those for /b-g/ �see Table
I�B��, and native response times were up to 200 ms slower in
responding to /d-D/ than /b-g/ �see Table II�B��. Note that
this was not the case for English perception of /r-l/ and /b-d/,
which appeared more equally salient in all our measures �see
Tables I�A� and II�A��.

V. CONCLUSION

The present experiment used a monkey psychoacoustic
procedure with extensive feedback to train human listeners
to categorize non-native problem phonetic contrasts. While
Japanese perception became nativelike for /r-l/, according to
measures of percent correct, vowel context effects, and RT
difference scores, this was not the case for English percep-
tion of /d-D/. Acoustic analyses and difference limen predic-
tions indicate that the /r-l/ contrast is much more robust in
both its spectral and temporal characteristics compared to the
/d-D/ contrast, which could be considered more fragile
�Burnham, 1986�. Future research could explore using a non-
human animal model to provide a more objective criterion
for the robust versus fragile salience of any human phonetic
contrast, an idea put forth by Best et al. �1988, p. 347�. We
propose the Japanese monkey as a good candidate for this
purpose, since it provides a good match to human psychoa-
coustics for complex sounds �Sinnott, 1994�. At the same
time, it appears to remain a “clean slate” uncontaminated by
human phonological systems �e.g., Sinnott and Saporita,
2000; Sinnott and Gilmore, 2004; Sinnott et al., 2006�. The
present human data would lead us to predict that a monkey, if
put to a comparison, would find /r-l/ easier to differentiate
than /d-D/. Of course the monkey model would be even more
useful if we make the added assumption that the monkey
auditory system is qualitatively similar to that of the prever-
bal human infant at birth. In any case, the combined efforts
of cross-language, developmental, and comparative research-
ers should have great potential for untangling the various
factors involved in speech perception and its development.
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In this study, vocal tract area functions for one American English speaker, recorded using magnetic
resonance imaging, were used to simulate and analyze the acoustics of vowel nasalization.
Computer vocal tract models and susceptance plots were used to study the three most important
sources of acoustic variability involved in the production of nasalized vowels: velar coupling area,
asymmetry of nasal passages, and the sinus cavities. Analysis of the susceptance plots of the
pharyngeal and oral cavities, −�Bp+Bo�, and the nasal cavity, Bn, helped in understanding the
movement of poles and zeros with varying coupling areas. Simulations using two nasal passages
clearly showed the introduction of extra pole-zero pairs due to the asymmetry between the passages.
Simulations with the inclusion of maxillary and sphenoidal sinuses showed that each sinus can
potentially introduce one pole-zero pair in the spectrum. Further, the right maxillary sinus
introduced a pole-zero pair at the lowest frequency. The effective frequencies of these poles and
zeros due to the sinuses in the sum of the oral and nasal cavity outputs changes with a change in the
configuration of the oral cavity, which may happen due to a change in the coupling area, or in the
vowel being articulated. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2722220�

PACS number�s�: 43.72.Ar, 43.70.Bk, 43.70.Fq �DOS� Pages: 3858–3873

I. INTRODUCTION

Vowel nasalization has been studied extensively over the
last several decades. Although researchers have been suc-
cessful in finding several acoustical �Bognar and Fujisaki,
1986; Dickson, 1962; Fant, 1960; Fujimura and Lindqvist,
1971; Hattori et al., 1958; Hawkins and Stevens, 1985;
House and Stevens, 1956; Maeda, 1982b, c; Stevens et al.,
1987� and perceptual �Beddor, 1993; Bognar and Fujisaki,
1986; Hattori et al., 1958; Hawkins and Stevens, 1985;
House and Stevens, 1956; Maeda, 1982c� correlates of na-
sality, automatically extractable acoustic parameters �APs�
that work well in a speaker-independent manner still remain
elusive. A study to understand the salient features of nasal-
ization, and the sources of acoustic variability in nasalized
vowels is, therefore, not just desirable, but in fact needed to
find knowledge-based APs to detect vowel nasalization.

Vowel nasalization is not an easy feature to study be-
cause the exact acoustic characteristics of nasalization vary
not only with the speaker �i.e., with changes in the exact
anatomical structure of the nasal cavity�, but also with the

particular sound upon which it is superimposed �i.e., vowel
identity�, and with the degree of nasal coupling �Fant, 1960,
page 149�. Further, even though the articulatory maneuver
required to introduce nasalization, a falling velum, is simple,
the acoustic consequences of this coupling are very complex
because of the complicated structure of the nasal cavity. The
human nasal cavity consists of a movable fold called the
velum which controls the coupling between the vocal tract
and the nasal tract, two asymmetrical nasal passages which
end at the two nostrils, and several paranasal cavities �also
called sinuses�. This combination of degree of velum lower-
ing, asymmetry in the left and right nasal passages, and side
branches due to sinuses is the major source of acoustic vari-
ability observed in the spectra of nasalized vowels. Several
researchers in the past have tried to understand the spectral
effects of each of these components in isolation.

Fujimura and Lindqvist �1971� obtained continuous fre-
quency functions of the transfer characteristics of several
vowels, stops, nasal consonants and nasalized vowels by ex-
citing the vocal tract by an external sweep-tone signal. They
observed the appearance of an extra nasal pole-zero pair
around 400 Hz and damping of F2 in the spectra of the na-
salized vowels /u/, /o/ and /Ä/. They also proposed several
rules to predict the movement of the poles and zeros with
changes in velar coupling area for a lossless system based on
the plots of susceptance �imaginary part of the admittance� of
the pharyngeal, oral and nasal cavities looking into the re-
spective cavities from the coupling location. Maeda �1993�
simulated the spectra for French nasal vowels, and reiterated

a�Portions of this work have been presented in Pruthi, T., and Espy-Wilson,
C.Y. �2005�, “Simulating and understanding the effects of velar coupling
area on nasalized vowel spectra,” J. Acoust. Soc. Am. 118�3�, p. 2024
�ASA Meeting abstract�, and Pruthi, T., and Espy-Wilson, C.Y. �2006�, “An
MRI based study of the acoustic effects of sinus cavities and its application
to speaker recognition,” in Proceedings of Interspeech, pp. 2110–2113.

b�Author to whom correspondence should be addressed. Electronic address:
tpruthi@umd.edu
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the rules for pole-zero movements suggested by Fujimura
and Lindqvist �1971� for varying coupling areas. He pro-
posed four different kinds of spectral modifications corre-
sponding to the vowels /i/, /u/, /�/, and /Å/. Feng and Castelli
�1996� viewed nasalized vowels as a dynamic trend from an
oral configuration towards an /G /-like configuration. The lat-
ter configuration corresponds to the case of just the pharyn-
gonasal tract when the velum falls to such an extent that it
blocks off the oral cavity completely. The first two resonance
frequencies were used to characterize this pharyngonasal
configuration. Simulations of the 11 French nasal vowels
with configurations varying between oral and pharyngonasal
were presented to illustrate pole-zero evolutions with varying
coupling areas. Feng and Castelli �1996� also suggested that
the main effect of maxillary sinus was to add complexity to
the low-frequency nasal spectrum. However, they did not
deal with the effects of the sinuses in detail.

Dang et al. �1994� recorded the nasal cavities of six
male speakers and one female speaker using magnetic reso-
nance imaging �MRI�. They observed a large asymmetry be-
tween the left and right nasal passages of the speakers and
suggested that this asymmetry leads to the introduction of a
pole-zero pair in the spectrum because of the side branch
effect. Acoustic modeling of the nasal cavity as two passages
confirmed the appearance of the extra pole-zero pair between
2 and 2.5 KHz. Further, simulation of nasal consonant spec-
tra with the inclusion of the maxillary and sphenoidal sinuses
suggested that it was necessary to include the paranasal cavi-
ties to model the acoustic characteristics of the nasal cavity
adequately.

Lindqvist-Gauffin and Sundberg �1976� indicated that a
simple two-tract model for the nasal cavity is insufficient to
explain the complications seen in the low frequency spec-
trum of nasals and nasalized vowels obtained by the sweep
tone experiments of Fujimura and Lindqvist �1971�. They
suggested that the observed acoustic effects could, however,
be explained if additional shunting cavities �i.e., sinuses�
were included in the modeling of the nasal cavity. They also
suggested that asymmetries in the two nasal passages, or the
sinuses, would introduce additional pole-zero pairs in the
spectrum. Maeda �1982b� has shown that the low resonance
characteristic of nasalized vowels is due to the sinus cavities.
He also found that the low resonance was important to make
the nasalized vowels sound more natural. However, he sug-
gested that further corroborations based on acoustic and ana-
tomical data were required to confirm the effects. Dang and
Honda �1996� estimated the zero frequencies and the loca-
tions of the sinus openings by directly measuring the trans-
mission characteristics of the nasal tract of three subjects.
Their results indicated that each of the sphenoidal, maxillary
and frontal sinuses introduce their own zeros into the trans-
mission characteristics of the nasal tract. In two out of the
three cases considered, the maxillary sinuses accounted for
the lowest zeros in the spectrum.

These studies, however, still leave several questions un-
answered. While the study by Fujimura and Lindqvist �1971�
gave a theoretical basis for predicting the movement of poles
and zeros as a function of the coupling area using suscep-
tance plots, they assumed a very simplistic but nonrealistic

model for changes in the coupling area. Therefore, this
model might be slightly inaccurate in predicting pole/zero
movements in a real setting and a more realistic model
should be pursued. Further, even though past literature has
clearly illustrated that each sinus can introduce its own zero
in the spectrum, it still does not tell us how these poles/zeros
would move with changes in coupling area or vowel. More-
over, only the studies by Dang et al. �1994� and Dang and
Honda �1996� were based on real anatomical data collected
by MRI.

MRI has become a standard for volumetric imaging of
the vocal tract during sustained production of speech sounds
�Alwan et al., 1997; Baer et al., 1991; Dang et al., 1994;
Matsumura, 1992; Moore, 1992; Narayanan et al., 1995,
1997�. Story et al. �1996� used MRI to create an inventory of
speaker-specific, three-dimensional �3D�, vocal tract air
space shapes for 12 vowels, three nasals and three plosives.
They also imaged the speaker’s nasal tract along with his left
and right maxillary sinuses and sphenoidal sinuses. The area
functions for the nasal cavity were not included in Story et
al. �1996�, but were made available in Story �1995�. Hardly
any attempts have ever been made to analyze nasalized vow-
els using MRI data. In this work, therefore, we will use the
MRI based area functions recorded by Story �1995� and
Story et al. �1996� to simulate the spectral effects of vowel
nasalization and analyze them in detail.

II. AREA FUNCTIONS

A. Vocal tract

Vocal tract area functions measured with MRI were re-
ported by Story et al. �1996� for one adult male speaker �the
first author of that study�. The area function collection in-
cluded 12 vowels, three nasal consonants, and three stop
consonants. For the present study, area functions for the /i/
and /Ä/ vowels reported in Story et al. �1996� served as the
two vocal tract shapes for simulation of vowels. They are
shown in the middle �/i/� and bottom �/Ä/� panels of Fig. 1.
Also indicated on these plots are the approximate locations
of the coupling of the main vocal tract to the nasal tract
under the condition of nasalization. These locations are
specified to be 8 cm from the glottis in both cases, as was
reported for the nasal consonants of Story et al. �1996�. The
coupling location serves to divide the vocal tract into pha-
ryngeal cavity and oral cavity. The region from glottis to the
coupling location is called the pharyngeal cavity, and the
region from the coupling location to the lips is called the oral
cavity. It is acknowledged that these coupling points may be
fairly rough approximations of their actual locations during
nasalized vowel production. Furthermore, it is also possible,
and perhaps likely, that the vocal tract shape for each of these
vowels would be somewhat modified from those shown in
Fig. 1 under nasalized conditions.

B. Nasal tract

MRI-based area functions of the nasal system were ob-
tained at the same time as the vowels and consonants. The
availability of area functions of the vocal and nasal tracts,
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both from the same speaker, made this data set particularly
attractive for simulating nasalized and nonnasalized vowels.

The MR images of the nasal system used in the present
study were acquired in June 1994 at the University of Iowa
Hospitals and Clinics. A General Electric Signa 1.5 T scan-
ner was used with the data acquisition mode set to Fast Spin
Echo and the scanning parameters set to TE=13 ms, TR
=4000 ms, ETL=16 ms, and NEX=2. During normal respi-
ration �no specific speech task�, an image set was acquired as
a contiguous series of 3-mm-thick coronal image slices ex-
tending from the nares �nostrils� to approximately the poste-
rior pharyngeal wall. The field of view for each slice was
26 cm�26 cm which, with a pixel matrix of 256�256, pro-
vided a pixel dimension of 1.016 mm/pixel. Two image sets
of the speaker’s nasal system were obtained. The first cap-
tured the natural state of the speaker’s nasal tract at the
specific point in time at which the images were collected.
The second image set was obtained after the speaker’s nasal
system had been treated with oxymetazoline nasal spray
�e.g., Afrin� to reduce any nasal tissue swelling that may
have caused slight congestion. Although the first image set
may represent a more natural speaking condition, the second
set presumably represented the most open condition of the
nasal system and would also be considered the most repeat-
able for making subsequent audio recordings of the speaker
�i.e., because the nasal spray can be reapplied at any time to
bring the speaker’s nasal system to its most open state�.
Thus, all subsequent analysis and modeling will be con-
cerned only with the image set based on this decongested
condition.

The analysis of the image sets was performed with VIDA

�Volumetric Image Display and Analysis� which is a general
image display and analysis package �Hoffman et al., 1992�.

Each image set was first subjected to a cubic voxel interpo-
lation so that the spatial resolution was the same in all di-
mensions �1.015 mm�. The airspace within each consecutive
coronal slice was then determined with a seeded-region
growing algorithm. Two views of a 3D reconstruction of the
nasal airspace in the decongested condition are shown in Fig.
2. These indicate the natural separation of the nasal system
into several distinct passages and cavities. In Fig. 2�a�, the
inferior portion of the nasopharynx �labeled A� can be seen
as a tubular structure that acoustically and aerodynamically
couples the main vocal tract to the nasal system when the
velum is in a lowered position �as it was during the image
collection�. As the nasopharynx tube extends superiorly it
bifurcates into the left and right nasal passages, the inferior
portion of which can be seen in Fig. 2�b� �EL and ER�. The
openings of these passages into the nasopharynx are called
the posterior nares. These passages extend anteriorly to their
termination at the anterior nares/nostrils �D in Fig. 2�a� and
DL and DR in Fig. 2�b��. Located at nearly the same point as
the bifurcation of the nasopharynx is the connection of the
ostia leading into the Sphenoid Sinus �SS� cavity; the cavity
can be seen in the upper left part of Fig. 2�a� �labeled B� but
the ostia are not visible. Connected to the left and right nasal
passages are the Maxillary Sinus �MS� cavities. These can be
seen in Fig. 2�b� �CL and CR� as the wing-like structures
extending laterally from both sides of the nasal system. No
visible connection from any part of the nasal system to either
the Frontal Sinus �FS� or the Ethmoid Sinus �ES� cavities
could be determined. Hence, they were excluded from the
image analysis.

Cross-sectional areas of the nasopharynx tube were mea-
sured with the same iterative bisection algorithm used for
measurement of the vocal tract area functions �Story et al.,

FIG. 1. �Color online� Areas for the vocal tract �oral cavity and pharyngeal cavity�, nasal tract, maxillary sinuses and sphenoidal sinus.
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1996, page 542�. The measured area variation can be seen in
the upper panel of Fig. 1 as the section that extends from
8–10 cm from the glottis. Although this is a short �2 cm�
section, the iterative bisection technique was needed to
traverse the curved portion of the nasopharynx. The 10 cm
point in this plot signifies the location at which the nasophar-
ynx bifurcates into the left and right nasal passages. The
cross-sectional areas along the length of these passages were
measured slice by slice with a region-of-interest �ROI� algo-
rithm, and the resulting area functions are again shown in the
upper panel of Fig. 1. Both begin at 10 cm from the glottis,
and, due to the bifurcation, it is noted that the cross-sectional
areas of the left and right passages at this point sum to nearly
the final cross-sectional area of the nasapharynx; their sum is
not exactly the same because the measurements of the left
and right nasal passages were made at a slightly more ante-
rior location than the final section of the nasopharynx. Both
the left and right passages extend to a location shown as
18.25 cm from the glottis. Between approximately
12–17 cm from the glottis, the right nasal passage maintains
cross-sectional areas that are about 1–1.5 cm2 less than
those of the left passage, thus producing a left versus right
asymmetry. Because these were measured from the decon-
gested condition, it is unlikely that the asymmetry is due to
congestion. A more likely cause is the speaker’s deviated
nasal septum that was revealed, in the raw images, to con-
strict the right passage.

The cross-sectional areas of the SS and the right and left
MS were also measured with the ROI algorithm. Anatomi-
cally, the sphenoid bone contains two sinus cavities sepa-
rated by an irregular midline septum �Zemlin, 1998, pages
220, 224�. Ostia provide the coupling of these two cavities to
the left and right nasal passages. Based on the images col-
lected, however, the separation of the sphenoid into two

separate cavities was not visible. Hence, the airspace within
the SS was analyzed as if it were one cavity. Consequently,
the measurements of the two ostia were summed to provide
one coupling port. The variation in cross-sectional area of the
sphenoid cavity is shown in the upper right plot of Fig. 1.
The x axis represents the distance from the point of coupling
to the left and right nasal passages. The cross-sectional areas
of both maxillary cavities were measured along the extent
from their respective anterior to posterior walls, and are
shown in the lower right plot of Fig. 1. They are nearly
identical in shape, though the left cavity is slightly smaller
than the right. The coupling of these cavities to the left and
right passages occurs at the locations indicated with open
circles in the upper panel of Fig. 1.

III. METHOD

In this study, VTAR �Zhang and Espy-Wilson, 2004�, a
computer vocal tract model, was used to simulate the spectra
for nasalized vowels with successive addition of complexity
to the nasal cavity to highlight the effects of each addition.
Given the description of area functions in Sec. II, the com-
plete structure of the model of the vocal tract and the nasal
tract used in this study is shown schematically in Fig. 3�c�.
Section IV A analyzes the acoustic changes due to the intro-
duction of coupling between the vocal tract and the nasal
tract, and due to changes in the coupling area. Hence, in this
section a simplified model of the vocal tract and nasal tract
�shown schematically in Fig. 3�a�� is considered. Section
IV B analyzes the effects of asymmetry between the left and
right nasal passages, and therefore, the model shown in Fig.
3�b� adds the complexity due to nasal bifurcation in the
model considered in this section. Section IV C examines the
effects of MS and SS on the acoustic spectrum. Hence, the

FIG. 2. Two views of the 3D reconstruction of the nasal cavity from the MRI data used in this study. The labels refer to specific regions within the nasal tract.
�a� Sagittal projection showing the speaker’s right side where A is the inferior portion of the nasopharynx, B is the sphenoid sinus cavity, C is the maxillary
sinus, and D is the nostril. �b� Nasal tract rotated to show the left and right sides from an inferior view where A is again the inferior portion of the nasopharynx,
CL and CR are the left and right maxillary sinuses, DL and DR are the left and right nostrils, and EL and ER are the left and right nasal passages, respectively.
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model shown in Fig. 3�c� is used for simulations in this sec-
tion.

The nasal cavity data shown in Fig. 1 were combined
with the oral cavity data for vowels /i/ and /Ä/ to obtain the
area functions for the nasalized vowels /i/ and /Ä/. It is as-
sumed that this combination gives an approximate model for
nasalized vowels. Two different methods to couple the vocal
tract with the nasal tract were considered in this study:

• Trapdoor coupling method: The area of the first section
of the nasopharynx �of length 0.34 cm� was set to the de-
sired coupling area and no other changes were made to
either the areas of the nasopharynx or the areas of the oral
cavity. This method of coupling approximates the model
used by Fujimura and Lindqvist �1971� where the coupling
port is essentially treated as a trap door with variable open-
ing and no effect on the shape of the vocal tract and nasal
tract.

• Distributed coupling method: The area for the first sec-
tion of the nasopharynx was set to the desired coupling
area and the areas of the rest of the sections of the na-
sopharynx were linearly interpolated to get a smooth varia-
tion in areas �i.e., the coupling was distributed across sev-
eral sections�. The difference between the areas of the
sections of the nasopharynx with the given coupling area
and the areas of the sections of the nasopharynx with no
coupling �0.0 cm2� was subtracted from the corresponding

sections of the oral cavity to model the effect of reduction
in the areas of the oral cavity because of the falling velum.
This procedure is also illustrated in the flow chart in Fig.
4�a�. Figure 4�b� shows an example of the adjusted/new
areas of the nasopharynx and the corresponding sections of
the oral cavity calculated by this procedure when the cou-
pling area is increased from 0.0 to 1.0 cm2. Maeda �1982b�
and Feng and Castelli �1996� used a similar procedure to
model the reduction in oral cavity areas. According to
Maeda �1982b�, this reduction in the oral cavity area is
very important to produce natural sounding nasalized
vowels.

In Sec. IV A, both the methods are used for introducing
coupling. The coupling areas are varied between 0.0 cm2 and
a maximum value which is limited by the vocal tract area at
the coupling location. In the case where the coupling area is
equal to the maximum value, the oral cavity is completely
blocked off by the velum and sound is output only from the
nasal cavity. This maximum value of the coupling area will,
henceforth, be referred to as the maximum coupling area.
Even though this pharyngonasal configuration is interesting
in an asymptotic sense �Feng and Castelli, 1996�, it should
be noted that it is unnatural or nonphysiological in the sense
that it would never really happen. A close look at Fig. 1
reveals that although /i/ is more closed than /Ä/ in the oral

FIG. 3. Structure of the vocal tract model used in this study. �a� Simplified structure used in Sec. IV A, �b� simplified structure used in Sec. IV B, �c� complete
structure. G= glottis, L= lips, N= nostrils, NL= left nostril, NR= right nostril, RMS= right maxillary sinus, LMS= left maxillary sinus, SS= sphenoidal sinus,
Bp= susceptance of the pharyngeal cavity, Bo= susceptance of the oral cavity, Bn= susceptance of the nasal cavity, Bl= susceptance of the left nasal passage,
and Br= susceptance of the right nasal passage. The black dot marks the coupling location.
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cavity, it is much more open than /Ä/ at the coupling location.
Hence, the possible range of coupling areas is much larger
for /i/ than for /Ä/. Simulations discussed in all other sections
of this paper use only the distributed coupling method.

Losses in the vocal tract and nasal tract were not in-
cluded in the simulations in this work in order to clearly
show the effects of each change in terms of poles and zeros.
The actual effects of additional poles and zeros introduced
into the spectrum due to nasalization might be small because
of these losses.

The following convention has been followed throughout
the paper: All peaks and dips due to the vocal tract are al-
ways referred to as formants and antiformants. All peaks and
dips due to the nasal cavity, asymmetrical passages, or the
sinuses are referred to as poles and zeros and pole-zero pairs.
A set of peaks or dips, some of which are due to the vocal
tract and some due to the nasal tract, is also referred to as
poles and zeros. This convention has been used partly be-
cause in many of the cases, extra peaks and dips due to
sinuses and asymmetry may only appear as small ripples in
the spectrum because of losses, and because of their proxim-
ity to each other. Therefore, it might not be fair to refer to
each small ripple as a formant. It must be noted, however,
that a peak �dip� in the spectrum is due to a pair of complex
conjugate poles �zeros�, even though in this paper the pair of
complex conjugate poles �zeros� is simply referred to as
“pole �zero�.” Further, note that the method used to decide
whether a peak or a dip is due to either the vocal tract or the
nasal tract is described below in Sec. IV A.

IV. VOCAL TRACT MODELING SIMULATIONS

In the simulations below, the effects of the following
will be analyzed in detail: �1� Degree of coupling between
the nasal cavity and the rest of the vocal tract, �2� asymmetry
between the two parallel passages in the nasal cavity, and �3�
the Maxillary and Sphenoidal sinuses.

A. Effect of coupling between oral and nasal cavities

Figures 5�a�, 5�b�, 6�a� and 6�b� show the transfer func-
tions, as calculated by VTAR �see Appendix A for a descrip-
tion of the procedure used to calculate the transfer functions�,

for the simulated vowels /i/ and /Ä/ for several different cou-
pling areas. Figure 5 corresponds to the trapdoor coupling
method, and Fig. 6 corresponds to the distributed coupling
method. The curve for the coupling area of 0.0 cm2 corre-
sponds to the transfer function of the pharyngeal and oral
cavities �from the glottis to the lips� in the absence of any
nasal coupling. The curve for the maximum coupling area, as
defined in Sec. III, corresponds to the transfer function from
the glottis to the nostrils when the oral cavity is completely
blocked off by the velum. Note that for the trapdoor coupling
method, only the output from the nose is considered for the
case of maximum coupling area, even though the oral cavity
does not get blocked in this case. Further, note that the trans-
fer functions for the maximum coupling area for the vowels
/i/ and /Ä/ do not match because of differences in the area
function of the pharyngeal cavity even though the nasal cav-
ity is approximately the same. The curves for the other cou-
pling areas correspond to the combined output from the lips
and the nostrils.

Figures 5�c� and 5�d� show the susceptance plots, as
calculated by VTAR �see Appendix A for a description of the
procedure used to calculate the susceptance plots�, for the
combined pharyngeal and oral cavities, −�Bp+Bo�, along
with the nasal cavity, Bn, for different coupling areas. These,
susceptances are calculated by looking into the particular
cavity from the coupling location �as illustrated in Fig. 3�a��.
As seen in the figures, the susceptance curves have singulari-
ties at the frequencies where the corresponding impedance is
equal to zero. In Figs. 5�c� and 5�d�, Bn and −�Bp+Bo� are
plotted for all the coupling areas for which the transfer func-
tions are plotted in Figs. 5�a� and 5�b�. With an increase in
coupling area, plots for Bn move to the right, while the plot
for −�Bp+Bo� does not change since there is no change in the
oral and pharyngeal cavity areas. Plots of Bn correspond to
areas which vary between the least nonzero coupling area
and the maximum coupling area �for, e.g., 0.1–3.51 cm2 for
/i/�, since the nasal cavity is completely cut off for 0.0 cm2

coupling area. Figure 6 gives the same information as Fig. 5
except that Fig. 6 corresponds to the distributed coupling
method as described in Sec. III. Thus, in Figs. 6�c� and 6�d�,
in addition to the movement of the plots of Bnto the right, the
plots for −�Bp+Bo� move to the left with an increase in the

FIG. 4. �Color online� �a� Flow chart
of the procedure to get the area func-
tions for the oral and nasal cavity for
increase in coupling area, �b� An ex-
ample to illustrate the changes in na-
sopharynx areas and areas of corre-
sponding sections of the oral cavity
when the coupling area is changed
from 0.0 to 1.0 cm2.
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coupling area. The plots for −�Bp+Bo� correspond to areas
which vary between 0.0 cm2 and the second highest coupling
area �for, e.g., 0.0–2.4 cm2 for /i/�, since the oral cavity is
completely cut off for the maximum coupling area. In Figs.
5�c�, 5�d�, 6�c� and 6�d� the arrows above the zero suscep-
tance line mark the frequencies where Bp+Bo=0. These fre-
quencies are the formant frequencies for the non-nasalized
vowels. The arrows below the zero susceptance line mark the
frequencies where Bn=0. These frequencies are the pole fre-
quencies of the uncoupled nasal cavity. The poles of the
combined output from the lips and the nostrils appear at
frequencies where the curves for Bn and −�Bp+Bo� intersect
�i.e., frequencies where Bp+Bo+Bn=0�. Note that the fre-
quencies of the poles in Figs. 5�a�, 5�b�, 6�a� and 6�b� corre-
spond exactly to the frequencies at which the curves for
−�Bp+Bo� and Bn for the corresponding coupling areas in
5�c�, 5�c�, 6�c� and 6�d� respectively intersect.

Let us first consider the trapdoor coupling method.
Stevens �1998, page 306�, modeled this system as an acous-

tic mass, M =�� f /Af �where �= density of air, lf= length of
the first section, and Af= area of the first section�, in series
with the impedance of the fixed part of the nasal cavity, Znf

�see Fig. 7�a��. This lumped approximation is valid until a
frequency of 4000 Hz �the maximum frequency in consider-
ation here�, because f =4000 Hz� �c /� f�= �35,000/0.34�
=102,941 Hz. Since losses have been removed, the circuit
shown in Fig. 7�a� can be solved to obtain

Bn =
Bnf

1 − �BnfM
, �1�

where �=2�f and Bnf =−1/Znf. Thus, when M =� �that is,
the velar port is closed�. Bn=0, and when �M �1/Bnf, Bn

=Bnf. Further, the zero crossings of Bn do not change with a
change in the coupling area, but the singularities of Bn occur
at frequencies where 1/Bnf =�M. The static nature of the
zero crossings can be confirmed in Figs. 5�c� and 5�d�. Thus
the frequencies of intersections of the susceptance plots

FIG. 5. �Color online� Plots of the transfer functions and susceptances for /i/ and /Ä/ for the trapdoor coupling method as discussed in Sec. III. �a,b� Transfer
functions for different coupling areas, �c,d� plots of susceptances −�Bp+Bo� �dashed� and Bn �solid� for different coupling areas. The arrows above the zero
susceptance line mark the frequencies where Bp+Bo=0, and the arrows below the zero susceptance line mark the frequencies where Bn=0. The markers above
the �c� and �d� figures highlight the frequencies between which the different poles can move.
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change with the coupling area while the zero crossings re-
main anchored. A pole in the uncoupled system �decided by
the zero crossing of either −�Bp+Bo� or Bn� will move to the
frequency of the next intersection of −�Bp+Bo� and Bn in the
coupled system. This pole in the coupled system will be
referred to as affiliated to the nasal cavity if the pole due to a
zero crossing of Bn moved to this frequency, and as affiliated
to the vocal tract if a formant due to the zero crossing of
−�Bp+Bo� moved to this frequency. For example, in Fig.
5�d�, the first pole due to the zero crossing of Bn around

640 Hz moves to approximately 700 Hz in the coupled sys-
tem, and the pole due to the zero crossing of −�Bp+Bo�
around 770 Hz moves to approximately 920 Hz in the
coupled system. Thus the zero crossings of the plots for
−�Bp+Bo� and Bn determine the order of principle cavity
affiliations of the poles in the coupled system. Further, the
static nature of the zero crossings, along with the fact that
susceptance plots are monotonically increasing functions of
frequency, leads to the conclusion that the order of principle
cavity affiliations of the poles of the system cannot change
with a change in the coupling area �Fujimura and Lindqvist,
1971; Maeda, 1993� because, if for example, the zero cross-
ing of Bn is before the zero crossing of −�Bp+Bo�, then the
curves for Bn and −�Bp+Bo� would intersect before the zero
crossing of −�Bp+Bo�.Thus, according to this convention, the
order of principle cavity affiliations of the six poles for na-
salized /Ä/ is N, O, O, N, O, and O, where N= nasal cavity,
and O= vocal tract �i.e. either oral or pharyngeal cavities�.
Further

FIG. 6. �Color online� Plots of the transfer functions and susceptances for /i/ and /Ä/ for the distributed coupling method as discussed in Sec. III. �a,b� Transfer
functions for different coupling areas, �c,d� plots of susceptances −�Bp+Bo� �dashed� and Bn �solid� for different coupling areas. The boxed regions highlight
the regions where the zero crossings change. The arrows above the zero susceptance line mark the frequencies where Bp+Bo=0, and the arrows below the zero
susceptance line mark the frequencies where Bn=0.

FIG. 7. �a� Equivalent circuit diagram of the lumped model of the nasal
cavity. �b� Equivalent circuit diagram of a simplified distributed model of
the nasal tract.
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dBn

dM
=

�Bnf
2

�1 − �BnfM�2 � 0, �2�

which shows that Bn decreases as M decreases �or coupling
area increases� except at frequencies where Bnf =0 �recall
that Bnf is a function of f�. Since Bn is a monotonically
increasing function of frequency except at singularities, Eq.
�2� explains the rightward shift of Bn curves with increasing
coupling area along with the fact that this shift is not uniform
across all frequencies, and it saturates as the coupling area
increases �i.e., M approaches zero�. Hence, increase in cou-
pling area has the effect of increasing all the pole frequencies
�see Figs. 5�a� and 5�b��. Because susceptance plots are
monotonically increasing functions of frequency, and the
zero crossings are always at the same location, limits can be
placed on the movement of each pole. Thus, coupling be-
tween two cavities can only cause a pole to move between
the frequency location of the zero crossing corresponding to
the pole, and the frequency location of the next zero cross-
ing. These limits on pole movements are illustrated by the
markers above Figs. 5�c� and 5�d�.

The behavior of the susceptance curves described above
essentially outlined the rules proposed by Fujimura and
Lindqvist �1971� and Maeda �1993, page 150�. The rules,
however, change for the more realistic case corresponding to
the distributed coupling method. This case is shown in Figs.
6�c� and 6�d�. The following changes occur for such a case:

• A simplified distributed system model for this case is
shown in Fig. 7�b�. This model corresponds directly to the
lossless transmission line model used for the calculation of
susceptance plots by VTAR. Note, however, that this is a
simplified model because, in the simulations, several such
T sections were concatenated to model the change in velar
coupling area since the areas of the whole nasopharynx
were changed with a change in the coupling area. In this
case, the circuit shown in Fig. 7�b� can be solved to obtain

Bn =
Bnf�1 − �2MC� + �C

Bnf��3M2C − 2�M� − �2MC + 1
, �3�

where C= �Af� f� / ��c2�. This equation shows that the fre-
quencies of both the zero crossings and the singularities of
Bn will change with a change in M and C corresponding to
a change in coupling area. A similar analysis for Bo leads
to the conclusion that a change in the coupling area will
lead to a change in the frequencies of the zero crossings
and singularities of −�Bp+Bo�. The change will be even
more prominent when the areas of not just the first section,
but the first few sections change with a change in the cou-
pling area. This is clearly evident in the plots for −�Bp

+Bo� for both /i/ and /Ä/ �see the boxed regions in Figs.
6�c� and 6�d��. Further. Eq. �3� also suggests that the
change in the zero crossing frequency should be more
prominent at higher frequencies which is again evident in
the boxed regions in Figs. 6�c� and 6�d�. The zero crossing
frequency changes by about 200 Hz for /i/ around
3700 Hz, by about 30 Hz for /Ä/ around 1100 Hz, and by
50 Hz for /Ä/ around 3400 Hz. This change in the zero

crossing frequency also happens for Bn although the
change is much less evident in this case.

• In Figs. 6�c� and 6�d�, plots of Bn move to the right, and
plots of −�Bp+Bo� move to the left with an increase in the
degree of coupling. The zero crossings of Bn and −�Bp

+Bo� usually fall in frequency with an increase in the de-
gree of coupling, although no consistent pattern was ob-
served across all instances. Nothing, however, seems to
suggest that there cannot be a case where the zero cross-
ings of the two susceptance plots might cross over each
other. That is, it is possible that while one of the zero
crossings of −�Bp+Bo� was below Bn for a particular cou-
pling area, the zero crossing of Bn might be below the zero
crossing of −�Bp+Bo� for another coupling area. Therefore,
we speculate that there might be cases where the order of
principle cavity affiliations �as defined by the convention
above� of the poles of the coupled system does change
with a change in the coupling area, This change in the
order of principle cavity affiliations is especially possible
if the zero crossings of Bn and −�Bp+Bo� are close to each
other at a high frequency. Hence, the principle cavity af-
filiations can only be determined from the susceptance plot
for that particular coupling area.

• Pole frequencies need not increase monotonically with an
increase in coupling area. Pole frequencies may decrease
with an increase in the coupling area when the increase in
the nasal cavity area is more than compensated by a reduc-
tion in the oral cavity area. For example, the fourth for-
mant for the nasalized /i/ in Fig. 6�a� falls from 3030 Hz at
a coupling area 1.8 cm2 to 3006 Hz at a coupling area of
2.4 cm2 and the sixth formant falls from 3730 Hz at a cou-
pling area of 1.8 cm2 to 3640 Hz at a coupling area of
2.4 cm2. Similarly, the third formant for the nasalized /Ä/
in Fig. 6�b� falls from 1209 Hz at a coupling area of
0.8 cm2 to 1163 Hz at a coupling area of 1.0 cm2. This is
an example of reduction in the formant frequency because
of a change in the cavity configuration. This reduction was
also observed by Maeda �1982b�. Contrast this with Figs.
5�a� and 5�b� where formant frequencies never decrease.

It must be noted, however, that the very act of introduc-
ing coupling to a side cavity �i.e., changing the coupling area
from 0.0 cm2 to a finite value� cannot cause a pole frequency
to decrease. That is so because the susceptance plots are
monotonically increasing functions of frequency. Hence, in-
troduction of any kind of coupling can only lead to an in-
crease in the pole frequency. If the pole frequency decreases
after the introduction of coupling, then it means that the pole
at the lower frequency belongs to the side cavity �owing to a
lower frequency of zero crossing for the susceptance plot for
the side cavity�. One such example is the first pole of the
nasalized vowel /Ä/ in Fig. 6�b�. Introduction of coupling to
the nasal cavity causes a reduction in the frequency of the
first pole from 770 Hz at a coupling area of 0.0 cm2 coupling
to 706 Hz at a coupling area of 0.1 cm2 coupling, because of
a switch in the principle cavity affiliation of the first pole
from the oral cavity to the nasal cavity. This switch is evident
from the susceptance plot for /Ä/ in Fig. 6�d� which shows
the lower frequency of the zero crossing for Bn.
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It is clear from Figs. 6�a� and 6�b� that coupling with the
nasal cavity introduces significant changes in the spectrum.
In the case of /i/, nasal coupling of 0.1 cm2 introduces two
pole-zero pairs between F1 and F2 of the non-nasalized
vowel /i/. In the case of /Ä/, nasal coupling of 0.1 cm2 intro-
duces a pole below F1, a zero between F1 and F2, and an-
other pole-zero pair between F2 and F3 of the non-nasalized
/Ä/. With an increase in the coupling area, the distance be-
tween the nasal pole and zero increases and the nasal poles
become more and more distinct. The nasal zero can get
closer to an oral formant and reduce it in prominence. The
reduction in the prominence of an oral formant is clearly
visible for /Ä/ in Fig. 6�b� at a coupling area of 0.1 cm2. In
this case, the lowest peak in the spectrum is due to a nasal
pole. F1 is now around 900 Hz, however it is reduced in
amplitude due to the close proximity of the nasal zero �note
that in this case, according to the convention proposed
above, the lowest pole of the transfer function is interpreted
to be a nasal pole, and the weak second pole due to the
presence of the zero nearby as the shifted oral F1�, and again
around 1200 Hz at a coupling area of 1.0 cm2, when the
nasal zero is close to oral F2. The advantage of using the
susceptance plots to study the evolution of poles and zeros
with changing coupling area is evident here. These plots pro-
vide a systematic method to affiliate the poles to the oral/
nasal cavities and follow their evolution with changing cou-
pling areas. Without following this convention there would
be no way of judging whether the first pole in /Ä/ is affiliated
with the oral cavity or the nasal cavity.

Figure 6�a� shows that, as the coupling area for /i/ is
increased from 0.1 to 0.3 cm2, the two zeros around 2000 Hz
seem to disappear, and then reappear at a coupling of
1.8 cm2. This can be explained by the fact that the nasalized
vowel configuration is equivalent to a parallel combination
of two linear time variant systems which, in the case of na-
salized vowels, have the same denominator. Therefore, at the
output, the transfer function of the system from the glottis to
the lips, ARlip, will get added to the transfer function of the
system from the glottis to the nostrils, ARnose. The net effect
of this addition is that the zeros of the resulting combined
transfer function may become obscured. Figure 8 shows the
plots for ARlip �top plot�, ARnose �middle plot�, and ARlip

+ARnose �bottom plot� for a coupling area of 0.3 cm2 for /i/.
This figure shows that even though the top and middle plots
have zeros, the bottom plot does not. Thus, no zeros are seen
in the log-magnitude transfer function plots for /i/ at a cou-
pling area of 0.3 cm2.

B. Effect of asymmetry of the left and right nasal
passages

When the acoustic wave propagates through two parallel
passages, zeros can be introduced in the transfer function
because of the following reasons:

• A branching effect, where one of the passages acts as a
zero impedance shunt at a particular frequency, thus short
circuiting the other passage and introducing a zero in the
transfer function of the other passage. A single zero is ob-
served in the combined transfer function of the two pas-

sages. The location of this combined zero is in between the
frequencies of the zeros of the two passages �Stevens,
1998, page 307�.

• A lateral channel effect, which is analogous to the case for
/l/. Two kinds of zeros are observed in the transfer function
in this case. The first type of zero occurs because of a
reversal of phase with comparable magnitudes in the out-
puts of the two passages due to a difference in the lengths.
A difference in the area functions of the two passages be-
cause of asymmetry can be treated as being equivalent to a
difference in the length. The other type of zero occurs at a
frequency corresponding to a wavelength equal to the total
length of the two lateral channels �Prahler, 1998; Zhang
and Espy-Wilson, 2004�.

When the two passages are symmetrical, they can be
treated as a single cavity by summing the areas of the two
passages since none of the above phenomena would occur
for such a case �Prahler, 1998�. However, when the two pas-
sages are asymmetrical, as will be true generally, the reasons
outlined above can lead to the introduction of zeros in the
transfer function. It is not reasonable to treat this case as an
analogue to the case for /l/ because the two nostrils have
different opening areas �as can be seen from Fig. 1�, leading
to different radiation impedances, and hence, different pres-
sure at the openings. In the case of /l/, the two parallel paths
have the same output pressure since the parallel paths com-
bine at the opening �Zhang and Espy-Wilson, 2004�. Another
important factor is that both the nostrils open into free space,
and therefore, there is no more reason to treat them as “lat-
eral channels” than it is to treat the oral and nasal tracts as
lateral channels. Thus, it is more reasonable to treat the zero
introduced by the asymmetrical nasal passages as being be-
cause of the branching effect.

So, the two nasal passages introduce their own zeros at
frequencies f l �frequency at which the susceptance of the
right nasal passage Br=��, and fr �frequency at which the
susceptance of the left nasal passage Bl=��. The susceptan-

FIG. 8. �Color online� Plots of ARlip �transfer function from the glottis to the
lips� �top plot�, ARnose �transfer function from the glottis to the nostrils�
�middle plot� and ARlip+ARnose �bottom plot� at a coupling area of 0.3 cm2

for vowel /i/.
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ces Br and Bl are marked in Fig. 3�b�. A combined zero �as
explained in Stevens �1998, page 307�� will be observed in
the combined output of the two nasal passages at frequency
fz given by

fz = f l� 1 +
Ml

Mr

1 + � f l

f r
�2 Ml

Mr

, �4�

where

Mr/l = acoustic mass of the right/left passage

= �
i=all sections of

right/left passage

�li

Ai
�5�

� is the density of air, li is the length of the ith section and Ai

is the area of the ith section.
Figure 9 shows the transfer functions of the combined

vocal tract and nasal tract for the vowel /Ä/ at a coupling area
of 0.4 cm2, obtained by combining the left and right nasal
passages into a single tube of area equal to the sum of the
areas of the two tubes, and by treating the left and right
passages as two different tubes. The transfer function plots
show that the use of two tubes instead of one for the two
asymmetrical nasal passages leads to the introduction of ad-
ditional pole-zero pairs around 1649 Hz and around
3977 Hz. This figure also shows the combined transfer func-
tion of just the two nasal passages from the posterior nares to
the anterior nares. The location of the first zero in this trans-
fer function is 1607 Hz. Values of fr and f l were determined
to be 1429 and 1851 Hz, respectively, from the susceptance
plots of Bl and Br. Further, from our calculations Ml

=0.005 653 and Mr=0.006 588. Using these values in the
formula above gives fz=1615 Hz which is close to the value
�i.e., 1607 Hz� obtained from the simulated transfer function.

Dang et al. �1994� observed the introduction of zeros around
2–2.5 KHz due to two asymmetrical nasal passages.

C. Effect of paranasal sinuses

Figures 10�a� and 10�b� show the transfer functions of
the vocal tract with successive addition of the two asym-
metrical nasal passages and the right maxillary sinus �RMS�,
left maxillary sinus �LMS� and SS to highlight the changes
in the transfer functions of the nasalized vowels /i/ and /Ä/
with every addition of complexity to the nasal cavity. The
topmost curves in Figs. 10�a� and 10�b� show the transfer
functions with all the complexity due to the sinuses and the
asymmetrical passages added in. These curves correspond to
the model shown in Fig. 3�c�. Figures 10�c� and 10�d� show
the susceptance plots corresponding to the topmost curves in
Figs. 10�a� and 10�b�, respectively. A comparison of the Bn

curves in Figs. 10�c� and 10�d� with the Bn curves in 6�c� and
6�d� reveals the presence of four extra zero crossings in the
Bn curves in Figs. 10�c� and 10�d�, thus leading to four extra
poles in the transfer function of the uncoupled nasal cavity,
one each due to RMS, LMS, SS and the asymmetrical nasal
passages. It must be noted that, in reality, the curves of Bn

would be even more complicated since the human nasal cav-
ity has eight paranasal sinuses �four pairs� whereas only
three have been accounted for here. However, the effects of
most of these extra, pole-zero pairs may be small in real
acoustic spectra because of the proximity of poles and zeros,
and because of losses.

Figures 10�a� and 10�b� clearly show that one extra pole-
zero pair appears in the transfer functions of the nasalized
vowels /i/ and /Ä/ with the addition of every sinus. For /i/ the
poles are at 580, 664, and 1538 Hz, and for /Ä/ the poles are
at 451, 662, and 1537 Hz for RMS, LMS and SS, respec-
tively. The corresponding zeros are at 647, 717, and 1662 Hz
for /i/ and 540, 665, and 1531 Hz for /Ä/. Note that the pole
frequencies due to the sinuses are different for the two vow-
els because the pole frequencies are decided by the locations
where Bn=−�Bp+Bo�, and both Bp and Bo are different for
the two vowels �see Figs. 10�c� and 10�d��. The pole frequen-
cies due to the sinuses will also change with a change in the
coupling area, since, a change in the coupling area corre-
sponds to a change in both Bn and Bo. This observation is in
contrast to Stevens �1998, page 306� where it was suggested
that sinuses introduce fixed-frequency prominences in the
nasalized vowel spectrum. The surprising observation, how-
ever, is that even the frequencies of the zeros due to the
sinuses in the combined output of the oral and nasal cavities
change. The change in the frequencies of the zeros is surpris-
ing because sinuses have always been thought of as Helm-
holtz resonators, branching off from the nasal cavity, which
would introduce fixed pole-zero pairs in the nasal vowel
spectrum �Dang and Honda, 1996; Dang et al., 1994; Maeda,
1982b; Stevens, 1998�. A plausible explanation is as follows:

Consider Fig. 11 which shows a simplified model of the
vocal tract and nasal tract. In this figure, the nasal cavity is
modeled as a single tube with only one side branch due to a
sinus cavity. In this system both Uo /Us and Un /Us will have
the same poles �given by frequencies where Bn=−�Bp+Bo��,

FIG. 9. �Color online� Simulation spectra obtained by treating the two nasal
passages as a single tube, and by treating them as two separate passages, for
vowel /Ä/ at a coupling area of 0.4 cm2. It also shows the transfer function
from posterior nares to anterior nares.
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but different zeros. Zeros in the transfer function Uo /Us oc-
cur at frequency fn at which Bn=�, and zeros in the transfer
function Un /Us occur at frequency fo at which Bo=�, and at
frequency fs at which the susceptance of the side cavity Bs

=�. Then the overall transfer function T�s�= �Uo+Un� /Us is
given by

T�s� = a
�s − sn��s − sn

*�
snsn

* P�s� + �1 − a�

�
�s − so��s − so

*��s − ss��s − ss
*�

soso
*ssss

* P�s� , �6�

where sn= j2�fn, so= j2�fo, ss= j2�fs and P�s� is an all-pole
component that is normalized so that P�s�=1 for s=0. Fur-
ther, a=Mn / �Mo+Mn�, where Mn is the acoustic mass of the
nasal cavity and Mo is the acoustic mass of the oral cavity as
marked in Fig. 11 �note that other than the addition of a zero
due to the sinus, this analysis is similar to that presented in
Stevens �1998, page 307��. Equation �6� shows that the fre-
quencies of the zeros in T�s� will change with a change in
either sn, so, or ss. Note that, so and sn will change with a
change in the oral cavity and nasal cavity area functions,
respectively. A change in the oral cavity area function can
either be due to a change in the vowel being articulated, or
due to a change in the velar coupling area. A change in the
nasal cavity area function can be due to a change in the velar

FIG. 10. �Color online� Plots for /i/ and /Ä/ at a coupling of 0.1 cm2. �a,b� Transfer functions with successive addition of the asymmetrical nasal passages and
the sinuses �N= Nasal Cavity where the areas of the two asymmetrical nasal passages are added and they are treated as a single combined tube, 2N=2 Nasal
passages, RMS= right maxillary sinus, LMS= left maxillary sinus, SS= sphenoidal sinus�, �c,d� plots of −�Bp+Bo� �dashed� with Bn �solid� for /i/ and /Ä/ when
all the sinuses are included. o’s mark the locations of the poles for the coupled system.

FIG. 11. An illustration to explain the reason for the movement of zeros in
the combined transfer function �Uo+Un� /Us. The black dot marks the cou-
pling location.
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coupling area. The important point here is that even though
the sinuses themselves are static structures, what we observe
at the microphone is the combined output of the oral and
nasal cavities, and the effective frequencies of the zeros due
to the sinuses in this combined output can change with a
change in the configuration of the oral and nasal cavities.
Given this, it would not be correct to say that the effect of the
sinus cavities is constant for a particular speaker. Therefore,
although the configuration and area functions of the sinuses
may be unique for every speaker, the acoustic effects of the
sinus cavities on nasalized vowels may not be a very good
cue for speaker recognition.

Equation �6�, however, also implies that if the output
from only one of the cavities, say the nasal cavity, was ob-
served, then the frequencies of the zeros due to the sinuses in
the nasal cavity output will be static as long as there is no
change in the area function of the sinuses themselves. There-
fore, it can be concluded that the frequencies of the zeros due
to the sinuses in the nasal consonant spectra will not change
regardless of the area functions of the nasal cavity and the
oral side branch. The invariance in the frequencies of the
zeros due to the sinuses for the nasal consonants is confirmed
in Fig. 12 which plots the calculated transfer functions for
the nasal consonants /m/ and /n/. The pole locations will still
be different depending on the configuration of the vocal tract,
and the antiformant due to the oral cavity will also change
depending on which nasal consonant is being articulated �see
Fig. 12�. Thus, for the case of nasal consonants, the acoustic
effects of the sinus cavities may be a much more robust cue
for speaker recognition. A more detailed study of the impli-
cations of this result for speaker recognition was presented in
Pruthi and Espy-Wilson �2006�. The power spectrum during
the nasal consonants was, in fact, used by Glenn and Kleiner
�1968� for the purposes of speaker recognition. Using a
simple procedure, they were able to obtain an accuracy of
93% for 30 speakers.

Note that Eq. �6� would become much more complicated

if terms due to all the other sinuses are added to it. However,
the argument presented above is still applicable. Further, this
analysis is also directly applicable to the zero due to the
asymmetrical nasal passages in the combined output of the
oral and nasal cavities. The frequency of this zero in the
combined output of the oral and nasal cavities would change
with a change in the oral cavity configuration for nasalized
vowels, and would not change for nasal consonants �see
Figs. 10�a�, 10�b�, and 12�. The analysis presented in Sec.
IV B would still remain valid if the sinuses are added in to
the model. The only change would be that the frequency
location of the zero due to the asymmetrical nasal passages
would now be governed by a much more complicated equa-
tion of the form of Eq. �6�. Further, the analysis for changes
in velar coupling areas presented in Sec. IV A would also
remain valid, except that Bn would now be a lot more com-
plicated than the Bn shown in Figs. 6�c� and 6�d�.

As discussed in Sec. IV A, the principle cavity affiliation
of each pole for a particular coupling area can only be deter-
mined from the susceptance plot for that particular coupling
area. Thus, for the case shown in Fig. 10, the principle cavity
affiliations for /i/ are O, N, N, N, N, N, O, N, O, O and the
principle cavity affiliations for /Ä/ are N, N, O, N, O, N, N,
N, O, O. Note that, in Fig. 10�c� around 2500 Hz, the zero
crossing of −�Bp+Bo� occurs at a lower frequency than the
zero crossing of Bn, and in Fig. 10�d� around 2700 Hz, the
zero crossing of Bn occurs at a lower frequency than the zero
crossing of −�Bp+Bo�. This means that in the case of nasal-
ized /i/, the oral F2 always stays around 2500 Hz, and the
extra nasal pole moves to 3000 Hz, whereas in the case of
nasalized /Ä/, the oral F3 moves to a frequency around
3000 Hz.

As observed by Chen �1995, 1997�, we also find an extra
pole due to nasal coupling in the 1000 Hz region. However,
this does not mean that that this pole will always be in the
vicinity of 1000 Hz since its location can change signifi-
cantly with a change in the coupling at-area. In the simula-
tions here, this pole was found to go as high as 1300 Hz in
frequency for large coupling areas �see Fig. 6�a��. Thus using
the amplitude of the highest peak harmonic around 950 Hz
as an acoustic cue to capture the extra pole, as proposed by
Chen �1995, 1997�, might not be appropriate.

In the simulations here, the zeros due to MS were found
to be in the range of 620–749 Hz, and the zeros due to SS
were found to be in the range of 1527–1745 Hz. These val-
ues correspond well with the zero frequencies found by Dang
and Honda �1996� which were in the range of 400–1100 Hz
for MS, and 750–1900 Hz for SS.

V. GENERAL DISCUSSION

The above analysis has provided critical insight into the
changes brought about by nasalization. Listed below are the
acoustic changes that have been shown to accompany nasal-
ization, and the reasons behind those changes from the point
of view of knowledge gained in this study.

• Extra poles and zeros in the spectrum: Several research-
ers in the past have reported the introduction of extra poles
and zeros in the spectrum as the most important and con-

FIG. 12. �Color online� Transfer functions for nasal consonants /m/ �solid, at
a coupling area of 1.04 cm2� and /n/ �dashed, at a coupling area of 1.2 cm2�
showing the invariance of zeros due to the sinuses and the asymmetrical
nasal passages. The zero frequencies are 665 Hz �RMS�, 776 Hz �LMS�,
1308 Hz �SS� and 1797 Hz �asymmetrical passages�.
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sistent acoustic correlate of nasality �Fant, 1960; Fujimura
and Lindqvist, 1971; Hattori et al., 1958; Hawkins and
Stevens, 1985; House and Stevens, 1956�. Simulations in
this study have shown that extra pole-zero pairs are intro-
duced in the spectrum of a nasalized vowel because of �1�
coupling between the vocal tract and the nasal tract, �2�
asymmetry between the left and right passages of the nasal
tract, and �3� the sinuses branching off from the nasal cav-
ity walls. These pole-zero pairs move with a change in the
coupling area, and the prominence of an extra pole for a
particular coupling area depends on the frequency differ-
ence between the pole and an adjacent zero. Previous re-
search has shown that the most prominent effects of these
poles are in the first formant region. Hawkins and Stevens
�1985� suggested that a measure of the degree of promi-
nence of the spectral peak in the vicinity of the first for-
mant was the basic acoustic property of nasality. It has also
been suggested that the low frequency prominence charac-
teristic of nasalized vowels is due to the sinuses �Chen,
1997; Dang and Honda, 1995; Lindqvist-Gauffin and Sun-
dberg, 1976; Maeda, 1982b�. Simulations presented above
support these views by confirming that the most important
change for /i/ is the appearance of the extra nasal pole
around 1000 Hz, and for /Ä/ it is the extra pole below
500 Hz due to MS.

• F1 amplitude reduction: Reduction in the amplitude of
F1 with the introduction of nasalization has been reported
in the past by Fant �1960� and House and Stevens �1956�.
The above analysis has shown that this effect should be
expected more for the case of low vowels than for high
vowels; the reason being that for low vowels, the sinus
pole can occur below the first formant. With an increase in
coupling, the pole-zero pair due to the sinus begins to
separate, and as the zero gets closer to F1, the amplitude of
F1 falls. For high vowels, however, if the pole-zero pair
due to the MS is above F1, then an increase in coupling
would only move the zero due to the sinus to a higher
frequency, and thus, further awav from F1. This observa-
tion supports the view offered by Stevens et al. �1987�
where it was suggested that the main reason behind the
reduction of F1 amplitude was the presence of the nasal
zero, not the increase in the bandwidth of poles.

• Increase in bandwidths: An increase in F1 and F2 band-
widths has also been cited as a cue for nasalization �Fant,
1960; House and Stevens, 1956�. It has been confirmed by
simulations that an increase in losses in the nasal cavity
has little effect on the bandwidth of formants affiliated
with the oral/pharyngeal cavities. Therefore, the band-
widths of all poles need not increase with the introduction
of nasalization. However, the poles belonging to the nasal
cavity would have higher bandwidths due to higher losses
in the nasal cavity because of soft walls and a larger sur-
face area. The bandwidths of other formants might appear
to be higher because of an unresolved extra pole lying
close by.

• Spectral flatness at low frequencies: Maeda �1982c� sug-
gested that a flattening of the nasalized vowel spectra in
the range of 300–2500 Hz was the principal cue for nasal-
ization. We now know that the introduction of a large num-

ber of extra poles leads to the filling up of valleys between
regular oral formants, and the larger prominence of extra
poles in the first formant region leads to the spectral flat-
ness effect being more prominent at low frequencies.

• Movement of the low frequency center of gravity to-
wards a neutral vowel configuration: Arai �2004�, Bed-
dor and Hawkins �1990�, Hawkins and Stevens �1985�, and
Wright �1986� noted a movement in the low frequency
center of gravity towards a neutral vowel configuration
with nasalization. The analysis above has shown that this
effect should be expected both for low and high vowels,
since, for low vowels extra poles are introduced below F1,
and for high vowels the extra poles above F1 increase in
prominence with nasalization. The extra poles would cause
the low frequency center of gravity for low vowels to de-
crease and for high vowels to increase.

• Reduction in the overall intensity of the vowel: House
and Stevens �1956� observed an overall reduction in the
amplitude of the vowel. This reduction is most likely due
to the presence of several zeros in the nasalized vowel
spectrum as shown in the simulations above.

• Shifts in pole frequencies: It must be remembered that the
nasal cavity is a large and complicated cavity, and also
gives a volume velocity output. Therefore, even a tiny
amount of coupling between the oral and nasal cavities can
introduce large changes in the spectrum. Poles can sud-
denly switch their affiliation from the oral cavity to the
nasal cavity. Thus, some of the prominent poles might now
be affiliated with the nasal cavity instead of the oral cavity.
It might as well be these nasal poles which seem to be
moving in frequency as the degree of coupling is changed.
Further, this effect need not be limited only to the low
frequency poles. As seen in the simulations in this study,
even F2 and F3 might also change significantly. Such
shifts in formant frequencies have been observed in the
past by Bognar and Fujisaki �1986�, Dickson �1962� and
Hawkins and Stevens �1985�.

VI. SUMMARY AND CONCLUSIONS

This paper analyzed in detail the three most important
sources of acoustic variability in the production of nasalized
vowels: velar coupling area, asymmetry of nasal passages,
and the sinuses. This analysis was based on real anatomical
data, obtained by imaging the vocal tract of one American
English speaker using MRI. Area functions obtained from
the MRI data clearly show significant asymmetry between
the left and right nasal passages, and the left and right max-
illary sinuses of this speaker. A computer vocal tract model
called VTAR �Zhang and Espy-Wilson, 2004� was used to
simulate the spectra for nasalized vowels based on these area
functions. A simple extension to VTAR to calculate suscep-
tance plots was proposed and implemented for this study.
These susceptance plots have been used extensively in this
study to understand the introduction and the movement of
poles with changes in the velar coupling area.

The susceptance plots were also used to propose a sys-
tematic method to affiliate the poles to either the nasal tract
or the vocal tract �similar to Fujimura and Lindqvist �1971��
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to follow their evolution with changing velar coupling areas.
Analysis of pole movements with changing coupling area
showed that the rules concerning the behavior of the poles of
the transfer function �as proposed by Fujimura and Lindqvist
�1971� and Maeda �1993�� change when a realistic model is
assumed for velar coupling. Specifically, it was shown that:
�1� the frequency of zero crossings of the susceptance plots
changes with a change in the coupling area, and �2� pole
frequencies need not shift monotonically upwards with an
increase in coupling area. Further, as a consequence of �1�,
there could be cases where the order of principle cavity af-
filiations �as defined in this study� of the poles of the coupled
system change.

Analysis using two asymmetric nasal passages showed
that asymmetry between the left and right nasal passages
introduces extra pole-zero pairs in the spectrum due to the
branching effect where one of the passages acts as a zero
impedance shunt, thus short circuiting the other passage and
introducing a zero in the transfer function of the other pas-
sage. This result is in agreement with Dang et al. �1994�. The
exact location of the zero in the combined output of the two
passages obtained through simulations was found to be a
good match with the theoretical frequency calculated by as-
suming the distribution of the volume velocity into the two
passages in a ratio of the acoustic mass of the two passages
�as proposed in Stevens �1998, page 307��.

Simulations with the inclusion of maxillary and sphenoi-
dal sinuses showed that each sinus can potentially introduce
one pole-zero pair in the spectrum �maxillary sinuses pro-
duced the poles lowest in frequency�, thus confirming the
results of Dang and Honda �1996�. The effective frequencies
of these poles and zeros due to the sinuses in the combined
output of the oral and nasal cavities change with a change in
the oral cavity configuration for nasalized vowels. This
change in the oral cavity configuration may be due to a
change in the coupling area, or due to a change in the vowel
being articulated. Thus, it was predicted that even if there
was a way to find the frequencies of zeros due to sinuses, it
would not be correct to use the effects of sinuses in the
nasalized vowel regions as a cue for speaker recognition,
although the anatomical structure of the sinuses might be
different for every speaker. At the same time, it was also
shown that the locations of zeros due to the sinuses will not
change in the spectra of nasal consonants regardless of the
area functions of the nasal cavity and the oral side branch.
Hence, the effects of sinuses can be used as a cue for speaker
recognition in the nasal consonant regions. A more detailed
study of the application of the acoustic effects of sinus cavi-
ties to speaker recognition has been presented in Pruthi and
Espy-Wilson �2006�.
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APPENDIX A: PROCEDURE TO CALCULATE THE
SUSCEPTANCE PLOTS AND THE TRANSFER
FUNCTIONS

The susceptance plots and the transfer functions shown
in this work have been obtained using a model of the vocal
tract called VTAR �Zhang and Espy-Wilson, 2004�. A brief
description is as follows:

The input and output pressures �pin and pout� and volume
velocities �Uin and Uout� of a section of the vocal tract are
related by the transfer matrix

	pin

Uin

 = 	A B

C D

	pout

Uout

 , �A1�

where A, B, C, and D depend on the properties of the air and
the vocal tract walls and can be calculated by using the
transmission-line model �as shown in Zhang and Espy-
Wilson �2004��. The transfer function can then be calculated
as

Uout

Uin
=

1

CZout + D
, �A2�

where Zout= pout /Uout. The impedance at a point in the vocal
tract can be obtained as a by-product of the transfer function
calculation. Hence,

Zin =
pin

Uin
=

AZout + B

CZout + D
. �A3�

Every branch constitutes a parallel path. Therefore,
Zout1=1/ �1/Zin2+1/Zin3� �see Fig. 13�. Further, a branch
coupling matrix can be used to relate the state variables cross
the branching point. Therefore, for Fig. 13

	pout1

Uout1

 = 	 1 0

1/Zin3 1

	pin2

Uin2

 �A4�

and

	pout1

Uout1

 = 	 1 0

1/Zin2 1

	pin3

Uin3

 , �A5�

where Zin2 and Zin3 are obtained as shown in Eq. �A3�. Thus,
the impedance and transfer function at any point in the vocal
tract can be found by starting at the output and successively
considering each section of the vocal tract without any
branches, finding Zin, Uin and pin for that section, adding the
parallel contribution of any branches, and proceeding in that
manner to obtain the required input impedance and the trans-

FIG. 13. An illustration to show the procedure to calculate the transfer
functions and susceptance plots.
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fer function from the input to that particular output. This
procedure can, therefore, be used to obtain Zin1, Zin2, Zin3,
Uout2 /Uin1 and Uout3 /Uin1. The susceptance B is equal to the
imaginary part of the inverse of impedance Z �i.e., the ad-
mittance�. Thus, plotting the values of impedance/
susceptance and the transfer function with respect to fre-
quency generates the impedance/susceptance and the transfer
function plots.

To generate good impedance/susceptance plots, losses in
the model need to be removed. Losses in the model can be
removed by removing the resistive elements from the circuit,
which can be achieved by assuming zero resistance due to
flow viscosity, zero heat conduction, and infinite wall resis-
tance to remove the loss due to wall vibrations. It should also
be noted that for this lossless case,

Bin =
1

Zin
=

Uin

pin
=

CZout + D

AZout + B
, �A6�

where the susceptance Bin=� if either CZout+D=� or
AZout+B=0. Thus, Eqs. �A2� and �A6� also show that the
transfer function does not necessarily have zeros when Bin

=�. The transfer function will, however, have zeros when
CZout+D=�.
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An alternative and complete derivation of the vocal tract length sensitivity function, which is an
equation for finding a change in formant frequency due to perturbation of the vocal tract length
�Fant, Quarterly Progress and Status Rep. No. 4, Speech Transmission Laboratory, Kungliga
Teknisha Högskolan, Stockholm, 1975, pp. 1–14� is presented. It is based on the adiabatic
invariance of the vocal tract as an acoustic resonator and on the radiation pressure on the wall and
at the exit of the vocal tract. An algorithm for tuning the vocal tract shape to match the formant
frequencies to target values, such as those of a recorded speech signal, which was proposed in Story
�J. Acoust. Soc. Am. 119, 715–718 �2006��, is extended so that the vocal tract length can also be
changed. Numerical simulation of this extended algorithm shows that it can successfully convert
between the vocal tract shapes of a male and a female for each of five Japanese vowels. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2730743�
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I. INTRODUCTION

Perturbation analysis is often used in vocal tract acous-
tics to calculate the change in formant frequency when the
shape of the vocal tract is slightly modified. The general
rules in this analysis are as follows. If a constriction is made
in the vicinity of a pressure antinode �i.e., pressure maxi-
mum� or a velocity node �i.e., velocity minimum�, the for-
mant frequency is increased, while if a constriction is made
near a pressure node or a velocity antinode, the frequency is
decreased. In the pioneering works,1,2 the relationship be-
tween the vocal tract shape and the formant frequencies was
discussed under these rules. Schroeder3 later derived a very
useful perturbation formula by using Ehrenfest’s theorem4

for the adiabatic invariance. In this formula, the increase in
the formant frequency is proportional to the acoustic radia-
tion pressure on the vocal tract wall where a constriction is
made. Because the radiation pressure is equal to the differ-
ence between the potential and kinetic energy densities on
the vocal tract wall, this formula supplies a quantitative rep-
resentation of the general rules.

Fant and Pauli5 and Fant6 obtained the same formula by
using a circuit analog of the vocal tract system. They first
defined the sensitivity function as the relative frequency
change caused by local perturbations of the cross-sectional
area. This is hereafter referred to as the “area sensitivity
function.” Mrayati and Carré7 investigated the relationship
between the area perturbation and the acoustic characteristics
of the vocal tract in detail by using this function. Fant6 also
considered another type of perturbation—local expansion or

contraction along the vocal tract length. It derived a sensitiv-
ity function for this type of perturbation, which is referred to
here as the “length sensitivity function.”

The area sensitivity function was extensively used in
Story et al.;8 the area functions measured by magnetic reso-
nance imaging were manually corrected in order to match
their computed formant frequencies with those extracted
from recorded speech. Carré9 proposed an algorithm to alter
the area function iteratively by calculating the area sensitiv-
ity functions at each step. Story10 developed a similar algo-
rithm for automatically modifying the area function using the
area sensitivity functions as a guide so that the formant fre-
quencies are matched with the desired values. With this al-
gorithm, one can easily find, for example, how an area func-
tion is altered so that the frequency of one formant is
changed while those of the others remain fixed. Although
these attempts have been successful, only the area has been
modified so far. Since the vocal tract area and length differ
between children and adults and between males and females,
it is of interest to extend this algorithm so that length defor-
mation is also allowed.

In extending the algorithm, we find only scarce literature
on length perturbation. As far as we know, Fant6 is virtually
the only study addressing this topic. Although the length sen-
sitivity function was clearly defined and validated experi-
mentally there, the derivation was not as complete as that for
area perturbation. In particular, Eq. �32� in Fant6 holds only
under the assumptions that the potential and kinetic energy
densities do not change to the first order of the length per-
turbation and that the increases of the energies in a section of
the vocal tract are proportional to the local expansion or
contraction ratio. No explanations were, however, provided
for these assumptions. Moreover, the relationship between
the length sensitivity function and the radiation pressure was

a�Current address: Fraunhofer Institute for Building Physics, Nobelstrasse
12, 70569 Stuttgart, Germany. Electronic mail: seiji.adachi
@ibp.fraunhofer.de
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not clarified. This may explain why the length sensitivity
function has not yet been used as extensively as that for area
perturbation.

To complete the length perturbation analysis, this paper
first presents a thorough derivation of the length sensitivity
function, which has been done in a manner similar to that of
Schroeder3 for the area perturbation. The algorithm for vocal
tract deformation10 is then extended so that both area and
length perturbations are allowed. Numerical simulation of
this extended algorithm showed that it can successfully con-
vert between the vocal tract shapes of a male and a female.

II. REVIEW OF PERTURBATION ANALYSIS

A. Radiation force

The lossless sound field in three-dimensional space is
considered first. Let p̄�x , t� and vi�x , t� be pressure and ve-
locity along the ith coordinate, respectively, at time t and at a
position specified by vector x= �x1 ,x2 ,x3�. Sound pressure
p�x , t� is written as p�x , t�= p̄�x , t�− p0, where p0 is the am-
bient pressure when no sound field is excited. Similarly, air
density �̄�x , t� is written as �̄�x , t�=��x , t�+�0, where �0 is
the equilibrium density.

Radiation force Pi is the temporal average of a force
�minus ambient pressure p0� acting on a unit surface.11,12

Because the momentum flux tensor13 can be represented by

Mij�x,t� = p̄�x�,t��ij + �̄vi�x,t�v j�x,t� , �1�

the radiation force on a unit surface normal to the jth coor-
dinate can be written as

Pi�x� = �p�x,t���ij + ��̄vi�x,t�v j�x,t�� , �2�

where ��� means the time average of �. The jth component
Pj�x�, which is the force normal to this unit surface, is re-
ferred to as the radiation pressure and denoted as P�x�.

We assume that the sound field is stationary, so �vi�x , t��
should be zero. Otherwise, air, which is the sound propaga-
tion medium, would be displaced against the assumption
over time. As far as we consider the linear wave equations,
�p�x , t�� would also vanish in the case of �vi�x , t��=0. This
is, however, not the case if the nonlinearity in sound is con-
sidered. To evaluate this nonlinear effect, we must deal with
the Euler equations for a perfect fluid, from which the ordi-
nary wave equations are derived. The flow governed by the
Euler equations is assumed to be irrotational. As shown in
Appendix A, Pi is given by

Pi�x� = ��PE�x,t�� − �KE�x,t����ij + �0�vi�x,t�v j�x,t�� ,

�3�

up to the second order, where the PE�x , t� and KE�x , t� are
the potential and kinetic energy densities,

PE�x,t� =
1

2

1

�0c2 p2�x,t� , �4�

KE�x,t� =
1

2
�0v · v�x,t� . �5�

Here, we assume that the vocal tract is well character-
ized by area function A�x�, where x is the distance from the
entrance along the central axis. This is equivalent to assum-
ing that the vocal tract is a tube with a cross section of area
A�x�, in which a planar wave propagates along the central
axis. This one-dimensional wave is characterized by sound
pressure p�x , t� and volume flow rate U�x , t�. Because the
flow does not pass through the vocal tract wall, the radiation
pressure on the vocal tract wall is

P�x� = PE�x� − KE�x� , �6�

where PE�x� and KE�x� are the time averages of

PE�x,t� =
1

2

1

�0c2 p2�x,t� , �7�

KE�x,t� =
1

2
�0	U�x,t�

A�x�

2

. �8�

At the exit of the vocal tract, the velocity is not zero. The
radiation pressure on the cross-sectional area at the exit is

Pexit = PE�L� − KE�L� + �0�	U�L,t�
A�L�


2�
= PE�L� + KE�L� , �9�

where L is the length of the vocal tract. Note that this equa-
tion holds regardless of the boundary condition imposed at
the exit. Later, Pexit will be calculated under a boundary con-
dition implying the actual radiation from the mouth.

B. Adiabatic invariance

Consider the resonance of the nth eigenmode excited in
an oscillation system. Let the frequency and the energy be fn

and En, respectively. As described in Schroeder,3 Ehrenfest’s
theorem dictates that the ratio of En / fn remains unchanged as
the system is perturbed “adiabatically.” For the vocal tract,
this means that the perturbation is so slow that a large num-
ber of oscillation cycles are repeated during the perturbation.
With this principle, we can estimate the change in formant
frequency �fn from the increase in energy �En during a per-
turbation:

�fn

fn
=

�En

En
. �10�

C. Area sensitivity function

Suppose that we already know the nth formant fre-
quency fn of a vocal tract shape whose area function and
length are A�x� and L, respectively. In this section, the defor-
mation of the vocal tract is limited to that in the area—the
length does not change. As shown in Fig. 1, the area function
is perturbed by �A�x�.

The work needed for this deformation, which is equal to
the increase in energy �En, is
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W = − 
0

L

P�n��x��A�x�dx = �En, �11�

where P�n��x� is the radiation pressure on the vocal tract wall
when the nth resonance mode is generated. The total energy
En can be calculated from the potential and kinetic energy
densities of the nth mode:

En = 
0

L

�PE�n��x� + KE�n��x��A�x�dx . �12�

From Eq. �10�, the change in the formant frequency �fn due
to deformation becomes

�fn

fn
= −


0

L

�PE�n��x� − KE�n��x���A�x�dx


0

L

�PE�n��x� + KE�n��x��A�x�dx

. �13�

It is reasonable to refer to

S�n��x� = −
P�n��x�A�x�

En
�14�

as the sensitivity function5,8 and to rewrite Eq. �13� as

�fn

fn
= 

0

L

S�n��x�
�A�x�
A�x�

dx . �15�

Let us consider the case where the vocal tract is repre-
sented by a series of Ns concatenated cones, or where the
area function is represented by a piecewise linear function
having nodes �xs ,As� for s=0, . . . ,Ns. Using the trapezoidal
rule, we can numerically integrate Eq. �15�:

�fn

fn
= �

s=0

Ns

Ss
�n��As

As
�16�

with

Ss
�n� = −

1

2En�
�PE0

�n� − KE0
�n��A0�x1

for s = 0

�PEs
�n� − KEs

�n��As��xs + �xs+1�
for s = 1, ... ,Ns − 1

�PENs

�n� − KENs

�n��ANs
�xNs

for s = Ns,

� �17�

where PE�n��xs�=PEs
�n�, KE�n��xs�=KEs

�n�, and xs−xs−1=�xs.

III. PERTURBATION OF VOCAL TRACT LENGTH

In this section, only deformation in the vocal tract length
is considered. We express this deformation by letting the
cross-sectional area at distance x be displaced along the
length axis by �x�x�. To suppress unnecessary translational
movement of the vocal tract, �x�0� is set to zero. The local
expansion or contraction ratio at x is denoted as ��x�
�d�x�x� /dx. A new distance is defined as x�=x+�x�x�. The
area function after the deformation is A�x���A�x�. Figure 2
illustrates ��x�, �x�x�, x�, and A�x��.

Suppose the nth resonance mode is excited in the vocal
tract. Let us calculate the increase in energy in the vocal tract
due to the length deformation. Because this is equal to the
work needed for the deformation, it can be calculated by
multiplying the radiation pressure by the displacement nor-
mal to the surface element and by integrating this quantity
over the entire surface of the vocal tract including the exit:

�En = 
0

L

P�n��x��x�x�
dA

dx
�x�dx − Pexit

�n� �x�L�A�L� . �18�

Substituting Eqs. �6� and �9� into Eq. �18�, and integrat-
ing the first term by parts, we get

�En = − 
0

L

�PE��n��x� − KE��n��x���x�x�A�x�dx

− 
0

L

�PE�n��x� − KE�n��x����x�A�x�dx

− 2KE�n��L��x�L�A�L�; �19�

where PE� and KE� are the derivatives of PE and KE with
respect to distance x, respectively. By substituting Eqs. �B11�
and �B12� derived in Appendix B, we can write the increase
in energy more concisely:

�En = − 
0

L

�PE�n��x� + KE�n��x����x�A�x�dx . �20�

FIG. 1. �Color online� Vocal tract area function A�x� �solid line� and area
perturbation �A�x� �dashed line�.

FIG. 2. �Color online� Local stretch or contraction ratio ��x��d�x�x� /dx
�upper left�, perturbation in vocal tract length �x�x� �middle left�, new dis-
tance x� �lower left�, and new area function after length perturbation A�x��
�right: dashed line� with original area function A�x� �right: solid line�.
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Similar to that for area perturbation, a change in the
formant frequency due to length perturbation can be repre-
sented as

�fn

fn
= −


0

L

�PE�n��x� + KE�n��x����x�A�x�dx


0

L

�PE�n��x� + KE�n��x��A�x�dx

. �21�

This formula is equivalent to Eq. �33� in Fant.6 The length
sensitivity function can be defined as

Ŝ�n��x� = −
�PE�n��x� + KE�n��x��A�x�

En
. �22�

Equation �21� can now be written as

�fn

fn
= 

0

L

Ŝ�n��x���x�dx . �23�

If the area function is represented by a piecewise linear
function, we have a useful expression for Eq. �23� amenable
to numerical calculation as follows:

�fn

fn
= �

s=1

Ns

Ŝs
�n��s, �24�

where �s= ��xs−�xs−1� /�xs implies the expansion or con-
traction rate of the sth section, and where the length sensi-
tivity function in discrete form is

Ŝs
�n� = −

�xs

2En
��PEs

�n� + KEs
�n��As + �PEs−1

�n� + KEs−1
�n� �As−1�

for s = 1, . . . ,Ns. �25�

Although this paper considers only the case where the
vocal tract is represented as concatenated cones, for the sake
of readers, we also present a formulation for the case where
the tract is represented as concatenated cylinders. In this
case, Eq. �18� does not stand because the area function A�x�
is no longer continuous. Nevertheless, the increase of energy
can be calculated with the same principle as applied to the
derivation of Eq. �18�. Suppose that the vocal tract is com-
posed of Ns concatenated cylindrical sections each of which
has area As and length �xs=xs−xs−1. The increase of energy
due to the length perturbation becomes

�En = �
s=1

Ns−1

�xsFs
�n� − Pexit

�n� �xNs
ANs

, �26�

where �xs is the perturbation at node s, and where Fs
�n� is the

force acting on the annulus formed at the junction between
sections s and s+1. As shown in Appendix C, Eq. �26� can
be transformed into

�En = − �
s=1

Ns

�PEs
�n� + KEs

�n���sAs�xs, �27�

where PEs
�n� and KEs

�n� are potential and kinetic energy den-
sities in section s. The length sensitivity function therefore
becomes

Ŝs
�n� = −

�xs

En
�PEs

�n� + KEs
�n��As. �28�

IV. APPLICATION TO VOCAL TRACT
DEFORMATION

A. Method

Story10 proposed an automated process for modifying
the area function that uses the sensitivity functions as a guide
to match the formant frequencies with the target frequencies.
Our extension of this algorithm enables it to handle not only
area perturbation but also length perturbation in the deforma-
tion process.

Suppose that the vocal tract is represented by a series of
Ns concatenated cones and the area function has nodes
�xs ,As� for s=0, . . . ,Ns, where xs and As are the distance
from the vocal tract entrance and the cross-sectional area at
this point, respectively. Given a set of �xs ,As�, we compute
formant mode frequencies fn as well as the pressure ps

�n� and
volume flow Us

�n� patterns for each formant. Using Eqs. �7�
and �8�, we calculate the potential and kinetic energy densi-
ties, PEs

�n� and KEs
�n�. The total energy is computed using Eq.

�12�. These immediately yield the sensitivity function Ss
�n� for

the area perturbation through Eq. �17�. Likewise, the length

sensitivity function Ŝs
�n� is calculated using Eq. �25�.

Let the target frequency of the nth formant be Fn. The
difference between Fn and fn normalized by fn is given by

zn =
Fn − fn

fn
. �29�

The deformation process is done iteratively using the follow-
ing update rules:

As
new = As	1 + ��

n=1

Nf

znSs
�n�
 for s = 0, . . . ,Ns, �30�

xs
new = xs−1

new + �xs	1 + ��
n=1

Nf

znŜs
�n�


for s = 1, . . . ,Ns with x0
new = x0, �31�

where Nf is the number of formants to tune and � and � are
coefficients used to control the perturbation amplitudes for
the area and length, respectively. These parameters may be
set to constant values prior to iteration, but for convergence,
they should be small for the second terms in the parentheses
in Eqs. �30� and �31� to be sufficiently smaller than 1. Al-
though the original rules of Story10 are mainly additive; they
are multiplicative only for a small area, only the multiplica-
tive update rules are used here. This prevents introducing an
additional parameter �specifying at which area the update
rules are changed from additive to multiplicative� and thus
leads to a simpler algorithm.

Three additional rules are applied at each iteration step
after the main process given by Eqs. �30� and �31�. The first
two prevent the laryngeal tube from being overly narrowed
and elongated. Introducing minimum area Amin and maxi-
mum section length �xmax, we apply
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As
new = max�Amin,As

new� , �32�

xs
new = min�xs−1

new + �xmax,xs
new� , �33�

where s is less than Nl, which is the number of sections
representing the larynx. The third rule prevents the area func-
tion from becoming unnaturally discontinuous—As is
smoothed out so that

�As+1
new − 2As

new + As−1
new

2
� � A2d, �34�

where A2d is a parameter for specifying smoothness. These
iteration rules given in Eqs. �30�–�34� are applied until the
norm of zn becomes smaller than threshold value zth.

B. Male-female vocal tract shape conversion

1. Area functions and preliminary experiments

We used the extended algorithm presented in Sec. IV A
to convert between male and female vocal tract shapes. The
area functions of the main vocal tract measured with three-
dimensional cine-MRI in Takemoto et al.14 were resliced
with 30 sections and used as those of a male �KH� for the
five Japanese vowels. Corresponding area functions of a
Japanese female �YN� were also prepared in the same man-
ner. For each vowel, conversions were done reciprocally, i.e.,
for both male-to-female and female-to-male directions.

For the calculations of the resonance frequencies fn, the
pressure p�n��x�, and the volume flow U�n��x� mode patterns,
the same acoustic model used in Adachi and Yamada15 was
employed. This model considers the viscothermal loss on the
vocal tract wall and the effect of yielding vocal tract wall.
The radiation impedance from the mouth was assumed to be
the same as that from a round piston surrounded by an infi-
nite baffle. The glottal impedance was set to infinite, assum-
ing a complete closure at the glottis. This model provides
more realistic transfer functions with accurate formant fre-
quencies and bandwidths than an acoustic model that does
not consider the losses. Justification of the use of these losses
is, however, needed because the theory of perturbation analy-
sis has been developed for the lossless sound field with the
notion of the radiation pressure. One supportive evidence is
that in an actual acoustic tube such as an organ pipe, the
measured radiation pressure is in fairly good agreement with
the theoretical value.16 From this, it can be assumed that the
sensitivity functions calculated here can reasonably serve as
those in the lossless case. The justification is also confirmed

posteriori by the convergence of the extended algorithm.
The lowest six formant frequencies f1 , . . . , f6 calculated

for each vocal tract shape are listed in Table I. Male-female
scale factors of the formant frequencies for each vowel kn

= fn
female / fn

male−1 are also listed. In connection with vowel
normalization, it is of interest to briefly review the scale
factors calculated. For vowel /i/, a large k2 of 0.68 is ob-
tained while k3 is as small as 0.17. The second and third
formant frequencies of YN �female� are thus very close to
each other. For vowel /e/, the scale factors are more uniform,
except for a large k2 of 0.52. For open vowel /a/, k1 is rela-
tively large and k2 is small. These findings are in accord with
observations in other languages.17–19 Discrepancies are found
for the rounded vowels /o/ and /u/. A large k1 for vowel /o/ is
obtained in our case while a small one is obtained for a six
language study.17 The first formant frequency of YN is thus
as high as 707 Hz, but is still in the range where the vowel
would likely be perceived as /o/. For vowel /u/, a k2 of 0.98
is extraordinarily large, while k1 is relatively small, as ob-
tained in Fant.17 Because the second formant frequency of
2616 Hz is actually too high to be that of vowel /u/, the
sound may not be perceived as /u/. One possible cause is that
the lip rounding for the phonation of /u/ became insufficient
due to growing fatigue during the scanning of the vocal tract
shape.

The parameters for the vocal tract shape conversions
were set as follows: zth=0.01, Ns=30, Nl=4, Amin

=0.25 cm2, �xmax=0.65 cm, and A2d=2.0 cm2. Because the
values of � and � could not been determined a priori, they
were fixed on the basis of preliminary experiments, which
were done using five pairs of values, �5.0, 1.0�, �4.5, 1.5�,
�4.0, 2.0�, �3.5, 2.5�, and �3.0, 3.0�, while Nf was set to 6. As
shown in Table II, the root mean square of the errors in the
vocal tract length over the bidirection conversions for the
five vowels had a minimum of 4.4 mm when �� ,�� was
equal to �4.0, 2.0�. It was also found that any set of the
values multiplied or divided by a common factor affects only
the iteration time for convergence and hardly affects the re-

TABLE I. Lowest six formant frequencies f1 , . . . , f6 �in Hz� for vowels /i/, /e/, /a/, /o/, and /u/ calculated from area functions for KH �male� and YN �female�
and male-female scale factors of formant frequencies for each vowel �defined as kn= fn

female / fn
male−1�.

Vowel

KH �male� YN �female� Scale factors

f1 f2 f3 f4 f5 f6 f1 f2 f3 f4 f5 f6 k1 k2 k3 k4 k5 k6

/i/ 272 2082 3131 3517 4341 5040 316 3497 3665 4962 5730 7017 0.16 0.68 0.17 0.41 0.32 0.39
/e/ 485 1756 2614 3476 4366 4871 607 2663 3553 4613 5482 6721 0.25 0.52 0.36 0.33 0.26 0.38
/a/ 610 1304 2563 3568 4231 4596 868 1486 3456 4846 5559 6602 0.42 0.14 0.35 0.36 0.31 0.44
/o/ 461 949 2498 3447 3918 4652 707 1308 3531 4734 5456 6695 0.53 0.38 0.41 0.37 0.39 0.44
/u/ 323 1360 2293 3573 4060 4739 412 2616 3436 4582 5413 6871 0.28 0.92 0.50 0.28 0.33 0.45

TABLE II. Root mean squares of errors in vocal tract length �in mm� over
all conversions for five vowels and different values of parameters � and � of
vocal tract deformation algorithm, which are coefficients to control pertur-
bation amplitude for area and length, respectively.

�� ,�� �5.0, 1.0� �4.5, 1.5� �4.0, 2.0� �3.5, 2.5� �3.0, 3.0�

rms of �L �mm� 11.6 6.7 4.4 5.7 7.8
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sults. The parameters � and � were thus set to 4.0 and 2.0,
respectively.

2. Effects of number of target formants

To show how the number of formants Nf affects the
results, we next performed the conversions by changing Nf

from 1 to 6. Figures 3�a�–3�d� show the results for the con-
versions for vowel /i/ in Nf =1, 2, 4, and 6, respectively. In
each figure, the left column shows the result of the conver-
sion from male to female, and the right column shows that
from female to male. In each column, the upper panel depicts
the area function of the initial vocal tract shape �thick solid

FIG. 3. �Color online� Results of conversions of male and female vocal tract shapes for vowel /i/ for different numbers of formants Nf matched. �a�, �b�, �c�,
and �d� show results for Nf =1, 2, 4, and 6, respectively. Graphs on the left show results of male-to-female conversions, and those on the right show them for
female-to-male conversion. Upper panels show area function of initial vocal tract shape �thick solid line with open circle representing nodes�, that of converted
shape �thick dashed line with cross�, and that of target shape �thin solid line�. Middle panels represent local expansion or contraction ratio as a function of
distance x from glottis. Lower panels shown transfer functions of initial, converted, and target vocal tract shapes as thick solid, thick dashed, and thin solid
lines, respectively.
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line with open circles representing nodes�, that of the con-
verted shape �thick dashed line with cross�, and that of the
target shape �thin solid line�. The middle panel represents the
local expansion or contraction ratio as a function of the dis-
tance x from the glottis. The lower panel depicts the transfer

functions of the initial, converted, and target vocal tract
shapes in thick solid, thick dashed, and thin solid lines, re-
spectively.

For Nf =1, male-to-female conversion was made by con-
tracting both the pharynx and the mouth the same degree.

FIG. 3. �Continued).
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This is a reflection of the length sensitivity function for the
first formant taking large negative values both in the pharynx
and the mouth. It is in accord with the observation that the
first formant mode of vowel /i/ has an equal amount of po-
tential energy in the pharynx and kinetic energy in the
mouth.5 The amount of the contraction, however, was not
enough to reproduce the female vocal tract shape. The area
was not changed very much from that of the male vocal tract
shape, except for it becoming smaller in the pharynx, which
contributed to the increment of the first formant frequency.
The larynx was rarely modified. This is because both the
kinetic and potential energies of the first formant mode al-
most vanish in the larynx so both the area and length sensi-
tivities become zero.20 A similar observation can be made for
the female-to-male conversion in the right column of Fig.
3�a�. While there was expansion of both the pharynx and the
mouth, it was not sufficient. Only the area in the pharynx
became larger. The shape of the larynx did not change.

For Nf =2, conversions in both directions were made
with large deformations and to a nearly complete degree. In
the male-to-female conversion, a large increase in the second
formant frequency of about 68% was achieved. The repro-
duction of the female vocal tract shape was, nevertheless,
fairly good. In particular, the length of the vocal tract was
simulated within 6.7 mm. It is noteworthy that the contrac-
tion of the pharynx was larger than that of the mouth. This is
because the length sensitivity function for the second for-
mant took a large negative value in the upper part �x
=6–7 cm� of the pharynx. This is again in accord with the
observation that the second formant of /i/ is affiliated with
the back cavity.5 The larynx shape was also simulated well.
This is probably because the second formant frequency of
the female subject was very high �3497 Hz� and the reso-
nance in the larynx made some contribution to this formant.
It is a coincidence that the simulated fourth formant fre-
quency was very close to that of the target �female� vocal
tract. The female-to-male conversion was also made very
well. The second formant frequency was reduced about 40%
due to the expansion of the pharynx and significant enlarge-
ment of the upper part of the pharynx. The total length of the
vocal tract was converted within 4.7 mm. The larynx was
not, however, converted very well. It remained very close to
that of the initial female vocal tract.

The male-to-female conversions for Nf =4 and 6 did not
differ essentially from those for Nf =2. In the female-to-male
conversions, the larynx was well converted to that of the
male vocal tract, as were the pharynx and mouth. This results
from the condition for the fourth formant frequency to match
that of the male vocal tract. This is in accord with the fact
that the resonance of the fourth formant is affiliated to the
larynx.20

3. Vocal tract conversions for /e/, /a/, /o/, and /u/

By fixing the number of formants Nf matched to the
target ones to six, the vocal tract conversions were performed
for the other vowels. Figures 4�a�–4�d� show the results for
vowels /e/, /a/, /o/, and /u/, respectively. In the male-to-
female conversion for /e/, the vocal tract contracted uni-
formly both in the pharynx and the mouth. This is mainly

because the length sensitivity functions Ŝ�n��x�, especially
that for the second formant, were roughly constant in the
pharynx and the mouth. The converted vocal tract was only
1.1 mm shorter than that of the target. The converted and
target vocal tract shapes were also very similar. In the
female-to-male conversion, the expansion was uniform in the
pharynx but it was larger in the mouth toward the lips. The
area in the mouth was larger in the converted vocal tract than
in the target. Except for this difference, the conversion was
made fairly well. The difference in length between the con-
verted and target vocal tracts was only 0.1 mm.

The male-to-female conversion for /a/ was made with a
larger contraction in the lower part of the pharynx. Similarly,
in the female-to-male conversion, a larger expansion oc-
curred in the lower part of the pharynx. This is because the

sensitivity function for the first formant Ŝ�1��x� has a large
negative value in this part. Although area, especially in the
mouth, was not very well converted in either direction, the
conversion of the vocal tract length was good: the tract was
2.8 mm longer in the male-to-female direction and 1.2 mm
shorter in the female-to-male direction. The conversions for
/o/ were very good in both directions. The converted and
target area functions almost overlapped. As in the conver-
sions for /a/, the lower part of the pharynx contracted more
in the male-to-female conversion and expands more in the
female-to-male conversion. The male-to-female conversion
for /u/ was also very good. The contraction was roughly
uniform in the pharynx and the mouth, but larger contraction

was found near the lips. This is because Ŝ�2� has a large
negative value near the lips. In the female-to-male conver-
sion, area was converted with some differences both in the
pharynx and the mouth. For the same reason as in the male-
to-female conversion, the length near the lips expanded more
completely.

V. CONCLUSION

To complete the length perturbation analysis of the vocal
tract,6 a thorough derivation of the length sensitivity function
has been presented. The derivation, which is similar to that
of Schroeder3 for area perturbation, is based on two physical
quantities: the adiabatic invariance of the vocal tract as an
acoustic resonator and the radiation pressure at the wall and
at the exit of the vocal tract. Special care was taken in cal-
culating the radiation pressure at the exit because the veloc-
ity does not vanish there. An algorithm for tuning the vocal
tract shape10 to match the resonance frequencies to the target
values was extended to include a length sensitivity function
so that both the area and the length of the vocal tract can be
changed locally. The extended algorithm was applied to the
conversion of the vocal tract shape between a male and a
female. For each of five Japanese vowels, the vocal tract
shape of the male was converted to that of the female by
giving the female formant frequencies as targets. The con-
versions in the opposite direction were also examined. The
root mean square of the differences in total length between
the converted and target vocal tract shapes was 4.4 mm on
average over the conversions in both directions for the five
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vowels. The area was also well converted. In the male-to-
female conversions for vowels /e/, /o/, and /u/ and the
female-to-male conversion for vowel /o/, the converted area
function was very similar to the target one. In the other con-
versions, the area function was generally well reproduced
except for a few local discrepancies.

A few points were not addressed in this work. Determi-
nation of the vocal tract shape for different phonations from
measured spectra of the speech signal has been a central
problem in speech science. Investigation of acoustic-to-
articulatory inversion has shown that significant information
about vocal tract shape is provided additionally by the for-

FIG. 4. �Color online� Results of conversions of male and female vocal tract shapes for vowels �a� /e/, �b� /a/, �c� /o/, and �d� /u/ when the number of formant
Nf matched to the target ones is set to six. Graphs on the left show the results of male-to-female conversion, and those on the right show them for
female-to-male conversion. Lines have the same meaning as in Fig. 3.
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mant bandwidths.21–23 It would therefore be worthwhile to
incorporate this kind of information into the vocal tract de-
formation algorithm. Since different vocal tract shapes can
have an identical transfer function, it would be difficult to

solve this problem with an algorithm using only spectral in-
formation. To obtain better conversion results, an algorithm
that also considers physiological and articulatory constraints
on the vocal tract deformation may be needed.

FIG. 4. �Continued).
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APPENDIX A

Using the same notations as in the paper, we can write
the momentum component of the Euler equations as

�̄	 �

�t
+ v · �
v + �p̄ = 0. �A1�

Assuming the disturbances are all small, that is, ���0, p
� p0, and �v��c, we consider Eq. �A1� up to the second
order of these disturbances and calculate the time average of
p here.

By disregarding the third and higher order terms in Eq.
�A1�,

�0
�v

�t
+ �

�v

�t
+ �0v · �v + �p = 0 �A2�

holds. To eliminate � from Eq. �A2�, we use the equation of
state

p̄

�̄�
= const, �A3�

where �=Cp /Cv=1.4 is the ratio of the specific heats of air
at constant pressure and at constant volume, respectively.
Because the second term of Eq. �A2� is of the second order,
we can use the linearized Eq. �A3�, that is, p /�=�p0 /�0

�c2, instead. Substituting this into Eq. �A2�, we get

�0
�v

�t
+

1

c2 p
�v

�t
+ �0v · �v + �p = 0. �A4�

Following the same reasoning, we can rewrite the second
term using the linearized Eq. �A2�, that is, �0�v /�t+�p=0.
Equation �A4� then becomes

�0
�v

�t
−

1

�0c2 p � p + �0v · �v + �p = 0. �A5�

Using the identity

v · �v =
1

2
� �v2� − v 	 �� 	 v� �A6�

and the assumption of an irrotational flow �	v=0, we ob-
tain

�0
�v

�t
+ �	−

1

2

1

�0c2 p2 +
1

2
�0v2
 + �p = 0. �A7�

We now take the time average of Eq. �A7�. Assuming
�v�=0, we have

�p� = PE − KE + const, �A8�

where const is a constant independent of space. �p� should be
regarded as zero when no sound is excited and both PE and

KE are zero. This constant can thus be set to zero.

APPENDIX B

We consider a lossless one-dimensional wave in a vocal
tract characterized by sound pressure p�x , t� and acoustic ve-
locity v�x , t� where x is the distance from the vocal tract
entrance along the length and t is time. As shown in Morse,24

p�x , t� and v�x , t� satisfy the following wave equations:

�0
�v
�t

= −
�p

�x
, �B1�

A
�p

�t
= − �0c2�Av

�x
, �B2�

where A�x� is the area function of the vocal tract. When one
of the resonance modes is excited, each of the pressure and
velocity mode patterns oscillates in phase along the vocal
tract length. The phase of the pressure oscillation is 90° dif-
ferent from that of the velocity oscillation. With real func-
tions p�x� and v�x� representing the pressure and velocity
mode patterns, respectively, the mode oscillation can be writ-
ten as

p�x,t� = p�x�ei
t, �B3�

v�x,t� = iv�x�ei
t, �B4�

where 
 is the angular resonance frequency. By substituting
Eqs. �B3� and �B4� into Eqs. �B1� and �B2�, we get

p��x� = − 
�0v�x� , �B5�

v��x� =



�0c2 p�x� −
A��x�
A�x�

v�x� , �B6�

where � �� means to take the space derivative. Because time
averages of the potential and kinetic energy densities can be
expressed as

PE�x� =
1

4

1

�0c2 p2�x� , �B7�

KE�x� =
1

4
�0v

2�x� , �B8�

their space derivatives are

PE��x� = −
1

2




c2 p�x�v�x� , �B9�

KE��x� =
1

2




c2 p�x�v�x� −
1

2
�0

A��x�
A�x�

v2�x� . �B10�

Using Eqs. �B9� and �B10�, we obtain the following integral
formulas:


0

L

PE��x��x�x�A�x�dx = −
1

2




c2
0

L

p�x�v�x��x�x�A�x�dx ,

�B11�
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0

L

KE��x��x�x�A�x�dx = −
1

2




c2
0

L

p�x�v�x��x�x�A�x�dx

− 2
0

L

KE�x���x�A�x�dx

+ 2KE�L��x�L�A�L� , �B12�

where L is the length of the vocal tract, �x�x� is perturbation
imposed at x, and ��x��d�x�x� /dx is the local expansion or
contraction ratio. In the derivation, integration by parts was
performed several times.

APPENDIX C

The derivation of Eq. �27� from Eq. �26� is presented
here. As it is found from Eqs. �B9� and �B10�, the sum of
potential and kinetic energy densities has a constant value
independent of a position within a cylindrical section, al-
though each of them is not a constant. The sum of the energy
densities in section s can therefore be written as

PEs + KEs = PEs
L + KEs

L = PEs
R + KEs

R, �C1�

where PEs
L/R and KEs

L/R are potential and kinetic energy den-
sities at the left/right ends of this section, respectively. At the
junction between sections s and s+1, continuity of the acous-
tic pressure and volume flow is satisfied. This yields the
boundary conditions for the potential and kinetic energy den-
sities as follows:

PEs
R = PEs+1

L , �C2�

KEs
RAs

2 = KEs+1
L As+1

2 . �C3�

At the junction, the acoustic velocity along the tract axis
cannot be defined due to the discontinuity. As shown in Fig.
5, the acoustic flow at the junction can be assumed to be in
the radial direction of the annulus formed between the sec-
tions. The radiation pressure on the annulus then becomes a
function of radius r that is

P�r� = PEs
R − KEs

R As
2

�2r4 . �C4�

Integrating P�r� over the annulus, we find the force acting on
it:

Fs = 
rs

rs+1

P�r�2�rdr = �As+1 − As�	PEs
R − KEs

R As

As+1

 ,

�C5�

where rs is the radius of section s, or As=�rs
2. Substituting

Eq. �C5� into Eq. �26� and using Eqs. �C1�–�C3�, we obtain
Eq. �27�.
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In this paper we present a model called the Modified Phase-Opponency �MPO� model for
single-channel speech enhancement when the speech is corrupted by additive noise. The MPO
model is based on the auditory PO model, proposed for detection of tones in noise. The PO model
includes a physiologically realistic mechanism for processing the information in neural discharge
times and exploits the frequency-dependent phase properties of the tuned filters in the auditory
periphery by using a cross-auditory-nerve-fiber coincidence detection for extracting temporal cues.
The MPO model alters the components of the PO model such that the basic functionality of the PO
model is maintained but the properties of the model can be analyzed and modified independently.
The MPO-based speech enhancement scheme does not need to estimate the noise characteristics nor
does it assume that the noise satisfies any statistical model. The MPO technique leads to the lowest
value of the LPC-based objective measures and the highest value of the perceptual evaluation of
speech quality measure compared to other methods when the speech signals are corrupted by
fluctuating noise. Combining the MPO speech enhancement technique with our aperiodicity,
periodicity, and pitch detector further improves its performance. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2714913�

PACS number�s�: 43.72.Ne �DOS� Pages: 3886–3898

I. INTRODUCTION

Speech signals in real-world scenarios are often cor-
rupted by various additive noise types �e.g., computer fan
noise, subway noise, car noise, and babble�, convolutive
noise types �e.g., change in microphone or telephone-band-
limited speech�, and nonlinear disturbances. Speech en-
hancement techniques that can attenuate the interfering noise
with minimal distortions to the speech signal can be used in
various speech communication applications like automatic
speech recognition, hearing aids, car and mobile phones,
cockpits, and multiparty conferencing devices.

The problem of speech enhancement has received a tre-
mendous amount of research attention over the past several
decades. A thorough discussion of the different speech en-
hancement techniques can be found in Benesty et al. �2005�.
A bulk of the speech enhancement techniques are based on
modifying the short time spectral amplitude �STSA� of the
noisy speech signals. The techniques based on subtractive-
type algorithms assume that the background noise is locally
stationary to the degree that noise characteristics computed
during the speech pauses are a good approximation to the
noise characteristics during the speech activity. In addition to
the basic spectral subtraction algorithm �Boll, 1979�, several
extensions and improvements have been proposed �Beh and
Ko, 2003; Berouti et al., 1979; Compernolle, 1992; Gustafs-

son et al., 2001�. Virag �1999� presents a detailed analysis of
the effect of variations in the subtraction parameters like the
over-subtraction factor, the spectral flooring factor, and the
exponent on the residual noise as well as the intelligibility of
the enhanced speech. It also presents a spectral subtraction
algorithm that adapts the subtraction parameters in time and
frequency based on the masking properties of the human
auditory system.

McAulay and Malpass �1980� have shown that, under
certain assumptions about the spectral characteristics of the
speech signal and the noise, the spectral subtraction method
is the maximum likelihood estimator of the variance of the
speech spectral components. Ephraim and Malah �1984�
have proposed a system that utilizes the minimum mean
square-error short-time spectral amplitude �MMSE-STSA�
estimator to enhance speech signals. This method assumes
that each of the Fourier expansion coefficients of the speech
and of the noise process can be modeled as Gaussian random
variables with zero mean. Moreover, it is also assumed that
these coefficients are independent of each other. The MMSE-
STSA estimator which takes into account the uncertainty of
speech presence �McAulay and Malpass, 1980� is also pre-
sented. The quality of the enhanced speech is better using the
MMSE estimator that takes into account the speech presence
uncertainty than the one that does not. The residual noise is
perceived more as white noise than as musical noise and is
attributed to the smooth variation of a priori signal-to-noise
ratio �SNR� estimates �Cappe, 1994�. The MMSE-STSA al-a�Electronic mail: omdesh@glue.umd.edu
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gorithm is extended by Ephraim and Malah �1985� to com-
pute the STSA estimator that minimizes the mean-square er-
ror of the log-spectral amplitude, which is a more relevant
criterion for perceivable distortions in speech. Loizou �2005�
replaced the squared-error cost function used in the MMSE
estimator by perceptually more relevant cost functions that
take into account the auditory masking effects.

All of these speech enhancement methods make various
restricting assumptions about the temporal and spectral char-
acteristics of the speech signals and the corrupting noise. It
will be shown in Sec. VI D that the performance of some of
these methods deteriorates when the speech signals are cor-
rupted by fluctuating noise. In this paper we present a speech
enhancement technique, called the Modified Phase Op-
ponency �MPO� speech enhancement technique, that makes
minimal assumptions about the noise characteristics. The
MPO speech enhancement scheme does not assume that the
noise satisfies any statistical model or any degree of station-
arity, nor does it need to estimate/update the noise character-
istics but takes advantage of the known nature of speech
signals. The MPO speech enhancement technique is thus po-
tentially robust to fluctuating background noise. The perfor-
mance of the MPO technique on fluctuating noise is pre-
sented in Sec. VI D. The MPO speech enhancement scheme
is based on the auditory Phase Opponency �PO� model �Car-
ney et al., 2002� for tone-in-noise detection that includes a
physiologically realistic mechanism for processing the infor-
mation in neural discharge times. Some of the other speech
enhancement techniques based on models of human auditory
systems include Cheng and O’Shaughnessy �1991�, Hansen
and Nandkumar �1995�, Mesgarani and Shamma �2005�, and
Tsoukalas et al. �1997�.

In the present work, the MPO enhancement scheme is
also combined with our Aperiodicity, Periodicity and Pitch
�APP� detector �Deshmukh et al., 2005b� to develop the
MPO-APP speech enhancement scheme. The APP detector
was developed to estimate the proportion of periodic and
aperiodic energy in a speech signal. The MPO scheme is
combined with the APP detector to remove the narrowband
noise that might be seen as speech-like by the MPO process-
ing and to retain some of the wideband speech signal that
might be seen as noise-like by the MPO processing. The
MPO-APP speech enhancement scheme produces a binary
spectrotemporal mask called the MPO profile that distin-
guishes spectrotemporal regions where the speech signal is
more dominant than the regions where the noise is more
dominant. The use of binary masks is fairly common in the
auditory scene analysis based speech enhancement and ro-
bust speech recognition techniques �Wang, 2005� and is mo-
tivated by the phenomenon of masking in the human audi-
tory system. Hu and Wang �2004� proposed a computational
auditory scene analysis method for segregating speech sig-
nals corrupted by various additive interferences. This method
segregates the low-frequency resolved harmonics of the
speech signals based on temporal continuity and cross-
channel correlation and the high-frequency unresolved har-
monics based on amplitude modulation and temporal conti-
nuity. The segments from the resolved harmonics are
grouped according to common periodicity estimates and the

segments from the unresolved harmonics are grouped ac-
cording to common amplitude modulation rates. The pro-
posed MPO-APP technique also contains an algorithm that
reliably estimates the proportion of periodicity in speech sig-
nals but combines it with an algorithm that detects the pres-
ence of narrowband signals in noise to separate speech sig-
nals from the background noise.

The proposed speech enhancement scheme leads to the
lowest value of the linear-predictive coefficients based objec-
tive measures and the highest value of the perceptual evalu-
ation of speech quality �PESQ� measure compared to some
of the other methods when the speech signals are corrupted
by fluctuating noise. The performance of the proposed
speech enhancement scheme is comparable to some of the
other enhancement techniques when the global SNR and the
noise type of the corrupting noise are not fluctuating.

II. THE PHASE OPPONENCY MODEL

A model for detection of tone-in-noise based on process-
ing the information in neural discharge times is presented in
Carney et al. �2002�. This model exploits the frequency-
dependent phase properties of the tuned filters in the auditory
periphery and uses cross-auditory-nerve-fiber coincidence
detection to extract temporal cues. It is shown that the re-
sponses of some of the cross-channel coincidence detectors
are reduced when a tone is present in the background noise.
This reduction in response to the presence of the target is
referred to as Phase Opponency �PO�. The performance of
the PO model in the detection of low-frequency tones em-
bedded in fixed-level or roving-level masking noise is con-
sistent with that of humans �Carney et al., 2002�, making it a
suitable model to detect narrowband signals corrupted by
additive noise. In the present work, the PO model is ex-
tended to develop a speech enhancement scheme by utilizing
the facts that �a� much of the speech signal is voiced and can
be thought of as a combination of narrowband signals �i.e.,
harmonics� with varying amplitudes and �b� retaining the
high-amplitude harmonics near the formant frequencies is
perceptually more significant than the harmonics in the val-
ley regions. The MPO processing scheme will thus not be
able to retain the obstruents in a given speech signal al-
though it does detect the frequency onset of strident friction
in high SNR situations.

Figure 1 shows the PO model with center frequency
�CF� equal to 900 Hz. The two nerve fibers are modeled as
two gammatone filters with slightly different CFs. The mag-
nitude and the phase response of the two gammatone filters
are also shown in Fig. 1.

When the input is a tone at 900 Hz, the outputs of the
two filters will be out of phase and the cross correlation will
lead to a negative output. The output will remain negative as
long as the input is a bandlimited signal centered at the CF
�900 Hz in this case� and with bandwidth �BW� within the
out-of-phase frequency region �Fa−Fb in Fig. 1�. We refer to
the frequency region Fa−Fb as the out-of-phase region and
the rest of the frequency region as the in-phase region. When
the input is a wideband signal, the output of the two filters
will exhibit some degree of correlation and the cross-

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Deshmukh et al.: Modified phase-opponency based speech enhancement 3887



correlation output will be positive or very slightly negative.
Thus the model is able to distinguish between narrowband
signals and wideband noise. A saturating nonlinearity is ap-
plied to the output of each of the filters to minimize the effect
of amplitude fluctuations on the overall output of the PO
model.

Some of the issues with the PO model shown in Fig. 1
are that the relative magnitude response and the relative
phase response of the two paths depend on the same set of
parameters, making it difficult to manipulate either of the
two independent of the other. It is difficult to predict the
relationship between the parameters controlling the charac-
teristics of the PO model and the width and the location of
the out-of-phase region.

III. MODIFIED PHASE OPPONENCY MODEL

To address the concerns raised in Sec. II about the PO
model, the MPO model was developed in such a way that the
basic functionality of the PO model is maintained, but the
various properties of the model can be analyzed and modi-
fied independent of each other. Figure 2 shows the schematic
of the MPO model used in the present work. In the MPO

model, one of the paths is modeled as a linear-phase finite
impulse response �FIR� bandpass filter �BPF�. The other
channel is modeled as a concatenation of the same FIR BPF
followed by an all pass filter �APF�. The relative phase re-
sponse of the two paths can be manipulated by changing the
parameters of the APF which does not introduce any changes
in the relative magnitude response. The magnitude response
of the two paths can be manipulated by changing the param-
eters of the BPF which does not introduce any changes in the
relative phase response. Thus the MPO model shown in Fig.
2 allows for manipulation of the relative magnitude response
and the relative phase response independently of the other.
The filters are followed by an amplitude normalizing scheme
to minimize the effect of magnitude information in the cross-
frequency coincidence. The characteristics of the BPF are
mainly decided by the range of the target frequency that is to
be detected. The characteristics of the APF are mainly de-
cided by the expected frequency range and BWs of the target
signals. The relation between the parameters of the APF and
its phase response is explored below.

A. Mathematical formulation of the MPO model

Consider a second-order APF, H�z�, with one pair of
complex conjugate poles,

H�z� =
�z−1 − a*��z−1 − a�

�1 − a*z−1��1 − az−1�
,

where a=rej� is the complex pole and a* is its complex
conjugate. Figure 3 shows the magnitude and the phase re-
sponse of the APF for r=0.93 and �=0.375�. The magnitude
response is uniformly 0 dB for all values of the frequency �.
The phase response, ����, is given by

FIG. 1. PO filter pair to detect a tone at 900 Hz. GTF: Gammatone filter.
The relative phase response of the two GTFs is out-of-phase in the fre-
quency range �Fa−Fb�. The CFs for the two filters are 848.5 and 951.5 Hz.
Adapted from Carney et al. �2002�.

FIG. 2. Modified PO filter pair. “Norm” indicates amplitude normalization.

FIG. 3. �Color online� Magnitude and phase response of a typical all pass
filter with one pair of complex conjugate poles. The out-of-phase frequency
region is also shown.

3888 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Deshmukh et al.: Modified phase-opponency based speech enhancement



���� = − 2�

− 2 tan−1� 2r sin���cos��� − r2 sin�2��
1 − 2r cos���cos��� + r2 cos�2��� .

�1�

We are interested in deriving the relationship between r and
� and the location and the width of the out-of-phase region.
Notice from Fig. 3 that locating the out-of-phase region is
equivalent to locating the frequency region where the phase
response is the steepest. The frequency region where the
phase response, ����, is the steepest can be located by find-
ing the frequency where the slope of the phase response has
an inflection point, i.e., by finding the � for which
d2������ /d�2=0. Equating the numerator of the second-
order derivative to zero and simplifying leads to

D�r,�,��cos � = cos � ,

where

D�r,�,�� = �1 + 2r2 + 4r2�cos2 � + sin2 �� + r4

4r�1 + r2� � . �2�

If we assume �=�, then the cos � term on the left-hand side
of Eq. �2� is balanced by the cos � term on the right-hand
side. Further, if we assume r=1, then the sum of the coeffi-
cients in the numerator of D�r ,� ,�� �1+2+4+1=8� is ex-
actly equal to that of the coefficients in the denominator �4
� �1+1�=8�. Thus, the equality in Eq. �2� holds for �=� and
r=1. However, stability of the APF dictates that the magni-
tude of r be less than 1. It can easily be verified �Deshmukh,
2006� that D�r ,� ,�� remains close to 1 even for various
values of r less than 1. Thus, it is reasonably accurate to
assume that:

The slope of the phase response, ����, of a stable APF
with a pair of complex conjugate poles at re±j� is the steepest
at frequency �=�. Moreover, this frequency location is inde-
pendent of r, the magnitude of the pole.

The phase response, ����, of the APF at �=�, under the
assumption of r�1 simplifies to:

���� � �� if cot � � 0

− � if cot � � 0.
	 �3�

The phase response at �=� can thus be approximated
as ±�.

The closer the value of r to 1, the more accurate the
approximation is. The next step is to express the dependence
of the width of the out-of-phase region on the values of r and
�. This is equivalent to expressing the slope of ���� at �
=� in terms of r and �. Evaluating the derivative of ����
with respect to � at �=� for various values of � and �
shows that for a given value of r, the value of d������ /d� is
not very sensitive to the value of �. On the other hand, it is
very sensitive to the choice of r. It can thus be assumed that:

d������ /d� evaluated at �=� (i.e., at the frequency
where the phase response of the APF is the steepest) is inde-
pendent of � and is dependent only on the value of r.

In summary, for an APF with poles at a=rej� and a*, the
out-of-phase region is centered around �=� irrespective of
the value of r �the phase response at �=� is approximately

equal to ±�� and the width of the out-of-phase region is
controlled only by the value of r, irrespective of the value of
�.

B. MPO design

Our aim is to design a MPO structure to detect signals
centered at �c and of bandwidths less than or equal to ��.
The first requirement is to choose the APF such that the
phase response is about −� at �c. Analysis in Sec. III A
shows that this requirement is satisfied by choosing the phase
of the pole of the APF as �=�c �see Eq. �3��, irrespective of
what the value of r, the magnitude of the pole of the APF, is.
The expected bandwidth of the target signal, ��, dictates the
value of r. The value of r should be such that the phase
response, ����, of the APF spans −� /2 to −3� /2 in �� rad
centered around �c �i.e., the out-of-phase region corresponds
to the expected bandwidth of the input signal�. Unfortu-
nately, there is no closed form relation between r and the
BW of the out-of-phase region. For a given expected band-
width, ��, the value of r has to be computed using multiple
trials. But, as is shown in Sec. III A, for a given bandwidth,
the value of r is dependent only on the bandwidth and is
independent of the center frequency of the signal. Assume
that the optimal value of r for the expected bandwidth of ��
is r=rc. The APF is completely defined by specifying the
parameters r and �.

The next step is to choose the FIR BPF. The BPF has to
satisfy two constraints:

�1� The passband of the BPF should include the out-of-
phase region.

�2� The passband should be such that the MPO output is
negative for narrowband signals �with bandwidth less
than or equal to �� and centered at the CF� and positive
for wideband signals.

Several BPFs can be designed that satisfy the two above-
mentioned constraints. Figure 4 shows three such BPFs for a

FIG. 4. �Color online� Magnitude response of the �a� symmetric BPF; �b�
upward-skewed BFP; and �c� downward-skewed BPF that will be used in
the MPO structure with CF=1000 Hz. �d� Phase response of the APF that
will be used in the MPO structure with CF=1000 Hz. �e� Spectral slice of a
sonorant region in speech signal.
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MPO structure that can be used to distinguish narrowband
signals centered at 1000 Hz with bandwidth less than 250 Hz
from wideband noise signals. Initial versions of the MPO-
based speech enhancement scheme �Deshmukh and Espy-
Wilson, 2005; Deshmukh et al., 2005a� used BPFs with pass-
band symmetry across the CF of the MPO structure. Figure
4�a� shows the magnitude response of such a symmetric BPF.
Figure 4�d� shows the phase response of the APF used in the
corresponding MPO structure. The optimal bandwidth of the
BPF is computed by calculating the two-class �narrowband-
signal-in-noise versus noise-only� classification error for dif-
ferent choices of bandwidths and choosing the one that gives
the least error. For low values of bandwidth the output for
the presence-of-signal situations as well as for the absence-
of-signal situations will be negative leading to many false-
positive errors whereas for high values of bandwidth the out-
put for the absence-of-signal situations as well as for the
presence-of-signal situations will be positive leading to many
correct-miss errors. Figure 5 plots the total classification er-
ror for a MPO structure that uses the APF shown in Fig. 4�d�
and for different bandwidths of the corresponding symmetric
BPF. The optimal BPF is 450�2=900 Hz. Note that the
classification error is close to the minimum value over a
wide range of the BPF bandwidths �800–1200 Hz� and is
thus not very sensitive to the exact choice of the BPF band-
width. In all the simulations, the BPF length was kept con-
stant at 76 samples, and was constructed using the standard
MATLAB routine fir1.

Figure 6 shows the distribution of the output of the MPO
model shown in Figs. 4�a� and 4�d� for 5000 frames �a frame
is 30 ms long with a frame rate of 5 ms� each of white noise
and a bandlimited signal centered at 1000 Hz and of band-
width 250 Hz corrupted with white noise at 	, 20, 10, and
0 dB SNR. Notice that the distribution of the output for
white noise is well separated from that for the bandlimited
signal at 	 dB SNR. Moreover, the distribution of the band-
limited signal corrupted by white noise remains quite similar
over a wide range of SNRs �	 to 0 dB�. The threshold to

discriminate the presence of the signal from the absence of
signal is computed using the maximum likelihood �ML�-
based likelihood ratio test �LRT�. The optimal threshold
value is −0.0215. Figure 7 shows the receiver operating char-
acteristic �ROC� curve for MPO detectors at three different
CFs: 950 Hz �dash curve�, 1000 Hz �dotted curve�, and
1050 Hz �solid curve�. The optimal threshold values are:
−0.0183, −0.0215, and −0.0197, respectively. The ROC
curves in Fig. 7 were obtained by varying the threshold over
the range: �opt�thresh −0.05:−0.005� where opt�thresh is the
optimal threshold for the corresponding MPO detector. In
general, it is observed that the probability of false alarm is
below 3% for threshold values below 0 �the theoretical
threshold� and the probability of detection remains above
96% for threshold values as low as opt�thresh −0.05 indicat-
ing that the exact value of the threshold is not critical for the
overall operation of the MPO detectors. It is worth pointing
out that the thresholds for the MPO detectors at different CFs
are computed using the two extremes of �a� narrowband sig-

FIG. 5. �Color online� Variation in the binary classification error as the
bandwidth of the BPF is varied. The two classes are: �a� presence of nar-
rowband signal in broadband noise at 0 dB SNR and �b� broadband noise.

FIG. 6. �Color online� Distribution of the output of MPO model when the
input is white noise ���; band-limited signal at 	 dB SNR ���; at 20 dB
SNR �
�; at 10 dB SNR �black curve: *�; and at 0 dB-SNR ���.

FIG. 7. �Color online� ROC curves for MPO detectors at three different
CFs: 950 Hz �dash curve�; 1000 Hz �dotted curve�; and 1050 Hz �solid
curve�.
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nals centered at the CF and �b� white noise. These thresholds
are not retrained when the background conditions change. It
is shown in Sec. VI that the MPO speech enhancement
scheme is robust to various noise types at different levels
with no additional noise-specific training.

The other two BPFs shown in Fig. 4 have passbands
skewed upward or downward in frequency with respect to
the CF of the MPO structure �Figs. 4�b� and 4�c�, respec-
tively�. Both of these BPFs offer some advantages over the
symmetric BPF and will be discussed in Sec. IV A.

IV. MPO-BASED SPEECH ENHANCEMENT

Speech signals, for the most part, are composed of nar-
rowband signals �i.e., harmonics� with varying amplitudes.
The MPO-based speech enhancement scheme attempts to de-
tect and maintain these time-varying narrowband signals
while attenuating the other spectro-temporal regions. Figure
8 shows the schematic of the MPO-based speech enhance-
ment scheme. The analysis-synthesis filterbank can be any
near-perfect reconstruction �PR� filterbank. The overall per-
formance of the MPO enhancement scheme is insensitive to
the choice of the analysis-synthesis filterbank. In the present
work, a DFT-based PR filterbank is used. In a related work
�Anzalone et al., submitted�, a near-PR analysis-synthesis
gammatone filterbank proposed by Hohmann �2002� was
used. The input speech signal is split into overlapping frames
of length 30 ms at a frame rate of 5 ms. Each MPOi in the
figure is a MPO structure �Fig. 2� with a different CF. The
CFs are spaced every 50 Hz from 100 Hz to just below the
maximum frequency. The threshold, xi, to discriminate the
presence of signal from the absence of signal is trained sepa-
rately for each MPO structure as described in Sec. III B. The
MPO structures act as switches allowing the speech frame to
either pass as it is for reconstruction if the corresponding
MPO output is less than the threshold �indicating presence of
signal� or be attenuated by 10 dB if the output is greater than
or equal to the threshold �indicating absence of signal�. At-
tenuating the signal-absent regions by 10 dB, instead of ze-
roing them out completely, reduces the perceptual effect of
the residual noise. Higher attenuation of the speech-absent
regions leads to an overall increase in the objective distortion
measures as well as a lower PESQ measure.

In the initial version of the MPO-based speech enhance-
ment scheme �Deshmukh and Espy-Wilson, 2005; Desh-
mukh et al., 2005a�, each of the MPOi in Fig. 8 consisted of
a symmetric BPF and the APF was configured so that signals
with bandwidths less than or equal to 150 Hz would lead to
negative outputs. Such a scheme performs well when the
input speech signal is corrupted by additive white noise
which has a relatively flat spectrum with minimal level fluc-
tuations over time. But it passes a lot more noise when the
corrupting signal is colored noise with fluctuating levels. To
overcome this problem, the present version of the speech
enhancement scheme uses two sets of MPO structures at
each CF. Each set has five different MPO structures such that
each one of them has a different out-of-phase region ranging
from 120 to 250 Hz. Noise can be wrongly seen as speech
by one or more of the five different structures in either set,
but it is rarely seen as a narrowband speech signal by all five
structures. Similarly, narrowband speech signals are almost
always seen as speech signals by all five MPO structures.
Using five structures in each set strikes a better balance be-
tween computational cost and the amount of residual noise as
compared to a higher or lower number of structures per set.

A. Choosing the BPF for speech signals

Consider the spectral slice shown in Fig. 4�e�. The har-
monics close to F2 �around 1050 Hz� fall in the out-of-phase
frequency region of the MPO structure whereas the harmon-
ics close to F1 �around 550 Hz� fall in the in-phase fre-
quency region of the MPO structure with symmetric BPF.
The amplitude of F1 �and hence that of the harmonics close
to F1� is greater than that of F2 due to the known spectral tilt
in sonorant regions of speech signals. As a result, although
there is a narrowband signal at the CF of the MPO, the
output of this MPO structure will be positive and therefore
the speech information present in that frequency region will
be missed. The upward skewed BPF shown in Fig. 4�b� will
attenuate the F1 region and thus the output of the upward-
skewed MPO structure will be driven mainly by the fre-
quency content near the CF and in the frequency region
above the CF. Most of the time, such upward skewed MPO
structures are able to correctly detect the speech information
as they inherently take advantage of the spectral tilt present
in sonorant speech regions. The F2 information in Fig. 4�e�

FIG. 8. Schematic of the MPO-based speech enhance-
ment scheme. The threshold, xi, is trained using the
ML-LRT technique and all the regions with output
above this threshold are suppressed.
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that was missed by the symmetric MPO structure will be
detected by the upward-skewed MPO structure.

The downward-skewed filter shown in Fig. 4�c� is the
exact opposite of the upward-skewed filter. The passband of
the downward-skewed filter extends downward in frequency
with respect to the CF of the MPO structure. Consider the
case shown in Fig. 9�e� when two formants are of compa-
rable amplitudes and are in close proximity in frequency
�hence, the harmonics near these formant frequencies have
comparable amplitudes�. In such cases, the upward skewed
MPO structures will detect the higher frequency harmonics,
but will fail to detect the lower frequency harmonics. The
downward skewed MPO structures centered on the lower
frequency harmonics will be able to successfully detect such
instances because their in-phase region extends on the lower
frequency side. Each CF is thus analyzed using an upward
MPO structure as well as a downward MPO structure.

B. Speech enhancement scheme

As explained in Sec. IV A each MPOi in Fig. 8 consists
of five upward-skewed MPO structures �one set� and five
downward-skewed MPO structures �second set� all tuned to
the same CF, but with the width of the out-of-phase region
ranging from 120 to 250 Hz. The speech enhancement
scheme can now be described as a two-step process. In the
first step, the temporal regions where speech is present are
computed. For a temporal region to be voted as speech
present, it has to satisfy two conditions: �a� The MPO output
of at least one frequency channel from all five different
upward-skewed or all five different downward-skewed MPO
structures should be at least four times more negative than
the threshold for that particular channel and �b� the temporal
region should be at least 50 ms long.

In the second step, the frequency channels within the
speech-present temporal regions where speech information is
present are computed by finding the channels where the
MPO output from all five upward skewed or all five down-

ward skewed MPO structures is below the corresponding
threshold. The noisy speech signal from only these channels
is used for reconstruction.

The first step is to ensure that wrongful insertions in the
decision of temporal speech-present regions are kept to a
minimum and the second step is to ensure that all of the valid
speech-present spectral channels in a given speech-present
temporal region are detected.

The MPO speech enhancement scheme can thus be
thought of as applying a time-frequency two-dimensional bi-
nary mask to the input speech signal. The binary mask has a
value of one in speech-present spectrotemporal regions
where the speech signal is dominant and has a value of zero
in the speech-absent spectrotemporal regions where the noise
signal is more dominant. The binary mask is referred to as
the “MPO profile.” Figure 10�a� shows the spectrogram of
the utterance “five three seven six eight six” in clean. Figures
10�c�–10�f� shows the corresponding MPO profile when the
utterance is corrupted by subway noise at 	, 20, 10, and
5 dB SNR, respectively. The dark �blue� regions are the
spectrotemporal channels where the MPO profile is one. The
speech signal from these channels is used “as-is” to construct
the enhanced speech signal. The MPO processing retains al-
most all of the perceptually significant speech information
when the input signal is clean. Some of the formant transi-
tions through the fricative regions as well as the frequency
onset of strident frication are also tracked �e.g., around 1.6
and around 2.2 s�. As the SNR is reduced, most of the strong
sonorant information is detected by the MPO processing
while very little noise is mistaken as speech signal �e.g.,
around 1.4 s in Fig. 10�e� and around 1.2 and 1.9 s in Fig.
10�f��.

Figures 11�a� and 11�c� compare the MPO profiles of
two utterances “four three six four six three” �left� and “one
five” �right� in clean and when they are corrupted by car
noise and subway noise, respectively, at 10 dB SNR. The
MPO processing retains almost all of the perceptually sig-
nificant speech information when the input signal is clean.

FIG. 9. �Color online� Magnitude response of the �a� symmetric BPF; �b�
upward-skewed BFP; and �c� downward-skewed BPF that will be used in
the MPO structure with CF=2300 Hz. �d� Phase response of the APF that
will be used in the MPO structure with CF=2300 Hz. �e� Spectral slice of a
sonorant region in speech signal.

FIG. 10. �Color online� �a� Spectrogram of the utterance “five three seven
six eight six;” �b� the energy-based maximal mask; and �c�, �d�, �e�, and �f�
MPO profile at 	, 20, 10, and 5 dB SNR, respectively.
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When the input signal is noisy, the MPO processing,
while detecting most of the strong harmonics, fails to detect
the short vowel /I/ in both the instances of “six” �1.12–1.16
and 1.68–1.73 s in Fig. 11�d�� as well as completely misses
the last “three” �1.9–2.3 s�. Also notice that the /w/ in the
noisy “one” �0.22–0.3 s Fig. 11�d� on the right� is not de-
tected by the MPO processing. F1 and F2 for /w/ are very
close and thus look like a wideband signal which is not de-
tected by the MPO processing. Also note that in all of these
regions the temporal signal has strong periodicity which dis-
tinguishes it from the temporal signal in the noise-only re-
gions. On the other hand, some of the noise is wrongly seen
as narrowband signal by the MPO processing and is passed
for reconstruction �e.g., 0.12–0.2 and 2.23–2.3 s in Fig.
11�d��. But these noise regions are not as periodic as the
speech-present regions.

The number of noise-insertions and the number of
speech-deletions can be reduced by combining the MPO pro-
cessing with an algorithm that reliably estimates the period-
icity information in speech signals. In the present work, the
MPO processing is combined with our APP detector �Desh-
mukh et al., 2005b�. The APP detector estimates the propor-
tion of periodic and aperiodic energy in each spectrotemporal
channel as well as the confidence of periodicity in each time
frame. Such a time-frequency analysis by the APP detector
makes it convenient to combine the APP detector with the
MPO processing. The narrowband noise that is inserted in
the reconstructed speech signal by the MPO processing does
not have a harmonic structure across the frequency channels
similar to that of the periodic regions in a speech signal. On
the other hand, the locally wide-band regions of speech sig-
nals formed due to the proximity of two or more formants
retain a coherent harmonic structure across the frequency
channels. The APP detector captures this coherence of
across-frequency-channel periodicity and can reduce such
speech-deletions in the MPO speech enhancement scheme.

Section V presents a brief overview of the APP detector,

the use of the APP detector as a separate speech enhance-
ment technique, and the way in which the MPO processing is
combined with the APP detector.

V. APERIODICITY, PERIODICITY, AND PITCH
DETECTOR

The processing in the APP detector begins by splitting
the speech signal into 60 frequency channels that are equi-
spaced on the ERB scale. The average magnitude difference
function �AMDF� is computed on the envelope of each of the
frequency channels at a frame rate of 2.5 ms and a frame
length of 20 ms. The AMDF is given by

�n�k� = 

m=−	

m=	

�x�n + m�w�m� − x�n + m − k�w�m − k�� ,

where x�n� is the envelope signal, k is the lag value in
samples, and w�m� is a 20-ms-long rectangular window.

For a periodic signal, the AMDF attains minima �re-
ferred to as dips� values close to one at lags equivalent to the
pitch period and its integer multiples. Moreover, for a frame
in a periodic speech region, the pitch period is quite similar
across the different frequency channels. Thus, lag-wise addi-
tion of the AMDF dips across the frequency channels leads
to clustering at integer multiples of the pitch period as shown
in Fig. 12�a� for a frame during the /w/ centered at 0.27 s in
clean condition �Fig. 11, right-hand side�. Figures 12�b� and
12�c� show that the clusters are retained even as the SNR is
reduced to 10 and 5 dB, respectively. For an aperiodic frame,
the lag-wise addition of the AMDF dips across the frequency
channels results in dips that are randomly scattered over the
range of the possible lag values. For example, Fig. 12�d�
shows the lag-wise addition of the AMDF dips for an aperi-
odic frame centered at 0.46 s in the utterance shown on the
right-hand side in Fig. 11 and corresponds to the phoneme /f/
in “five.”

The periodicity confidence of a given temporal frame is
computed as the strength of the dips close to the cluster
peaks relative to the strength of the rest of the dips. The

FIG. 11. �Color online� �a� Spectrograms of clean signals “four three three
six four six three” �left� and “one five” �right�. �b� The MPO profiles of the
corresponding signals. �c� Spectrograms of the signals corrupted by car
noise �left� and subway noise �right� at 10 dB SNR. �d� The MPO profiles of
the corresponding noisy signals. �e� Periodicity confidence. Frames with
periodicity confidence greater than per�thresh are shown with a thicker line.
�f� The combined MPO-APP profiles of the noisy signals.

FIG. 12. AMDF clusters for a periodic frame at different SNRs and for an
aperiodic frame.
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locations of the cluster peaks is the estimate of the pitch
frequency. For aperiodic frames, where no strong clusters
exist, a cluster is formed around the lag with the maximum
strength. The periodicity confidence values for the plots in
Figs. 12�a�–12�d� are: 50.8, 9.7, 9.3, and 0.4, respectively.
The periodicity confidence can thus distinguish a periodic
frame from an aperiodic frame even when the speech signal
is corrupted by noise. The optimal threshold of the periodic-
ity confidence, per�thresh, to distinguish periodic frames
from aperiodic frames is computed using periodic and aperi-
odic frames from clean speech signals and is not altered as
the background conditions change.

Frequency channels where the AMDF dips close to the
cluster peaks are stronger than the AMDF dips away from
the cluster peaks are classified as periodic channels. The rest
of the channels are classified as aperiodic channels. This
leads to a spectrotemporal binary mask, called the “APP pro-
file,” which has a value of 1 in frequency channels which are
estimated to be periodic and a value of 0 in channels which
are estimated to be aperiodic. Also, note that if any of the
frequency channels has periodic noise then the periodic noise
will be classified as periodic speech signal only if the corre-
sponding period of the noise is very close to the estimated
pitch period of the speech signal. �Please refer to Deshmukh
et al. �2005b� for more details on the various stages of the
APP detector.�

A. APP-based speech enhancement technique

The APP speech enhancement technique consists of the
APP detector sandwiched between a near-PR analysis-
synthesis gammatone filterbank proposed by Hohmann
�2002�. �The setup is similar to the one shown in Fig. 8 for
the MPO speech enhancement scheme.� The filters of the
near-PR filterbank are equi-spaced on the ERB scale and the
CFs and the bandwidths are chosen such that they match the
filters used in the analysis of the APP detector. The spec-
trotemporal channels where the APP profile is one �indicat-
ing presence of periodic signal� are passed as-is to the syn-
thesis filterbank and the rest of the spectrotemporal channels
are attenuated by 10 dB before being passed to the synthesis
filterbank.

B. Combining MPO processing with the APP detector

As mentioned earlier, some of the main shortcomings of
the MPO processing are: �1� Noise insertions: Where some
of the narrowband noise is detected as speech-like although
it lacks the harmonicity typical of the sonorant speech re-
gions and �2� speech deletions: Where locally wideband re-
gions of speech signals are not retained although they have a
coherent harmonic structure across the frequency channels.

For each of the frequency channels analyzed by the
MPO processing, the AMDF dips are computed on the enve-
lope of the channel signal. The periodicity confidence of
each temporal frame is computed by the lag-wise addition of
the AMDF dips across the frequency channels as mentioned
in Sec. V. A given speech-present region in the MPO-
processing is classified as speech-absent �and thus not used
for reconstruction� if the maximum value of the periodicity

confidence in the corresponding region is below per�thresh.
For example, consider the MPO-estimated speech-present re-
gion between 0.13 and 0.20 s �Fig. 11�d�, left-hand side�.
The maximum value of the periodicity confidence in this
region is below per�thresh �frames with periodicity confi-
dence greater than per�thresh are shown with a thicker line in
Fig. 11�e��. Thus, this region will not be used for reconstruc-
tion. Such a strategy leads to a reduction in noise insertions.

All the frames that are classified as speech absent by the
MPO processing but have the corresponding periodicity con-
fidence greater than 2�per� thresh �indicating strong period-
icity� are classified as speech present and reintroduced for
synthesis. Figure 11�f� shows the combined MPO-APP pro-
file for the noisy utterances shown in Fig. 11�c�. Notice that
the noise insertions are removed and most of the speech de-
letions are reintroduced.

VI. EVALUATION

A. Database

The Aurora database �Hirsch and Pearce, 2000� was
used to evaluate the MPO-based speech enhancement
scheme. This database is a derivative of the TIdigits database
resampled at 8 kHz. The database has three different subsets
for testing. In the present study, only the test subset A was
used for evaluation. Subset A consists of utterances corrupted
by four different noise types at seven different SNRs from
	 to −5 dB. Each utterance in the Aurora database is cor-
rupted by one of the noise types at a given SNR. The four
different noise types are: Subway noise, babble, car noise,
and exhibition hall noise. These are referred to as N1, N2,
N3, and N4, respectively.

A database of speech signals corrupted by fluctuating
noise �F-DB� was formed from this subset of the Aurora
database. Each utterance in F-DB database consists of seven
digits. Each of the seven digits is corrupted by a different
noise type at a different SNR. The F-DB database consists of
1120 such utterances.

The overall MPO speech enhancement strategy �i.e.,
number of MPO structures at each CF, combining the output
of these MPO structures� was developed using a subset of the
TIMIT database corrupted by white noise and a subset of the
Aurora database.

The performance of the MPO and the combined MPO-
APP speech enhancement technique was compared with
some of the speech enhancement techniques presented in the
literature: �a� MMSE-STSA �Ephraim and Malah, 1984�; �b�
MMSE-STSA with noncausal SNR estimation �NC-MMSE�
�Cohen, 2004�; �c� logMMSE-STSA �Ephraim and Malah,
1985�; �d� Generalized Spectral Subtraction �GSS� �Comper-
nolle, 1992�; �e� Hu-Wang method �2004�; and �f� APP-
based speech enhancement technique. The code for the Hu-
Wang method was downloaded from their lab website. The
code was used as-is except the sampling rate was changed
from 16 to 8 kHz.

The evaluations presented here only compare the quality
of the enhanced speech signals and not their intelligibility.
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Detailed evaluations comparing the intelligibility of the
speech signals enhanced using the different techniques will
be reported in the future.

B. Spectrograms displays

We begin the evaluations by comparing the spectro-
grams of the speech signals enhanced using different tech-
niques. Figure 13 shows the spectrograms of a clean speech
signal, the speech signal corrupted by subway noise at 10 dB
SNR, and the speech signals enhanced by the GSS method,
the MMSE-STSA method, the Hu-Wang method, the pro-
posed MPO method, and the combined MPO-APP method.
The GSS method has a relatively less amount of residual
noise but suppresses alot of high-frequency low-energy
speech information. The MMSE-STSA method is able to re-
tain most of the speech information but passes alot more
noise compared to the other methods. The MPO method, on
the other hand, attenuates most of the residual noise while
retaining much of the speech signal including the high fre-
quency low energy speech information. For example, the
MPO method is able to retain the weak F3 information
around 2500 Hz near 0.65 s and again around 2700 Hz near
1.5 and 1.95 s while passing very little noise. Also notice
that the combined MPO-APP method removes the noise
around 1.4 s which was passed by the MPO method.

C. Evaluation using objective measures

The performance of the MPO speech enhancement
scheme was evaluated using three objective quality assess-
ment measures that have a high degree of correlation with
subjective quality. These three measures are based on the
dissimilarity of the linear predictive �LP� coefficients be-
tween the original and the enhanced speech signals �Hansen
and Pellom, 1998�.

�1� Itakura-Saito (IS) distortion measure: The IS distor-
tion measure between a frame of clean speech signal and the

corresponding frame of the enhanced speech signal is com-
puted by

dIS = ��c
2

�p
2��LpRcLp

T

LcRcLc
T� + log��p

2

�c
2� − 1,

where Lc and Lp are the LPC vectors for the clean frame and
the processed frame, respectively, �c

2 and �p
2 are the all-pole

gains for the clean frame and the processed frame, respec-
tively, and Rc is the autocorrelation matrix of the clean
frame.

�2� Log-likelihood ratio (LLR) measure: The LLR mea-
sure, unlike the IS measure, does not compare the all-pole
gains of the clean frame and the processed frame and thus
lays more emphasis on the difference in the overall spectral
envelopes of the two frames. The LLR measure is computed
using

dLLR = log�LpRcLp
T

LcRcLc
T� .

�3� Log-area-ratio (LAR) measure: The LAR measure is
computed using the Pth order LP reflection coefficients of
the clean frame and the processed frame in the following
way:

dLAR = � 1

P


j=1

P �log
1 + rc�j�
1 − rc�j�

− log
1 + rp�j�
1 − rp�j��2�1/2

,

where rc and rp are the reflection coefficients of the clean
frame and the processed frame, respectively.

All three measures return frame-level scores for a given
processed speech signal. An overall score is computed by
calculating the mean of the frame-level scores of the frames
with the lowest 95% scores. Such a scheme removes a fixed
number of frames which may have unrealistically high
scores �Hansen and Pellom, 1998�. An overall score of zero
implies the processed speech signal is exactly identical to the
original clean speech signal. Higher values indicate a greater
degree of distortion in the processed speech signal.

The performance was also evaluated using the objective
perceptual quality measure called the PESQ measure �Rix et
al., 2001�. The PESQ measure is the ITU-T standard to
evaluate the perceptual quality of processed speech signal.
The PESQ evaluation includes aligning the clean �reference�
signal and the enhanced signal in time and processing them
through an auditory transform. The auditory transform in-
cludes models of various stages of the human auditory appa-

TABLE I. IS distortion measure at different SNRs. The results are averaged
across the four different noise types used in this study.

Type Clean 20 dB 10 dB 5 dB

GSS 1.407 3.839 3.774 3.427
MMSE 0.526 1.448 2.571 3.453
logMMSE 1.642 3.584 5.230 7.468
NC-MMSE 0.623 2.221 3.712 8.765
Hu-Wang NaN NaN NaN NaN
APP 15.084 4.771 3.183 3.257
MPO 1.034 1.425 2.018 2.511
MPO-APP 1.083 1.399 1.981 2.469

FIG. 13. Spectrogram of �a� the clean speech signal “five three seven six
eight six.” �b� The speech signal corrupted by subway noise at 10 dB SNR.
The speech signal enhanced using the �c� GSS technique, �d� MMSE tech-
nique, �e� Hu-Wang technique, �f� MPO technique, and �g� MPO-APP tech-
nique.
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ratus. The outcome of the PESQ measure is an estimate of
the subjective mean opinion score �MOS�, which has values
between 0 �poor quality� and 4.5 �no perceptual distortion�.

Table I compares the IS distortion measure at different
SNRs for the output of different enhancement techniques.
The MPO processing leads to the lowest IS measure when
the input speech signal is noisy. Combining the MPO pro-
cessing with the APP detector �MPO-APP� leads to a further
drop in the IS distortion measure in noisy conditions. The IS
distortion measure computed on MPO-processed clean
speech signals is higher than that computed on clean speech
signals processed by other enhancement techniques. One of
the reasons for this higher value could be that the spectral
valleys in clean speech signal are further attenuated by the
MPO processing. The IS distortion values for the Hu-Wang
method were quite high and are hence replaced by NaNs
�not-a-number�. One of the reasons for the drop in the per-
formance of the Hu-Wang method could be the change in the
sampling rate. �Some of the parameters in the algorithm
could be optimized for the default sampling rate of 16 kHz.�.

Tables II and III compare the LAR and LLR measures,
respectively, at different SNRs for the output of different
enhancement techniques. The LAR and LLR measures ob-
tained for the proposed MPO enhancement scheme are com-
parable with those obtained for some of the other enhance-
ment schemes although the values are consistently higher
�indicating more distortion� than those obtained for the
MMSE-STSA enhancement scheme. Combining the MPO
enhancement scheme with the APP detector �MPO-APP�
consistently leads to a drop in the distortion values. Table IV
compares the PESQ measure at different SNRs for the output
of different enhancement techniques. The results are similar
to those obtained for the LAR and LLR measures. The com-

bined MPO-APP enhancement technique is an improvement
over the MPO enhancement technique and its performance is
comparable to that of some of the other enhancement tech-
niques.

D. Robustness to fluctuating noise types and noise
levels

The salient features of the MPO-based speech enhance-
ment scheme are as follows: �a� It makes minimal assump-
tions about the noise characteristics �the only assumption is
that noise is broader than the harmonics of the speech sig-
nal�, �b� it does not need to estimate the noise characteristics
nor does it assume the noise satisfies any particular statistical
model, and �c� the noise removal performance on a given
frame is independent of the performance on the adjoining
frames. This scheme can thus be potentially robust when the
level and the type of the background noise are fluctuating.
The performance of the proposed MPO enhancement scheme
was evaluated on the F-DB database of speech signals cor-
rupted by fluctuating noise. Figure 14�a� shows the spectro-
gram of one of the clean signals “oh three zero six zero two
four” from the F-DB database. The noisy signal is shown in
Fig. 14�b�. Figures 14�c�–14�f� compare the spectrograms of

TABLE II. LAR measure at different SNRs. The results are averaged across
the four different noise types used in this study.

Type Clean 20 dB 10 dB 5 dB

GSS 1.712 3.987 5.372 5.758
MMSE 0.994 3.215 4.871 5.496
logMMSE 1.160 3.218 5.211 5.867
NC-MMSE 0.779 2.867 4.881 6.013
Hu-Wang 7.761 17.841 32.533 40.827
APP 2.590 4.538 5.433 5.923
MPO 1.939 4.070 5.003 5.577
MPO-APP 1.919 4.022 4.941 5.507

TABLE III. LLR measure at different SNRs. The results are averaged across
the four different noise types used in this study.

Type Clean 20 dB 10 dB 5 dB

GSS 0.103 0.453 0.782 0.958
MMSE 0.081 0.397 0.748 0.942
logMMSE 0.111 0.392 0.784 0.998
NC-MMSE 0.064 0.366 0.765 1.032
Hu-Wang 2.746 11.362 26.807 35.710
APP 0.241 0.556 0.775 0.923
MPO 0.159 0.519 0.761 0.943
MPO-APP 0.158 0.510 0.750 0.929

TABLE IV. PESQ measure at different SNRs. The results are averaged
across the four different noise types used in this study.

Type Clean 20 dB 10 dB 5 dB

GSS 3.718 3.042 2.361 1.928
MMSE 4.086 3.060 2.464 2.072
logMMSE 4.054 3.133 2.502 2.075
NC-MMSE 4.136 3.045 2.440 2.020
Hu-Wang 1.402 1.012 0.780 0.625
APP 3.002 2.768 2.377 2.059
MPO 4.116 2.955 2.331 1.958
MPO-APP 3.815 2.994 2.420 2.051

FIG. 14. The efficiency of the MPO method in enhancing the speech signal
when the background noise is fluctuating is demonstrated. The digit se-
quence is “oh three zero six zero two four.” Spectrogram of �a� the clean
signal, �b� the noisy signal, the speech signal enhanced using the �c� GSS
technique, �d� logMMSE technique, �e� Hu-Wang technique, and �f� MPO
technique.
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the speech signals obtained using the GSS enhancement
scheme, the logMMSE method, the Hu-Wang method, and
the proposed MPO enhancement method, respectively. No-
tice that the MPO method is able to retain most of the speech
information while passing very little noise. The MPO
method attenuates the noise in between the spectral peaks of
“four” �3.6–3.9 s, local SNR −5 dB� and “zero” �2.5–2.8 s,
local SNR 5 dB� while retaining most the spectral peaks. The
performance of the different enhancement techniques in
terms of the various objective measures on the F-DB data-
base is tabulated in Table V. The IS, LAR, and LLR mea-
sures show lower distortion values on MPO-processed
speech signals compared to the output of the other enhance-
ment techniques and the PESQ measure shows that the
speech signals enhanced using the MPO enhancement
scheme have a better perceptual quality than those obtained
using the other enhancement schemes. Also, the combined
MPO-APP enhancement scheme introduces further improve-
ments in the MPO-enhanced speech signals.

VII. CONCLUSIONS AND FUTURE WORK

We have presented an algorithm for enhancing speech
signals corrupted by additive noise. The proposed MPO en-
hancement scheme alters the components of the PO model in
such a way that the basic functionality of the PO model is
maintained but the various properties of the model can be
analyzed and modified independently of each other. The
MPO speech enhancement scheme is based on the fact that
speech signals, for the most part, are composed of narrow-
band signals �i.e., harmonics� with varying amplitudes and
that the harmonics that are higher in amplitude are perceptu-
ally more significant. Combining the MPO speech enhance-
ment technique with the APP detector further improves its
performance by reducing the number of speech deletions and
noise insertions. The speech enhancement scheme presented
here does not need to estimate the noise characteristics, nor
does it assume that the noise satisfies any particular statisti-
cal model. The performance of the proposed enhancement
scheme, evaluated using different objective measures, is
comparable to that of some of the other speech enhancement
schemes when the characteristics of the background noise are
not fluctuating. The proposed MPO-APP enhancement
scheme outperforms other speech enhancement schemes
when the speech signals are corrupted by fluctuating noise.

The proposed enhancement scheme is implemented in
MATLAB and is about 30 times real time on a typical PC with
2.99 GHz CPU and 2.0 Gbytes of RAM. One of the main
factors contributing to the computational cost is the fre-
quency spacing of the MPO structures. In the present work,
the MPO structures are spaced every 50 Hz. Preliminary
evaluations show that increasing the spacing to 100 Hz dras-
tically reduces the computational cost while degrading the
performance only slightly. Several other modules in the
implementation of the MPO method can be optimized to
reduce the computational cost and will be addressed in the
near future. The residual noise passed by the proposed en-
hancement scheme is usually narrowband in nature and is
perceived as musical noise. Work is in progress to propose
algorithms to reduce the insertions of the musical noise. The
main limitations of the proposed MPO enhancement scheme
are its inability to retain turbulent speech sounds and its in-
ability to separate target speech signals from competing
speech signals. Evaluations of the MPO enhancement
scheme on the task of recognizing speech from a target
speaker in the presence of speech from competing speakers
show only a slight improvement in the recognition rate espe-
cially at low SNRs �Deshmukh and Espy-Wilson, 2006�. The
MPO-APP processing has to be combined with other speech
separation methods to improve the overall performance in
such cases. Work is in progress to evaluate the subjective
quality of the speech signals enhanced using the proposed
MPO-APP scheme. Work is also in progress to evaluate the
effectiveness of MPO processing as a preprocessing block
for robust speech recognition systems using large databases
like the Aurora database and to compare its performance
with that of some of the other enhancement schemes.
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The violin radiates either from dual ports �f-holes� or via surface motion of the corpus �top+ribs
+back�, with no clear delineation between these sources. Combining “patch” near-field acoustical
holography over just the f-hole region of a violin with far-field radiativity measurements over a
sphere, it was possible to separate f-hole from surface motion contributions to the total radiation of
the corpus below 2.6 kHz. A0, the Helmholtz-like lowest cavity resonance, radiated essentially
entirely through the f-holes as expected while A1, the first longitudinal cavity mode with a node at
the f-holes, had no significant f-hole radiation. The observed A1 radiation comes from an indirect
radiation mechanism, induced corpus motion approximately mirroring the cavity pressure profile
seen for violinlike bowed string instruments across a wide range of sizes. The first estimates of the
fraction of radiation from the f-holes Ff indicate that some low frequency corpus modes thought to
radiate only via surface motion �notably the first corpus bending modes� had significant radiation
through the f-holes, in agreement with net volume changes estimated from experimental modal
analysis. Ff generally trended lower with increasing frequency, following corpus mobility decreases.
The f-hole directivity �top/back radiativity ratio� was generally higher than whole-violin
directivity. © 2007 Acoustical Society of America. �DOI: 10.1121/1.2722238�

PACS number�s�: 43.75.De, 43.40.At �JGM� Pages: 3899–3906

I. INTRODUCTION

General radiation properties of the violin have been
measured since at least 1937 when Meinel1 compared the
radiation from a violin with and without a soundpost. In
1972 Meyer looked at the directivity patterns of violins, vio-
las, cellos, and contrabasses, observing in the violin, for ex-
ample, an evolution from nearly omnidirectional at low fre-
quencies ���size�, few-lobed up to about 2 kHz and many-
lobed above that.2 All of these measurements, however,
looked at the total radiation of the violin because there was
no way to separate the dual port contribution �f-holes� from
the surface motion radiation, the only two radiation sources
for a violinlike instrument. Recently Wang and Burroughs,3

using four measurement planes and planar near-field acous-
tical holography4 �NAH�, determined magnitudes and phases
of volume flows from surface and port regions to give a more
detailed view of radiation sources in the violin. �Driving
force frequencies however were limited to open strings and
harmonics up to 3 kHz only.� They observed that the area
across the top plate in the C-bout �central� region around the
bridge and soundpost �cf. their Fig. 3� was consistently a
prominent region for radiation. However their spatial resolu-
tion at 294 Hz was not sufficiently good to demonstrate that
radiation from A0, a Helmholtz-like cavity resonance near
this frequency believed to radiate only through the f-holes,
was indeed only from the f-holes and not partly from the
corpus �top+ribs+back�.

While various small substructures such as tailpiece,
neck-fingerboard, bridge, and strings, were not important ra-
diators, in agreement with general acoustic expectations,5

much of acoustic importance about the compliant-wall violin
corpus enclosing a dual-port cavity is still to be discovered.
For example, corpus wall motions are capable of exciting
various cavity modes, most prominently A0 �air modes all
labeled with the prefix A�, the lowest frequency strongly ra-
diating mode in the violin or any other current bowed string
instrument. Once any cavity mode is excited, and there are
more than 40 cavity modes in the violin below 4 kHz,6,7 the
question of how strongly they in turn back-couple to the
compliant corpus walls becomes important since pressure os-
cillations for modes below 1.3 kHz have already been ob-
served to excite significant surface vibrations.

One such mode, A1, the first longitudinal cavity mode
near 450 Hz coupled to A0,8 has a nodal line crossing the
f-hole region, suggesting an acoustic short; hence it should
not radiate effectively through the f-holes, yet some violins
have significant A1 radiation. Indeed for the violin octet a
general trend of A1 radiation increasing with size relative to
the nearby first corpus bending modes—the dominant low
frequency corpus mode radiators in smaller instruments—
actually led to it far outstripping radiation from these modes
for the large bass.9 If no radiation issued from the f-holes,
but the violin overall still radiated, only an indirect radiation
mechanism of cavity-mode-induced surface motion could be
the cause.

Another interesting indirect radiation mechanism possi-
bility is compliant wall motion associated with individual
violin corpus modes resulting in substantial net cavity vol-
ume changes, which in turn are capable of forcing acousti-
cally significant volume flows through the f-holes. At low
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frequencies where �� violin size, and the air can be treated
as approximately incompressible, experimental evidence can
validate this mechanism.

These matters can only be resolved using advanced tech-
niques with spatial resolution capable of unambiguously de-
termining where the radiation originates. Such an experiment
could ideally use NAH techniques since it is capable of de-
termining surface and f-hole radiation equally well, but ex-
perimental difficulties in getting close to every part of the
surface of the entire violin combined with the computational
effort and measurement surface constraints for such an un-
usual shape make it impracticable at present. However a re-
cent important variant of NAH, “patch” NAH �pNAH�,
where only a small part of a vibrating object is closely
scanned and radiation from only the measured area, or some
circumscribed portion thereof, is computed,10,11 offers a
practical alternative when combined with standard acoustical
and vibrational measurements.12

Radiativity profiles, volume flows, relative phases, and
radiation directivity for each f-hole, with special attention to
the low frequency “signature” modes—A0 �Helmholtz-like
cavity mode�, A1 �first longitudinal cavity mode�, CBR �‡
top and back plate nodal patterns�, and B1− and B1+ �first
corpus bending modes�—were created from pNAH measure-
ments. Computed volume flows through the f-holes were
compared to estimated net volume flows from experimental
modal analysis for selected normal modes below 0.8 kHz.
Finally averaged-over-sphere far-field total radiativity com-
bined with these pNAH computations for f-hole far-field ra-
diation was used to provide the first estimates of the fraction
of the violin’s total far-field radiation emitted from the
f-holes.

II. EXPERIMENTAL

A. Experimental modal and acoustic analysis

The experimental modal analysis and acoustic measure-
ments as well as various analysis techniques have been ex-
tensively covered,12 and so will not be covered here. A play-
able student violin �but without chinrest� chosen for its
significant far-field averaged radiativity �R� �pressure/force,
transfer function� for A1 near 450 Hz was employed to de-
termine whether this cavity mode radiated directly through
the f-holes or indirectly via induced wall motion. Excitation
of the violin was always via an automated miniature force
hammer striking the G-string corner of the violin bridge in
the plane of the bridge parallel to the top plate surface simi-
lar to configuration shown in Fig. 1�a�; pressure measure-
ments were made over an r=1.2 m sphere in an anechoic
chamber, with the violin supported “free-free” by two thin
elastics, to compute top and back hemisphere �Rtop� and
�Rback� �the ratio �Rtop� / �Rback� defines the directivity �D��
and, averaged-over-sphere �Rtotal� radiativities. These aver-
aged radiativities are all comprised of f-hole and surface
radiation contributions. The Fourier analysis was over
0–4 kHz, with �f =1.25 Hz resolution, for the modal and
acoustic measurements. A mobility profile of the violin top
plate obtained with a scanning laser verified that mode fre-
quencies, shapes, and mobility amplitudes had not changed

significantly from an earlier complete scan over the entire
violin.13 Mobility data from the earlier scan were then used
for the corpus. Another total radiativity �Rtotal� scan was per-
formed to average with the earlier data. Radiativity errors
incorporated �5% support fixture losses that were neglected,
�5% microphone calibration errors, and �3% excitation
force angle/plane variations �all somewhat frequency depen-
dent�, for a combined nominal ±10% value.

B. “Patch” near-field acoustical holography

The pNAH measurements of f-hole radiation required
very close, very accurate positioning of the scanning micro-
phone array, a practical impossibility with the anechoic
chamber support fixture and violin suspension where force
hammer excitation created 2–3 mm low frequency residual
rigid body motion. To eliminate the possibility of the micro-
phone array striking and possibly scratching the surface an
alternative suspension was necessary, placing the violin on
two cut out foam pieces attached with double-sided tape to a
rigid aluminum plate to support the end blocks. This arrange-
ment had been used previously14 and its effect on the violin’s
vibrational behavior was well understood: Raising rigid body
mode frequencies to roughly 20 Hz, significantly higher than
the thin elastic support system but still much lower than any
corpus mode vibrational frequency �lowest �400 Hz� so that
any effect on mode frequencies and shapes would be small,
and adding �20% support fixture damping to the total, al-
though all corpus mode dampings were still �1.2% of criti-
cal. Again these acoustic scans have nominal ±10% errors,
after correction for the additional support fixture losses.

The pNAH microphone data were acquired over the
same frequency range and �f as the modal and acoustic data,
using 6 Knowles EA-OKPL omnidirectional microphone

FIG. 1. �a� Translating-shifting microphone array over f-hole region with
excitation force hammer at bridge corner driving point; �b� support paddle-
variable backplane positioning setup with lab jack �not shown� under back-
plane.
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modules mounted in a linear array oriented at �45° to the
scan plane as pictured in Fig. 1�a�. The microphone spacing
was 5.8 mm, but a calibrated shift of the array created an
effective spacing of 2.9 mm. The array was translated using
a specially constructed positioning support fixture to cover 9
steps with 1.05 cm spacing between each, starting just be-
low, stepping along the length, and ending just above each
f-hole, resulting in a 12�9 array of points for each f-hole.
At each position of the array the excitation force on the vio-
lin was recorded simultaneously to create pNAH radiativity
transfer functions so that relative acoustic phase information
could be determined at each of the 108 points. The overall
area covered by each plane was 26.8 cm2, about 20% of
which was taken up by the f-hole itself. The microphone
array calibration was made using a white noise source in the
anechoic chamber and an adjacent calibrated microphone.

Near-surface reflection/interference effects �herein la-
beled backplane loading� on measured pressures over the
f-hole region were checked independently in another support
fixture that placed the violin on the same foam supports now
attached to a pair of thin support paddles that floated above
the original A1 plate �Fig. 1�b��, which was placed on a lab
jack to vary the violin-plate distance. Although this support
fixture introduced some additional relative microphone-
violin motion, pressure response variations could easily be
observed as the backplane distance was varied. The micro-
phone array was placed close to the bridge, with the inner-
most microphone at the bridge foot and the outermost micro-
phone overlapping the edge of the violin.

A sequence of measurements, starting as close as pos-
sible to the original position �1� � during actual measure-
ments and then stepping to 2�, 4�, and 8� the original
distance �plus 8� with Sonex© absorber foam�, was used to
observe systematic variations in microphone output. The out-
put of microphone 3, directly over the middle of the f-hole,
was used as a measure of backplane loading on radiation
from the f-hole. Maximum and minimum radiativity values
were extracted from this family of curves and plotted versus
frequency in Fig. 2. Overall little significant backplane load-
ing was observed across the 4 kHz range examined, with 8

� �with or without Sonex© foam� typically being the great-
est, a few percent larger than 1� results except in the
minima. There was however one important exception: The
first corpus bending modes near 500 Hz had a minimum ra-
diativity at 1� and maximum at 8� for microphone 3,
which corresponded to 19% and 29% changes, respectively.
These values were used to correct for B1− and B1+ backplane
loading when computing the fraction of radiation from
f-holes Ff.

With the foam support system on the rigid aluminum
plate, it was possible to scan the array �1 mm from the
irregular surface at the closest points without danger of vio-
lin motion creating accidental strikes on the microphone ar-
ray. Over the entire scan the microphone-surface distance
ranged from �1 to �4 mm. A 12�9 array of raw radiativity
data from a complete scan over one f-hole is shown in Fig. 3.

C. “Patch” near-field acoustical holography

The raw radiativity data represent phased nearfield ho-
lograms that were processed to reconstruct the radiativity,
normal velocity, and normal intensity in the plane of the
f-hole.10,11 Patch NAH provides accurate reconstructions and
removes the need for holograms extending past the ends of
the violin body, as was done by Wang and Burroughs.3 The
determination of the normal velocity in the f-hole plane pro-
vided by pNAH is difficult to measure by any other means
and provides a direct measure of the volume flow from the
f-holes. Furthermore, the determination of the normal acous-
tic intensity in the f-hole plane provides a means of comput-
ing the total power radiated from the f-hole alone.

NAH processing sharpens the raw microphone data �Fig.
3, showing blocks at every tenth frequency step, 12.5 Hz
intervals� to give a much clearer outline of the f-hole in the
final normal volume velocity display as shown in Fig. 4. The
real part of the volume velocity is shown in Fig. 4, with
positive and negative phase information provided by gray
scale coding.

The NAH processing also provides detailed information
on surface motion immediately adjacent to each f-hole that is
directly comparable to mobility data gathered in a laser scan.
Once the data have been NAH-processed, the final step is to
demarcate the region from which radiation to the far field
will be computed.

FIG. 2. Maximum �shaded� and minimum �thin line� radiativity Rf3 for
microphone 3 at mid-f-hole versus frequency over all backplane distances
and absorber configurations. �Narrow structures are string resonances.� Es-
pecially note curve separation in B1 region.

FIG. 3. A 12�9 array of raw radiativity data from bass bar side f-hole with
scale denoting positive-negative values. Individual blocks correspond to
12.5 Hz interval stepped-frequency results �every tenth frequency step�.
Blurred f-hole outline clearly apparent.
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D. Boundary element model computations

To compute the radiation on an r=1.2 m sphere from the
measured volume flow in the f-holes, a boundary element
model employing a rigid violin-shaped corpus with f-holes
was generated. BEM discretization decomposed the violin
surface into 1326 linear triangular elements with 665 node
points. Close to each f-hole, a special distribution of points
corresponding to the NAH reconstructed velocity from the
12 by 9 array of microphone points was inserted. Figure 5
shows the element distribution of the violin surface with the
increased density of elements near and in the f-hole regions.
This boundary element decomposition of the violin surface
was used to create a matrix transfer function via the direct-
explicit approach15 to take velocity into acoustical pressure
over the surface of the sphere. In the Results section the
measured radiativity from the f-holes alone as determined
from pNAH and the BEM projection is compared with the
direct measurement of the violin total radiativity in an
anechoic chamber.

III. RESULTS

The pNAH radiativity data from the f-hole scans were
used to extract: �1� surface and volume velocities over the
scanned area, �2� comparisons of A0 radiation with Cremer
model monopole predictions in the top hemisphere,16 �3� ra-
diation patterns for far-field pressures from the f-holes only
�using the BEM model�, at selected frequencies for a few

important individual modes, �4� an averaged-over-sphere far-
field radiativity �Rf� at 1.2 m from measured f-hole volume
velocities �and the BEM model� for comparison with �Rtotal�
measured in the anechoic chamber to compute fraction of
acoustic energy radiated from both f-holes Ff, and �5� the
directivity �Df� of radiation from the f-holes �computed from
the ratio of averaged top to back plate hemisphere radiativi-
ties� for comparison with equivalent directivity �D� com-
puted from the anechoic chamber total radiativity measure-
ments. All of these are new results for the violin.

A. Surface and volume velocities

All of the low frequency cavity and corpus modes of the
violin up to about 600 Hz �sometimes called signature
modes� are readily identifiable from violin to violin, and will
be discussed individually due to their importance for the
sound in the open-string pitch region. Above this range
variations in individual materials and construction methods
modify mode shapes and so interviolin mode comparisons
become unreliable and statistical measures become neces-
sary. Fortunately above 1 kHz the violin also enters a fre-
quency region where �a� the radiation efficiency has in-
creased so that all modes radiate well and �b� significant
mode overlap is common. Hence the importance of indi-
vidual modes decreases, justifying the statistical approach.

Referring to the results shown in Fig. 4 for A0 near
275 Hz and A1 near 453 Hz, there is essentially zero surface
motion for both modes �midgray outside f-holes� compared
with the volume velocity in the f-holes. A1 however induces
significant cavity wall motions in the upper and lower bout
regions of the violin that reflect the pressure polarity reversal
of this first longitudinal cavity mode, leading to a surface
motion nodal area in the central C-bout region. A0 has all
positive volume velocities over the f-holes as expected,
while A1 shows a polarity reversal corresponding to its ex-
pected node at the f-hole, producing an intra-f-hole acoustic
short that signifies weak far-field radiation from the f-holes.

A further demonstration of the detail available from
these NAH scans comes from expanding the display to in-
clude both f-holes for two signature modes in Fig. 6. The
CBR mode looks like a rhomboid in the C-bout region cross-
section, with ‡ top and back plate nodal patterns that indicate
weak radiation from the corpus of the violin. Note that the
CBR mode f-hole air motion on both sides of the violin is
out of phase with the top plate motion immediately adjacent

FIG. 4. Volume velocity derived from patch NAH using
raw radiativity holograms �Fig. 3�. The f-hole outlines
are sharpened due to difference between motion of
wood surrounding f-holes and the enclosed air. �Signa-
ture cavity A0 ��275 Hz� and A1 ��450 Hz�, and cor-
pus CBR ��387 Hz� and B1−, B1+ ��487 and
�525 Hz, respectively� modes are shown boxed.�

FIG. 5. BEM geometry model to compute far-field radiativity using pNAH
f-hole volume velocity profiles. Note insertion of f-hole measurement grids
over violin corpus grid.
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to it, indicating an inter-f-hole acoustic short for the f-hole
radiation. The CBR mode is a good example of a mode with
approximately zero radiation damping, hence its total damp-
ing consists of just internal damping.

Finally, no example of negligible air motion in the
f-holes was observed below 2.5 kHz in the pNAH results,
irrespective of the motion or lack of motion of the surface
immediately adjacent to the f-holes, or its in- or out-of-phase
behavior relative to the f-holes. This observation underscores
the highly vibroacoustic character of the violin’s dynamic
response where the mechanical motions of the corpus affect
the enclosed air motions, while enclosed air oscillations af-
fect corpus motions.

B. A0 monopole radiativity

The f-hole monopole radiation of A0 was computed di-
rectly from Cremer’s lumped element mode,16 which as-
sumes that the excitation force on the bridge drives a plate
stiffness �spring� in series with a parallel branch consisting
of the air cavity stiffness in parallel with the air-slug mass in
the f-holes �Cremer’s equations 10.11a and 10.14�. In addi-
tion a resistance due to air viscosity was assumed in series
with the air-slug mass to limit the f-hole resonance to a finite
radiated pressure. Once the volume flow q0 in the f-hole is
determined, the radiated pressure pf at r=1.2 m is deter-
mined using the simple monopole formula, pf

=−i�	q0�eikr /4
r�. In this model it was assumed that the
total Q �viscous+radiation damping� was 20 �from anechoic
chamber measurement results�, and that the vibrating plate
area �S1 in Cremer’s model� was 500 cm2. It is remarkable
how closely Cremer’s model prediction compares with the
direct measurement of radiativity �Rtop� �see Fig. 7�.

To compute the radiated pressure �always normalized to
1 N force� on a sphere of radius 1.2 m from the pNAH mea-
surements the normal velocity reconstructed in each f-hole
�Fig. 4 shows bass-bar side f-hole results� was inserted into
the BEM model. The normal velocities at all BEM nodes
except the nodes in each f-hole were set to zero. Thus the
violin body acts as a rigid baffle, with radiation only from
the f-holes. The pressure was spatially averaged over the
violin top and back hemispheres individually or combined, to
produce pNAH averages analogous to those computed for
the experimental radiativities �Sec. II A�. A measure of
f-hole radiation directivity �Df� was computed from ratio of
pNAH top-to-back pressures, again analogous to the experi-

mental estimates. �Radiativity units are always Pa/N indicat-
ing normalization to driving force on bridge.� The pNAH
predictions of A0 radiation from the f-holes into the top
hemisphere are compared in Fig. 7 with the Cremer mono-
pole and �Rtop� results. The agreement within experimental
error with the direct measurement at the f-hole resonance
frequency of �275 Hz indicates that the A0 radiation is due
solely to the volume flow out of the f-hole, confirming prior
assumptions about this mode.

Note that below this resonance from 200–230 Hz the
averaged top hemisphere f-hole radiativity was considerably
larger than the violin �Rtop�. The explanation is simple �as
hinted in Fig. 4� the corpus near the f-hole vibrates 180° out
of phase with the air velocity in the f-hole. This 180° phase
change results in a volume flow cancellation dramatically
reducing the radiation from the complete violin. Mathemati-
cally, resorting again to Cremer’s model �ignoring losses for
simplicity� we can rewrite it as q0=−�1/1− �� /�H�2�qb,
where qb is the total outward volume flow of the corpus and
�H is the f-hole resonance frequency. This equation demon-
strates the fact that as �→0, q0→−qb and the volume flow
from the f-holes is equal, and opposite, to the volume flow
from the corpus. Above the f-hole resonance the volume
flows from the corpus and f-holes would tend to be in phase,
according to the above equation. However, Cremer’s model
fails to incorporate the presence of higher corpus modes and
relative phase with these, a point addressed by Schelleng,17

or to incorporate the coupling between A0 and the next
higher �first longitudinal� cavity mode A1.8 Clearly the vari-
ous phase cancellations and couplings must be incorporated
properly before such matters can be discussed appropriately.

C. f-hole radiation patterns for low frequency
modes

The far-field f-hole radiation pattern for A0 is approxi-
mately isotropic at 1.2 m as can be seen from Fig. 8, with
�Df�=1.08. This is quite similar to the value of 1.15 for the
overall violin directivity �D�, computed from the anechoic
chamber measurement ratio �Rtop� / �Rback�. The radiation pat-

FIG. 6. Acoustic shorts �f-hole outlines superimposed�: inter-f-hole for the
CBR mode �plate nodal lines and C-bout cross section shown�; intra-f-hole
for A1. �Bass bar–soundpost sides notated in CBR.�

FIG. 7. �Color online� Comparison among monopole model for Helmholtz
resonance A0 �Q=20, S1=500 cm2; dashed line�, pNAH prediction �-�-�,
and measured �solid line� top hemisphere total radiativities. �Approximate
violin fingered pitches starting at open G shown for reference.�
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tern was computed using BEM for a motionless corpus
�baffle� as described above and the pNAH results for the
f-hole volume flow. This result is unsurprising since A0 has
a wavelength ���1.25 m� much greater than any f-hole or
plate dimension. The f-hole radiation pattern for the B1− and
B1+ modes is also close to isotropic with �Df�=1.23 and
1.27, close to the overall violin �D�=1.01 and 1.31, respec-
tively. Neither A1 nor CBR modes radiated significantly
through the f-holes �see Fig. 6�.

D. Total versus f-hole radiativity

With the f-hole volume velocity it is straightforward to
compute a pNAH radiativity into the top hemisphere for
comparison to the analogous averaged farfield top radiativity
�Rtop� measured in the anechoic chamber.13 The comparison
is presented in Fig. 9. As expected, within our total and
pNAH radiativity errors, A0 radiates entirely from the
f-holes. On the other hand, the dip at A1 indicates no signifi-
cant radiation through the f-holes, confirming the long-held
belief that since these fall near a node for A1 �created of
course by the f-holes themselves� there would be an acoustic

short in the f-holes. Consequently the sole source of the
measured total radiativity must be the A1-induced surface
vibrations.

As can be seen from Fig. 9 A1 is not a major radiating
mode for this violin. Even though Schelleng completely dis-
missed A1 and higher cavity modes as significant radiators in
his original violin octet scaling, A1 has been observed to
evolve in strength to finally become the major radiator in the
“main wood” region for the large bass member of the violin
octet.18 The source of the large bass’ radiation in this region,
assuming insignificant A1 radiation through the f-holes as
observed in this violin experiment, must therefore come pri-
marily from induced surface motion.

Another new result from Fig. 9 is that some corpus
modes radiate strongly through the f-holes. For example, a
major part of this violin’s first corpus bending modes’ overall
radiation is indirect through the f-holes, not direct from sur-
face motion. For certain “corpus” modes the fraction of the
radiation from the f-holes approaches 1, e.g., the corpus
mode near 1.1 kHz. This surprising result further compli-
cates our understanding of violin sound because it concerns a
hitherto unexamined source of radiation.

A brief summary of the significant direct and indirect
violin radiation mechanisms discovered to date seems in or-
der here: Cavity modes radiating �1� directly through the
f-holes such as A0, or �2� indirectly through induced cavity
wall vibrations such as A1 �and A2 and possibly higher cav-
ity modes in larger instruments18�; corpus modes radiating
�3� directly from the surface �most modes� and/or �4� indi-
rectly through the f-holes.

E. Mechanical estimate of volume flow

The experimental modal analysis �EMA� results provide
an independent albeit crude check on this indirect corpus
mode radiation path since the mobility scans covered almost
the complete violin corpus. By scaling the normal mode mo-
bility results in the modal analysis program to compliance
�displacement/force� and using surface areas for each corpus
substructure in the violin it was straightforward to make a
rough mechanical estimate of volume changes over a cycle
for individual normal modes. Approximate estimates of the
volume flow out of the f-holes are possible if the air inside
can be considered incompressible, restricting computations
to modes that have �� violin length �f �800 Hz�. An addi-
tional caution—the pNAH computations were done at a par-

FIG. 8. �Color online� Computed
pNAH f-hole radiation patterns �Pa/N�
shown as color plots on a sphere with
r=1.2 m for �1� A0 at 270 Hz and �r�
B1+ at 521 Hz. B1−, the lower first
corpus bending mode, has a shape
very similar to B1+. �Violin top plate
in overlay for orientation.�

FIG. 9. �Color online� Lower curves: Top hemisphere pNAH radiativity
from f-holes ��� versus �Rtop� �thick line� up to 2.6 kHz. �Narrow structures
due to undamped string resonances.� Upper curves: f-hole directivity �Df�
��� versus violin directivity �D� �thin line�. �Signature cavity modes noted
with open arrows and corpus modes with filled arrows.�
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ticular frequency and thus incorporate whatever normal
modes were participating at whatever level and relative
phase in the overall vibration at this frequency �some indi-
cation of overlap can be seen in Fig. 9�, whereas our normal
mode volume changes were computed for one particular
mode only, with no participation from other modes. Hence
some variation between EMA and pNAH results must be
expected, especially for overlapping modes, although at the
peak of an isolated strong mode it is a good assumption that
this mode dominates the measured overall mobility.

The EMA f-hole volume flow calculations were per-
formed for A0, the first corpus bending modes B1− and B1+

and a strong mode near 730 Hz �Fig. 9�. Because A0 is not a
corpus mode—although some corpus motion obviously is
required to excite A0—its corpus volume change should be
much less than its volume flow would imply; the estimated
EMA volume flows for A0 were 323 cm3/s /N, much less
than the 2290 cm3/s /N pNAH estimates. The corpus mode
EMA versus pNAH f-hole volume flow comparisons for B1−

were 1571 versus 2343 cm3/s /N, for B1+ 2689 versus
2088 cm3/s /N, and 1695 vs 755 cm3/s /N for the mode at
735 Hz. A0 corpus motion-induced volume flow estimates
were only 14% of the pNAH value, the lowest ratio by far
and too weak to result in the observed average radiativity at
1.2 m. The corpus modes had much larger EMA/pNAH vol-
ume flow ratios, ranging from 0.67 to 2.24, considered nomi-
nally equivalent for these crude estimates. It is worth noting
that Saunders, using a bowing machine for excitation and a
silk fiber observed through a microscope, saw some indica-
tion of f-hole air motion for the violin “main body” reso-
nance �now B1−–B1+� but no higher body modes.19

F. Fraction of radiation from f-holes

Using separate averaged-over-a-sphere f-hole �Rf� and
total radiativity �Rtotal� results, estimates of the fraction of
violin radiation from the f-holes Ff = �Rf� / �Rtotal� were com-
puted for strongly excited modes up to 2.6 kHz �first corpus
bending modes corrected for backplane air loading�; above
this frequency pNAH calculations were not carried out.
These results are shown in Fig. 10 along with a superim-
posed trendline. The overall falloff in Ff results from the
fusion of two dynamic trends: Less corpus motion �typically

corpus mobility falls off at frequencies ��1 kHz� and in-
creased radiation efficiency �up to critical frequency �4 kHz
for violins,20 where the radiation efficiency plateaus� as fre-
quency increases. Thus steadily decreasing surface motion,
which implies smaller volume flows, combined with steadily
increasing ability to turn surface motion into radiation leads
to the general conclusion that the fraction of acoustic energy
radiated through the violin f-holes will diminish steadily
with increasing frequency, even above the critical frequency;
extrapolating from the trendline Ff drops to �0.1 at 4 kHz.
Interestingly, much of the radiation from a guitar in the lower
octaves—in addition to the cavity resonance radiation—was
also observed to issue from the sound hole in the earliest
application of NAH to a musical instrument,21 and back plate
motions were often the major reason for the volume flow,
rather than the top plate �confirmed by later modal analysis
of another acoustic guitar22�.

An interesting general argument to support “breathing”
behavior of a violin based on conservation of momentum
principles was provided by Cremer based on a simplistic
4-mass model of the violin,23 where the center of mass of the
violin must remain fixed, hence the top and back plates,
which comprise most of the violin’s mass, must vibrate in
opposite phases, creating an overall breathing behavior to
provide most of the radiation at low and possibly midfre-
quencies. Cremer also noted that the nonzero mass and ki-
netic energy of the ribs in this 4-mass model led to two
“chief body resonances,” not one, possibly analogs to the
two first corpus bending modes, B1− and B1+. However an
earlier experiment examining removal of the violin sound-
post on a violin’s mode frequencies and shapes indicates that
one of the first corpus bending modes disappeared.24

G. Directivity

The anechoic chamber measurements were used to com-
pute a simple measure of radiation directivity �D� from a
ratio of top to back averaged-hemisphere radiativities as pre-
sented in Fig. 9. Although �D�, which includes the corpus
and f-hole contributions, showed structure as different violin
modes were traversed a gradual general rise from �1 at the
lowest frequencies, where �� violin size and hence nomi-
nally isotropic radiation is expected, to �2 at 4 kHz was
observed for all violins.13 The f-hole directivity �Df� showed
little structure below 1 kHz, but considerably more above.
�Df� rises more rapidly than �D�, but appears to roughly pla-
teau above 1.2 kHz. This behavior appears to be of some
value to violinists at low frequencies, always the least effi-
cient region, when the violin is held as usual, canted at an
angle toward the audience. Since radiation from the top
would be more effective in reaching the audience, the f-hole
contribution—raising the overall directivity at lower
frequencies—somewhat enhances the effective ability to ra-
diate toward the audience.

IV. CONCLUSIONS

Details inherently accessible in a fine mesh patch NAH
experiment have greatly increased our ability to understand

FIG. 10. Fraction of total radiation from f-holes Ff for normal modes below
2 kHz �symbol: ��� A0, ��� corpus modes, and nominal errors � symbol
size�. Trendline �corpus modes only� to guide eye.
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some of the complexities of violin f-hole radiation. These
first pNAH measurements on a musical instrument have
given us important insights into intra- and inter-f-hole phase
relationships, volume flow phase relationships with immedi-
ately adjacent surface motions, radiation from only the
f-holes of the violin, and the basic direct and indirect radia-
tion mechanisms of the violin. When used in combination
with standard acoustic far-field measurements we find that
the f-holes participate in the overall radiation from the violin
far more than previously supposed, with many low frequency
“corpus” modes radiating strongly, even predominantly,
through the f-holes.

To some extent the already complex problem of under-
standing how the violin radiates has been complicated fur-
ther, even though evidence for vibroacoustic coupling has
been around a long time. The two traditional violin direct
radiation mechanisms—A0 cavity mode radiation from the
f-holes and corpus modes radiating from the surface—have
now been joined by two indirect mechanisms—cavity-mode-
induced wall vibrations and corpus-motion-induced air flow
through the f-holes. Because A0 and A1 have been observed
to dominate radiation in the open string region for some very
large bowed string instruments, while indirect radiation
through the f-holes modes can dominate the total radiation
for some low frequency major corpus radiators in smaller
instruments, it has become clear that all four of these radia-
tion mechanisms must be accounted for in any complete
analysis of the radiation from violins and other members of
the bowed string instrument family.
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The use of guided waves has recently drawn significant interest in the ultrasonic characterization of
bone aiming at supplementing the information provided by traditional velocity measurements. This
work presents a three-dimensional finite element study of guided wave propagation in intact and
healing bones. A model of the fracture callus was constructed and the healing course was simulated
as a three-stage process. The dispersion of guided modes generated by a broadband 1-MHz
excitation was represented in the time-frequency domain. Wave propagation in the intact bone
model was first investigated and comparisons were then made with a simplified geometry using
analytical dispersion curves of the tube modes. Then, the effect of callus consolidation on the
propagation characteristics was examined. It was shown that the dispersion of guided waves was
significantly influenced by the irregularity and anisotropy of the bone. Also, guided waves were
sensitive to material and geometrical changes that take place during healing. Conversely, when the
first-arriving signal at the receiver corresponded to a nondispersive lateral wave, its propagation
velocity was almost unaffected by the elastic symmetry and geometry of the bone and also could not
characterize the callus tissue throughout its thickness. In conclusion, guided waves can enhance the
capabilities of ultrasonic evaluation. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2354067�
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I. INTRODUCTION

Quantitative ultrasound has gained significant interest in
the assessment of osteoporosis and the evaluation of fracture
healing. The so-called axial transmission technique has been
used to examine the properties of long bones, such as the
tibia and radius. Typically, a transmitter and a receiver are
placed in contact with the skin �percutaneous application�
along the long axis of the bone. The emitted ultrasonic pulse
�typically in the 0.2–2-MHz frequency range� propagates
along the bone and the first arriving signal �FAS� at the re-

ceiver is used to determine the ultrasound propagation veloc-
ity. To compensate for the effect of the overlying soft tissues,
methods using either multiple percutaneous transducers
�Bossy et al., 2004a; Saulgozis et al., 1996� or transducers
implanted directly into the fracture region �Protopappas et al.
2005; Malizos et al., 2006� have been proposed.

In the assessment of osteoporosis, experimental �Moil-
anen et al., 2003; Njeh et al., 1999b; Tatarinov et al., 2005;
Raum et al., 2005� and simulation studies �Bossy et al.,
2002, 2004b; Camus et al., 2000; Nicholson et al., 2002�
have demonstrated that the propagation velocity of the FAS
is related to the bone mineral density, the thickness of the
cortex, and the elastic properties of the bone, and is also a
significant discriminator of osteoporotic fracture risk. In the
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context of bone healing, the aim of the ultrasonic evaluation
is to monitor the course of healing, detect any complications
�e.g., delayed unions or nonunions� and early assess func-
tional bony union. Animal �Abendschein and Hayatt, 1972;
Gill et al., 1989; Malizos et al., 2006; Protopappas et al.,
2005� and clinical studies �Cunningham et al., 1990; Gerlanc
et al., 1975; Maylia and Nokes, 1999� have shown that the
FAS propagation velocity in fractured bones gradually in-
creases over the healing period as a result of the fracture
callus consolidation process. Experiments on acrylic plates
immersed in water have also been performed to investigate
the dependence of the FAS velocity on the soft tissue thick-
ness, cortical thickness, and fracture gap width and depth
�Lowet and Van der Perre, 1996; Njeh et al., 1999a�.

However, when the wavelength of the transmitted wave
is comparable to or smaller than the thickness of the cortex,
the type of wave that contributes to the FAS corresponds to a
lateral �also known as P-head� wave �Rose, 1999�. Lateral
waves propagate only along the bone’s subsurface at the bulk
longitudinal velocity and therefore FAS velocity measure-
ments reflect mainly the periosteal region �outer layer� of the
bone. Conversely, when the wavelength is larger than the
cortical thickness, the bone acts as a waveguide and the re-
ceived signal waveform is a superposition of multiple guided
wave modes. The use of guided waves has recently drawn
increased attention in the ultrasonic evaluation of bone be-
cause guided waves propagate throughout the cortical thick-
ness and are thus sensitive to both mechanical and geometri-
cal properties.

Studies focusing on osteoporosis have investigated
guided wave propagation by making use of acrylic plates and
tubes of varying thickness �Lee and Yoon, 2004; Nicholson
et al., 2002; Tatarinov et al., 2005� and of two-dimensional
�2D� finite difference simulations on isotropic bone-
mimicking plates �Bossy et al., 2002; Nicholson et al.,
2002�. It has been shown that by incorporating the theory
that describes guided modes in plates �Lamb theory� gener-
ally two dominant modes could be detected in signals; the
fastest one corresponds to the lowest-order symmetric Lamb
mode �denoted as S0 mode�, whereas the slowest one to the
lowest-order antisymmetric Lamb mode �denoted as A0
mode�. Assuming that guided waves in a plate agree closely
to the type of waves propagating in the cortical shell, ex vivo
and in vivo studies �Lee and Yoon, 2004; Lefebvre et al.,
2002; Moilanen et al., 2003; Nicholson et al., 2002; Tatar-
inov et al., 2005� demonstrated that the velocity of the S0
and A0 modes was able to reflect structural changes in the
cortex and thus provide an enhanced approach for character-
izing healthy and osteoporotic bones.

In a recent study, we investigated guided ultrasound
propagation in a 2D model of a healing bone �Protopappas et
al., 2006�. Using time-frequency �t-f� signal analysis tech-
niques, it was made possible to represent the dispersion of
the velocity of the fundamental as well as of higher-order
Lamb modes. We demonstrated that the propagation of Lamb
modes was sensitive to both the material and geometrical
properties of the fracture callus tissue during a simulated
healing process. However, analysis of ex vivo measurements
from an intact bone showed that the Lamb wave theory could

not sufficiently describe the dispersion of the propagating
guided modes �Protopappas et al., 2006�. This was further
supported by a recent three-dimensional �3D� finite differ-
ence study �Bossy et al. 2004b� reporting on the effect of the
tubular geometry and anisotropy of the bone on wave propa-
gation.

In this work, we extend our previous computational
study by addressing more realistic conditions. The 3D geom-
etry and anisotropy of the bone and the fracture callus tissue
are taken into account. The objectives of this work are �a� to
elucidate the parameters �irregular geometry and anisotropy�
that affect wave propagation in intact bones and �b� to inves-
tigate the influence of callus formation and consolidation on
the characteristics of propagation. In this respect, we first
examine a simplified geometry of the bone �hollow circular
cylinder� for two cases of material symmetry: isotropy and
transverse isotropy. Next, the curvature of the cortical bone
is considered and the callus tissue is modeled as an inhomo-
geneous material consisting of several ossification regions.
The velocity of the FAS wave is determined using traditional
time-domain techniques. The propagating guided modes are
characterized in the t-f representation of the signal by incor-
porating theoretical velocity dispersion curves. The present
study is the first to address guided wave propagation in 3D
healing bones.

II. GUIDED WAVES IN AN ELASTIC HOLLOW
CIRCULAR CYLINDER

The theory of elastic wave propagation in a hollow cir-
cular cylinder satisfying traction-free boundary conditions on
the inner and outer surfaces will be briefly described in this
section. Dispersion curves of the velocity of guided modes in
a transversely isotropic medium and their degeneration to the
case of isotropy will be presented and compared to those
derived by the Lamb wave theory.

Let there an infinitely be long linear elastic hollow cir-
cular cylinder �Fig. 1�. The three-dimensional stress equa-
tions of motion in cylindrical coordinates are �Rose, 1999�
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FIG. 1. Reference coordinates and dimensions of the hollow circular cylin-
der.
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where r, �, and z are the cylindrical coordinates; �rr, ���, �zz,
��z, �zr, and �r� are the stress components; ur, u�, uz are the
particle displacement components; t is the time; and � is the
density.

The strain-displacement relations are given by �Fotiadis
et al., 2006�

�rr =
�ur

�r
, ��� =

1

r

�u�

��
+

ur

r
, �zz =

�uz

�z
,

�rz =
1

2
� �ur

�z
+

�uz

�r
�, �r� =

1

2
�r

�

�r
�u�

r
� +

1

r

�ur

��
� ,

��z =
1

2
� �u�

�z
+

1

r

�uz

��
� , �2�

where �rr, ���, �zz, ��z, �zr, and �r� are the strain components.
The stress-strain relations for a transversely isotropic me-
dium, when the symmetry axis is in the z direction, are given
by �Fotiadis et al., 2006�

�rr = C11�rr + C12��� + C13�zz,

��� = C12�rr + C11��� + C13�zz,

�zz = C13�rr + C13��� + C33�zz,

��z = 2C44��z, �rz = 2C44�rz, �r� = 2C66�r�, �3�

where C11, C12, C13, C33, and C44 are the five independent
elastic constants required to characterize the transverse isot-
ropy of the material, whereas the constant C66 is given as
C66= �C11−C12� /2 �Fotiadis et al., 2006�.

For the propagation of free harmonic waves, substituting
Eqs. �2� and �3� into Eq. �1�, the assumed displacement com-
ponents are �Mirsky, 1965�

ur = Ur�r�cos n� cos��t + �z� ,

u� = U��r�sin n� cos��t + �z� ,

uz = Uz�r�cos n� cos��t + �z� , �4�

where � is the wave number and � is the circular frequency.
The functions Ur, U�, and Uz are the corresponding compo-
nents of the radial distribution of the displacement ampli-
tudes. These functions are composed of Bessel functions �or
modified Bessel, depending on the arguments� and contain
six �unknown� amplitude coefficients �Mirsky, 1965�. The
index n=0,1 ,2 ,3 , . . . is called the circumferential order
�Rose, 1999� and specifies the order of symmetry around the
axis of the cylinder.

For traction-free boundary conditions �free motion�, the
stresses must vanish on the inner and outer surfaces of the
hollow-cylinder, i.e.,

�rr = �rz = �r� = 0 at r = a and r = b , �5�

where a and b is the inner and outer radii of the hollow-
cylinder, respectively. The stress components in Eq. �5� can

be represented in terms of the six amplitude coefficients by
applying Eqs. �2� and �3� to the displacements in Eq. �4�
�Mirsky, 1965�. Satisfaction of the boundary conditions re-
sults in a system of six linear equations with respect to the
amplitude coefficients. For nontrivial solutions, the determi-
nant, D, of the system must vanish �Mirsky, 1965�:

	Dij	 = 0 �i, j = 1 to 6� . �6�

Equation �6� is called the characteristic frequency equation.
The element Dij is analytically expressed in terms of the
elastic constants of the material, the dimensions of the hol-
low cylinder �i.e., the inner and outer radius�, the frequency,
and the wave number �Mirsky, 1965�. For given material and
geometry, Eq. �6� is a transcendental equation of the fre-
quency and wave number. The roots of Eq. �6� provide the
dispersion curves of the guided modes, i.e., the wave number
as a function of frequency. In the context of this work, we are
practically interested in the dispersion of the group velocity
�cgr� of the guided modes, which is defined in terms of the
derivative of the dispersion curves:

cgr =
��

��
. �7�

The group velocity dispersion curves express the velocity at
which the energy of a guided mode propagates as a function
of frequency.

The characteristic frequency equation �Eq. �6�� can be
degenerated to the case of an isotropic material �Gazis, 1959�
by reducing the number of elastic constants from five to two
using the following relationships:

C33 = C11, C13 = C12, C44 = C66 =
�C11 − C12�

2
. �8�

The different guided modes that propagate in the z di-
rection of a hollow circular cylinder are commonly notated
by their type, circumferential order, and consecutive order
�Rose, 1999�. For n=0 �from Eq. �4��, the particle displace-
ment of the modes is axisymmetric. In this case, there exist
two types of modes: longitudinal modes, denoted as L�0,m�,
consisting of axial and radial displacement components, and
torsional modes, denoted as T�0,m�, containing only dis-
placement in the circumferential direction. A third type of
mode called flexural modes, F�n ,m�, n=1,2 ,3 , . . ., corre-
sponds to modes with non-axisymmetric displacements and
contains all three possible displacements. The index m
=1,2 ,3 , . . . denotes the order �numbering� of the mode.

Group velocity dispersion curves of the L�0,m� and
F�1,m� modes for a bone-mimicking hollow circular cylin-
der with wall thickness 4.08 mm and outer radius 8.61 mm
are shown in Fig. 2. Two cases are presented: the first for
isotropic material �dashed lines� and the second for trans-
versely isotropic material �solid lines� whose properties are
provided in Table I. It can be seen that the symmetry of the
material has a significant effect on the dispersion of the
higher-order modes and almost no effect on the fundamental
L�0,1� and F�1,1� modes. When the wall thickness is thin-
ner than half the outer radius, the dispersion of the F�1,1�
and the higher-order modes is almost identical to the corre-
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sponding Lamb modes in a plate of equal thickness, whereas
the L�0,1� mode is different than the S0 mode only for very
low frequencies �Lefebvre et al., 2002; Protopappas et al.,
2006�.

III. MATERIALS AND METHODS

A. Finite element model

1. Geometry of cortical bone

The cross section of the cortical bone was determined by
Computer Tomography transverse scans �Phillips Secura, ac-
quisition parameters: 140 kV, 220 mA, slice thickness
2 mm, slice distance 1 mm� obtained from the middle dia-
physis region of a sheep tibia. The periosteal �external� and
endosteal �internal� contours of the cortex were determined
using a threshold-based region-growing segmentation tech-
nique �Protopappas et al., 2005�. The endosteal contour of
the cortex, however, was simplified to the circle �with radius
4.53 mm� that fits to the extracted endosteal contour in a
least-squares sense �Fig. 3�. The average thickness of the

cortex was 4.08 mm �min: 3.36 mm, max: 4.74 mm�, which
is within the range found in some types of human long
bones, such as tibia and radius �Njeh et al., 1999b�.

The 3D model describes a diaphyseal segment of the
bone with length L=50 mm. As opposed to the convex cur-
vature of the cortex in the transverse plane, the curvature
along the bone axis at the level of diaphysis may reasonably
be neglected �Bossy et al., 2004b�. Therefore, the 3D bone
model was considered uniform in the long axis direction with
constant cross section.

2. Equivalent hollow circular cylinder

We also modeled a hollow circular cylinder with inner
and outer radii 4.53 and 8.61 mm, respectively, and length
L=50 mm. The outer diameter corresponds to the circle that
best fits to the periosteal contour of the cortex, in a least-
squares sense. This model corresponds to a simplified geom-

FIG. 2. �Color online� Group velocity dispersion curves of the longitudinal and flexural modes for a free hollow circular cylinder �wall thickness 4.08 mm and
outer radius 8.61 mm� for the case of material isotropy �dashed lines� and transverse isotropy �solid lines�.

TABLE I. Elastic constants for isotropic and transversely isotropic cortical
bone.

Material properties Isotropy
Transverse

isotropy

Elastic constants
�GPa�
C11=C22 24.76 17.50
C33 24.76 24.76
C12 14.54 10.15
C23=C31 14.54 10.69
C44=C55 5.11 5.11
C66 5.11 3.67
Density �Kg/m3� 1500 1500
Bulk longitudinal
velocity �m/s�

4063 4063 FIG. 3. �Color online� Cross section of a sheep tibia obtained from com-
puter tomography scans along with the extracted periosteal and endosteal
contours of the cortex.
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etry of the bone and was used to investigate the effects of the
convex curvature of the cortex on the propagation of guided
waves.

3. Model of fracture callus

The secondary �indirect� type of fracture healing in-
volves the formation and gradual consolidation of a soft tis-
sue called fracture callus. Secondary healing takes place
when small axial motion is allowed between the bone frag-
ments, e.g., in the case of external fixation device treatment.
Spatial and temporal sequences of tissue differentiation and
ossification are fundamental processes in this type of healing.

The geometry of the callus tissue was described by a
periosteal region bulging out of the cortex and an endosteal
region bulging into the cortex. Following a previous compu-
tational study of fracture healing �Claes and Heigele, 1999�,
we modeled the callus tissue as an inhomogeneous material
segmented into six different ossification regions. The healing
course was simulated as a three-stage process. At each stage,
the properties of the callus regions evolved corresponding to
various types of soft tissues involved in the healing process.
We assumed five soft tissue types, namely, initial connective
tissue �ICT� describing nonmineralized connective tissue,
soft callus �SOC�, intermediate stiffness callus �MSC�, and
stiff callus �SC� representing the phases of new bone forma-
tion; and finally ossified tissue �OT�. More specifically, at the
first stage �Stage1�, the callus consisted of regions of MSC
along the endosteal and periosteal surfaces of the cortex at
some distance from the fracture gap, of SOC adjacent to
them, while the remainder consisted of ICT �Fig. 4�a��. At
the second stage �Stage2�, ossification has progressed in the
direction of fracture gap and the callus tissue contained ICT,
SOC, MSC, and SC �Fig. 4�b��. At the third stage �Stage3�,
bone formation has taken place and only a small region of

SOC separates the bone margins �Fig. 4�c��. According to
Claes and Heigele �1999�, Stage1 and Stage2 correspond to
the fourth and eighth week after fracture, respectively,
whereas Stage3 reflects the phase before bone remodeling.
We also incorporated a “hypothetical” zero stage �Stage0�, in
which the callus region consisted only of cortical bone �Fig.
4�d��. Although there is no physical meaning of this stage, it
allows for the investigation of the effect of the callus geom-
etry itself on wave propagation. The geometry of the callus
remained the same for all the stages.

4. Mesh generation

The geometrical model of the intact bone was con-
structed using a 3D structured volume meshing routine
implemented in MATLAB �The Mathworks, Inc., MA�. The
nodes of the mesh have been seeded in three dimensions
according to analytical expressions. More specifically, the
cylindrical coordinates, rijk,�ijk,zijk, of the ijk node were de-
fined as

rijk = Re�� j� + �Rp�� j� − Re�� j��ri, �ijk = � j, zijk = zk,

�9�

with

ri � �0,1�, ri+1 � ri, i = 1, . . . ,M ,

� j � �0,2	�, � j+1 � � j, j = 1, . . . ,N ,

zk � �0,L�, zk+1 � zk, k = 1, . . . ,K , �10�

where M, N, and K are the number of nodes in the radial,
circumferential, and axial directions, respectively, and Re�� j�

FIG. 4. �Color online� One quarter of the callus model �left side corresponds to endosteal regions� and the types of tissues involved in �a� Stage1, �b� Stage2,
�c� Stage3, and �d� the “hypothetical” Stage0. The geometry of the healing bone in a transverse plane at the middle of the model’s length is shown in �e�.
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and Rp�� j� are the endosteal and periosteal radii of the cortex
at angle � j, respectively. Note that since the endosteal con-
tour was assumed circular, Re�� j�=Re. A number of Q points
�usually peaks and values� were selected along the periosteal
contour extracted from the CT scan, with Rpq

and �pq
, where

q=1, . . . ,Q, representing their polar coordinates. The Rp�� j�
was determined from the selected points according to

Rp�� j� = F�� j,�pq
,Rpq

� , �11�

where F is a piecewise cubic interpolation continuous func-
tion.

The mesh of the hollow circular cylinder model was
constructed in a similar manner by defining Rp�� j�=Rp.

The model of the healing bone incorporated the callus at
the middle of the model’s length, i.e., at L /2. The cross sec-
tions of the endosteal and periosteal callus regions were as-
sumed circular with their radii varying along the length of
the callus according to a Hanning function. By denoting with
Rec and Rpc the radii of the endosteal and periosteal callus
regions at L /2, respectively �Fig. 4�e��, and with Le and Lp

the lengths of the endosteal and periosteal callus regions,
respectively �Fig. 4�d��, the radial position of the nodes given
in Eq. �9� was modified at the callus area as follows:

Re��� j� = 
Re, 	zk − L/2	 � Le/2,

Re − �Re − Rec� · 0.5�1 + cos�2	
zk − L/2

Le
��, 	zk − L/2	 
 Le/2, � �12�

Rp��� j� = 
Rp�� j�, 	zk − L/2	�Lp/2,

Rp�� j� + �Rpc − Rp�� j�� · 0.5�1 + cos�2	
zk − L/2

Lp
��, 	zk − L/2	 
 Lp/2. � �13�

5. Material properties

The cortical bone was modeled as a linear elastic homo-
geneous material. In a first series of experiments, cortical
bone was considered isotropic, whereas in a second series it
was considered transversely isotropic with properties shown
in Table I. Although the cortical bone is generally aniso-
tropic, transverse isotropy is a realistic approximations ob-
served experimentally �Reilly and Burstein, 1975; Rho,
1996� and used in models �Bossy et al., 2004b�. The elastic
constants were derived from longitudinal and shear bulk ve-
locity values typically used for bone �Bossy et al., 2004b;
Protopappas et al., 2006; Rho, 1996�. The cortical density,
�=1500 kg/m3, represents the average value that has been
measured in a previous animal study �Protopappas et al.,
2005� from quantitative CT-based densitometry performed
on the midshaft cortical region of sheep tibiae. Table I also
contains the resulting bulk longitudinal �compressional� ve-
locity, c3, for propagation in the z direction, given by �Fotia-
dis et al., 2006�

c3 =�C33

�
. �14�

All soft tissues types incorporated in the callus model
were assumed isotropic. Their elastic properties have been
assessed by indentation tests on tissue sections obtained from
different callus regions �Augat et al., 1998; Claes and
Heigele, 1999�. Table II contains their material properties in
the form of Young’s modulus, E, and Poisson’s ratio, �, and
also their resulting bulk longitudinal velocity �cL�, given by
�Fotiadis et al., 2006�

cL =� E�1 − v�
��1 + v��1 − 2v�

. �15�

We have modified the values of the Poisson’s ratio from
those given in Claes and Heigele �1999� so the bulk longitu-
dinal velocities will correspond to realistic values. For in-
stance, in Claes and Heigele �1999�, the Poisson’s ratio for
the ICT was 0.4, which would result in cL=78 m/s �Eq.

TABLE II. Material properties of the types of soft tissues involved in the healing process.

Tissue type
Density
�kg/m3�

Young’s
modulus
�MPa�

Poisson’s
ratio

Bulk
longitudinal

velocity �m/s�

Initial connective tissue �ICT� 1050 3 0.4998 1543
Soft Callus �SOC� 1100 1000 0.47 2337
Intermediate stiffness callus �MSC� 1200 3000 0.45 3079
Stiff callus �SC� 1250 6000 0.43 3697
Ossified tissue �OT� 1400 10 000 0.40 3912
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�15��, whereas the value commonly used in the literature for
soft tissues is close to 1500 m/s �Bossy et al., 2004b�. Simi-
larly, by experimenting with the Poisson’s ratio for the SOC,
MSC, SC, and OT, we achieved a smooth transition of their
bulk velocities to the cortical bone bulk longitudinal velocity.

6. Element properties

We used eight-node linear hexahedral continuum ele-
ments �element type C3D8R in ABAQUS version 6.4� with
reduced integration and hourglass control �hourglassing is a
numerical phenomenon by which zero-energy modes propa-
gate� �ABAQUS, 2003�.

The spatial discretization of the model is a critical issue
when simulating wave propagation. The internodal distance
in the i direction, delemi

, must be smaller than the smallest
wavelength in that direction, �i, such that the propagating
waves are spatially resolved �Moser et al., 1999; Zerwer et
al., 2003�. This can be expressed as

delemi



min��i�
g

, �16�

where g is a factor indicating the minimum number of nodes
per smallest wavelength and must be larger than 6
�ABAQUS, 2003�. The average internodal distances in our
model were approximately delem1

=0.10 mm in the radial di-
rection, delem2

=0.44 mm in the circumferential direction, and
delem3

=0.18 mm in the z direction. The resulting total num-
ber of degrees of freedom was 4 022 040.

7. Simulation of axial transmission

The 3D configuration and location of the transmitter and
receiver relative to the bone and callus are shown in Fig. 5.
The excitation signal consisted of a transient loading in the y
direction applied to the bone surface over a circular area of
5-mm diameter. The amplitude of the excitation was a three-
cycle Gaussian-modulated 1-MHz sine �0.55-MHz band-
width at −6 dB�. The time histories of the y displacements of
the nodes located at the bone surface over a circular area of
5-mm diameter were recorded. The receiver’s signal wave-
form was the average time history of the nodal y displace-
ments. The transmitter and receiver were equidistant from
the fracture gap and their center-to-center distance was
36 mm, which is in the range typically used in ultrasonic
studies of bone �Bossy et al., 2002; Protopappas et al.,
2005�.

Two sites of transmitter-receiver positioning were inves-
tigated. The first �Site1� corresponded to a region where the
cortical shell has average local thickness 3.4 mm and exhib-
its an irregular curvature �Fig. 6�. Conversely, Site2 corre-
sponded to a region where the cortical shell has local average
thickness 3.97 mm and its curvature resembles a circular cy-
lindrical shell �Fig. 6�. In this respect, the influence of the
anatomical site of measurement on guided wave propagation
can be evaluated.

8. Boundary conditions

The bone was considered free and thus the influence of
the surrounding soft tissues and the bone marrow was not
taken into account. Also, infinite elements �element type
CIN3D8 in ABAQUS version 6.4� were attached at the ends

FIG. 5. �Color online� The model of
the diaphyseal segment of cortical
bone incorporating the fracture callus
�sagittal section�. The transmitter-
receiver configuration is also illus-
trated.
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of the model to absorb the energy of the incoming waves and
thus simulate an infinitely long model. The infinite elements
introduce additional normal and shear stress components,
called boundary damping stresses, which eliminate all the
reflections from the longitudinal and shear waves that im-
pinge normally on the boundary between the finite and infi-
nite elements �Lysmer and Kuhlemeyer, 1969�. However,
this formulation does not provide perfect transmission of en-
ergy out of the ends of the model for waves arriving from
other directions �i.e., other than the z direction�.

9. Numerical solution

Solution to the elastic wave propagation problem was
performed using the explicit elastodynamics finite element
analysis �ABAQUS/Explicit, version 6.4�. Explicit analysis
requires the integration time increment �t� to be smaller
than the stability limit �ABAQUS, 2003; Hughes, 2000�:

t 
 min���delem1

2 + delem2

2 + delem3

2 �/3

ci

� , �17�

where ci denotes the bulk longitudinal velocity of the mate-
rial in the i direction. The integration time increment was
automatically set by ABAQUS. We obtained nodal displace-
ments at 0.05-�s time points corresponding to a 20-MHz
sampling frequency. The time history of the nodal displace-
ments was recorded for 50 �s and thus the length of the
signal was 1001 points. The problem was solved using a
64-CPU, Origin 2000 supercomputer �SGI, Mountain View,
CA� with 32 Gbytes shared memory. Typical computational
time was 40 min.

B. Ultrasound signal analysis in the time domain

Detection of the FAS in the signal waveform was per-
formed using a threshold equal to 10% of the amplitude of
the first signal extremum. Such a detection criterion mini-
mizes erroneous estimation of the transition time as opposed
to other criteria based on constant thresholds, zero-crossings,
signal extrema, etc., which are affected by frequency-
dependent attenuation, mode interference, etc. �Bossy et al.,
2002; Nicholson et al., 2002; Protopappas et al., 2005�.

C. Ultrasound signal analysis in the time-frequency
domain

Time-frequency analysis has previously been employed
in studying velocity dispersion of Lamb waves in nonde-
structive applications of flaw detection and localization in
aluminum and composite plates �Niethammer et al., 2001;
Proseer et al., 1999�. As opposed to traditional time domain
�Lee and Yoon, 2004; Moilanen et al., 2003; Nicholson et
al., 2002� and 2D fast Fourier transform techniques �Lefeb-
vre et al., 2002; Moser et al., 1999�, which require the col-
lection of multiple signals recorded at equally spaced dis-
tances, t-f analysis can represent the dispersion of multiple
wave modes using only a broadband signal.

In our previous 2D study, three different t-f distribution
functions were investigated. It was shown that the reassigned
smoothed-pseudo Wigner-Ville �RSPWV� energy distribu-
tion provided sufficient t-f resolution and signal localization
ability �Protopappas et al., 2006�, and therefore in this study
we used this distribution function. The RSPWV function be-
longs to the Cohen’s class of energy distributions, in which
the distributions are covariant by translation in time and fre-
quency. A function in the Cohen’s class, C�t , f�, is given as
�Auger et al., 1995�

C�t, f� =   ei2	v�u−t�g�v,��x*�u −
�

2
�

�x�u +
�

2
�e−i2	f� dv du d� , �18�

where x*�t� is the complex conjugate of the signal and g�v ,��
is an arbitrary function called the kernel. The kernel for the
smoothed-pseudo Wigner-Ville distribution SPWV�t , f� is
�Auger et al., 1995�

g�v,�� = G�v�h��� , �19�

where G�v� is a frequency-smoothing window and h��� is a
time-smoothing window. In order to improve the time-
frequency resolution of the SPWV�t , f�, the reassignment ver-
sion SPWV�r��t , f� can be used �Auger et al., 1995�:

SPWV�r��t�, f�� = 
−�

+� 
−�

+�

SPWV�t, f���t� − t̂�t, f��

���f� − f̂�t, f��dt df , �20�

where ��t� is the Dirac function. The reassigned coordinates

�t̂ , f̂� for each �t , f� in the original SPWV are

t̂�t, f� = t −
SPWVTh

�t, f�

2	SPWVh�t, f�
,

f̂�t, f� = f + i
SPWVDh

�t, f�

2	SPWVh�t, f�
, �21�

where SPWVh, SPWVTh
, and SPWVDh

are the SPWV with
window functions h�t�, th�t�, and dh�t� /dt, respectively. In
this study, the frequency- and time-smoothing windows were
W /10 point Hamming windows, where W denotes the num-
ber of points of the signal.

FIG. 6. �Color online� The anatomical sites of measurement, Site1 and
Site2, and the corresponding average local thicknesses of the cortex �in
mm�. The circle that fits to the external contour of the cortex is also illus-
trated �dashed line�.
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IV. RESULTS

A. Analysis in the time signal domain

The signal waveforms obtained from the intact hollow
cylinder and from the bone at Site1 and Site2 in the case of
isotropy and anisotropy are illustrated in Fig. 7. It can be
seen that the waveforms were significantly influenced by the
model geometry, anatomical site, and material symmetry. On
the other hand, the arrival time of the FAS was slightly af-
fected only by the material symmetry. By dividing the in-
between distance of the transducers �i.e., 31 mm� by the FAS
time, the calculated propagation velocity of the FAS was
3954 m/s for the isotropic and 4042 m/s for the anisotropic
models. Since the FAS wave propagated at a velocity close
to the bulk longitudinal velocity of the bone �4063 m/s�, it
did not correspond to a guided wave but rather to a lateral
wave.

Typical snapshots of wave propagation in the anisotropic
healing bone at Stage2 are presented in Fig. 8. The propaga-
tion of the lateral wave along the surface of the cortex just
before the end of the excitation is illustrated in Fig. 8�a�.
Wave reflections at the inner and outer boundaries cause the
formation of guided modes that propagate in the axial and
circumferential directions �Fig. 8�b��. When the waves
propagate in the callus region, the wavelengths are smaller
depending on the properties of the soft tissues �Figs.
8�c�–8�f��. Besides the axially propagating waves, additional
waves arrive at the receiver due to reflections from the callus
geometry �Fig. 8�d�� and propagation along circumferential
paths.

The variation of the FAS velocity over the simulated

healing stages of the bone model is presented in Fig. 9. The
FAS velocity decreased at Stage1, remained the same up to
Stage2, and then increased at Stage3. The velocity values at
each stage were again higher for the anisotropic case, but no
difference was observed between the measurements from
Site1 and Site2. The fact that the velocity did not change
from Stage1 to Stage2 possibly indicates that the propagation
of the FAS wave was only affected by the ICT material that
filled the fracture gap during these stages �Figs. 4�a� and
4�b��.

B. Analysis in the time-frequency domain

The t-f representations of the signals obtained from the
intact hollow-cylinder, in the case of isotropy and anisotropy,
are shown in Figs. 10�b� and 10�d�, respectively. The t-f rep-
resentations are shown in the form of pseudo-color images,
where the color of a point represents the amplitude �in dB� of
the energy distribution. In order to identify the propagating
guided modes in the t-f representation, we used the theoret-
ical frequency-group velocity �f ,cg� dispersion curves of the
free hollow circular cylinder. Using the center-to-center dis-
tance between the transmitter and receiver, the corresponding
�f ,cg� dispersion curves were converted to �t , f� curves in
which the theoretically anticipated arrival time of each mode
is plotted as a function of frequency. The �t , f� curves were
then superimposed on the t-f representations. For the isotro-
pic case, it can be seen that the dispersion of the L�0,5� was
clearly characterized in the 0.55–0.8-MHz range and of the
L�0,4� mode in the 0.7–0.85-MHz range. Furthermore, the
L�0,8� mode was identified at its cutoff frequency

FIG. 7. Signal waveforms obtained from the intact isotropic models of �a� hollow circular cylinder, �b� bone at Site1, �c� bone at Site2, and intact anisotropic
models of �d� hollow circular cylinder, �e� bone at Site1, and �f� bone at Site2.
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�1.05 MHz� and the fundamental L�0,1� and F�1,1� modes
in the 0.05–0.15-MHz range. When the material was as-
sumed anisotropic, the L�0,5� mode was again described by
the new dispersion curves �in the 0.5–0.85-MHz range�,
whereas the L�0,4� mode did not propagate. The L�0,8�
mode was identified from its cutoff frequency �0.92 MHz�
up to 1.05 MHz and appeared to carry most of the signal
energy. The fundamental modes remained similar to those in
the isotropic hollow cylinder. In both cases, the t-f represen-
tations contained additional waves that did not correspond to
any theoretical modes and can be possibly attributed to cir-
cumferential waves that arrived later at the receiver.

The t-f signal representations obtained from the intact
anisotropic bone at Site1 and Site2 are shown in Figs. 11�a�
and 11�b�, respectively. Poor agreement exists between the
higher-order modes propagating in the hollow cylinder and
those in the bone. However, the t-f signal representation from

Site2 contained two modes with dispersion close to that of
L�0,5� and L�0,8�. On the other hand, the irregularity of the
bone either at Site1 or Site2 had almost no effect on the
dispersion of the fundamentals modes. Similar conclusions
can be drawn for the isotropic case.

Figures 12�a�–12�d� illustrate the t-f signal representa-
tions from the simulated healing stages measured at Site2 of
the anisotropic healing bone. At the hypothetical Stage0,
where only the geometry of callus was taken into account,
the L�0,5� and L�0,8� modes were different from those in
the intact bone. On the other hand, the fundamental modes
were less sensitive to this geometrical change. From Stage1
to Stage3, the properties of the callus tissue significantly af-
fected the propagating guided modes. However, at Stage3,
the fundamental modes and the L�0,5� mode started to ap-
proach the behavior observed at Stage0.

V. DISCUSSION

In this work, a finite element study of guided ultrasound
wave propagation in intact and healing long bones was pre-
sented. We first examined wave propagation in a structure
with idealized geometry and made comparisons with analyti-
cal solutions and then we proceeded to investigate the pa-
rameters that affect the characteristics of propagation under
more realistic conditions.

The bone was modeled as a tubular solid with constant
cross section describing the diaphysis of a sheep tibia. We
neglected the small variations in the dimensions and shape of
the cortex along the long axis. Our primary interest was to
examine whether the irregularity of the cortical shell has an
effect on wave propagation rather than provide an accurate
model of a long bone. It should be noted that the shape of a
human tibial cortex is different from that of the sheep; nev-

FIG. 8. Snapshots of wave propagation in the anisotropic healing bone at Stage2 for excitation applied to Site2. Time instances at �a� 2.5 �s, �b� 5.0 �s, �c�
8.0 �s, �d� 10 �s, �e� 14 �s, and �f� 20 �s. We display the amplitude of the y displacements �amplified by a 104 scale factor�, in which the black color
corresponds to maximum positive value and white to minimum negative value.

FIG. 9. Evolution of the FAS propagation velocity over the healing stages
for the isotropic ��� and anisotropic ��� bone models.
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ertheless, the mesh of the model is parametric and can be
easily used to construct any arbitrary tubular geometry.

We extended to the context of fracture healing by incor-
porating a model for callus. The callus tissue consisted of

several regions, each holding different material properties
through time according to Claes and Heigele �1999�. The
simulated stages represent critical phases of the healing
course. However, the early stage of haematoma development

FIG. 10. �Color online� The t-f signal representations obtained from the hollow circular cylinder with �b� isotropic and �d� anisotropic properties along with
the corresponding signal waveforms �a� and �c�, respectively. The analytical dispersion curves of the longitudinal and flexural modes are also superimposed.
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and the gradual reduction in the dimensions of callus as a
result of the bone remodeling process were not taken into
account.

We examined two cases of material symmetry. In both
cases, the elastic constant in the axial direction �C33� was
identical and thus the bulk longitudinal velocity was the
same, allowing for direct comparisons between the FAS ve-
locity measurements. The anisotropic constants represent ef-
fective elastic constants at the macroscopic level and they do
not only reflect the elastic properties at the material level, but
also the cortical microporosity �Bossy et al., 2004b; Raum et
al., 2005�. However, the porosity network in the cortical
bone �consisting mainly of Haversian longitudinal canals

with average pores diameter of 50–100 �m� as well as the
biphasic nature of the callus tissue �i.e., a solid and a viscous
component� introduce wave attenuation, which was ne-
glected in our study. Attenuation, may have a significant in-
fluence on the characteristics of guided waves and can affect
the measurements.

Efficient modeling of elastic wave propagation necessi-
tates a detailed discretization of the spatial and temporal do-
mains. For 1-MHz excitation, the smallest wavelengths were
1.54 and 2.34 mm in the ICT and the SOC materials, respec-
tively. Thus, the internodal distance in the circumferential
direction �delem2

� was not sufficient, according to Eq. �16�,

FIG. 11. �Color online� The t-f signal representations obtained from the intact anisotropic bone at �a� Site1 and �b� Site2.
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for the stages that involved regions filled with those two soft
tissue types. This was a compromise in our study in order to
keep low the memory requirements and computational time.
However, those materials occupy relatively small regions
and mainly are away from the recording region.

For 1-MHz excitation, the wavelength in the bone �ap-
proximately 4 mm� was comparable to the cortical thickness.
Using traditional velocity measurements, we showed that the
FAS wave propagated in the intact models as a nondispersive
lateral wave, which is in agreement with previous studies
�Bossy et al. 2002, 2004b; Nicholson et al. 2002; Njeh et al.,
1999b�. Therefore, the propagation velocity of the FAS was
not affected by the geometry of the model or the site of
measurement and changed only by 2.2% between isotropy
and anisotropy. When we investigated the variation of the
FAS velocity over the simulated healing stages, we found
that the propagation of the FAS wave was sensitive only to
the tissue that filled the fracture gap and thus its velocity
remained constant between Stage1 and Stage2. This is due to
the fact that lateral waves propagate only along a
1.4-mm-deep layer at 1 MHz �Bossy et al. 2004b; Raum et
al., 2005� and thus cannot characterize the medium through-
out its thickness.

However, our broadband excitation supports the genera-
tion of multiple wave modes that are sensitive to the geo-
metrical properties of the bone. These modes could not be
identified in the waveform of the signal due to their temporal
superposition and thus we used t-f signal analysis techniques.

We first examined the hollow circular cylinder for which
there exist analytical dispersion curves. The simulated dis-
persion of the fundamental modes and of some higher-order
longitudinal modes was in agreement with the theoretical
dispersion, in both the isotropic and anisotropic cases. The
simulated dispersion of each mode was identified within spe-
cific frequency ranges. In our previous study on an isotropic
2D plate with the same isotropic properties �Protopappas et
al., 2006�, the dispersion of the S2 and A3 Lamb modes was
similar to that of the L�0,5� and L�0,8� modes, although the
solution methods were different and the excitation applied to
the plate was more broadband. This is justified by the theory
for the specific wall thickness and the outer radius values
�Lefebvre et al., 2002; Protopappas et al., 2006�. Direct com-
parisons with other 2D bone studies cannot be made since
they used low-frequency transducers �250 kHz� that excite
only the fundamental modes.

In the intact bone model, the high-order guided waves
were significantly different from the modes described by the
simplified geometry. However, when the geometrical charac-
teristics of the site of measurement were similar to those of
the circular cylinder, we identified two modes with disper-
sion close to that of the L�0,5� and L�0,8�. This geometry-
dependent behavior of the higher-order modes may also be
observed in real bones where the cross section is not uniform
in the direction of the long axis. On the other hand, we found
that the fundamental tube modes were almost unaffected by

FIG. 12. �Color online� The t-f signal representations obtained from Site2 of the healing bone at �a� Stage0, �b� Stage1, �c� Stage2, and �d� Stage3.
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the irregularity of the bone. Similar behavior is expected in
real bone geometries. Furthermore, our results demonstrate
that anisotropy has an impact on higher-order mode propa-
gation even if, in the case of isotropy, the properties along
the propagation axis are kept constant. However, our finding
that the dispersion of the fundamental modes remained prac-
tically unchanged between the two elastic symmetries possi-
bly explains why previous ex vivo and in vivo studies re-
ported on the detection of the isotropic A0 and S0 Lamb
modes.

For the model of the healing bone, we found that the
propagating guided modes were influenced by both the ge-
ometry and the properties of the callus. The effect of the
geometrical disturbance induced by the formation of callus
on mode propagation was evaluated separately at Stage0. It
was also shown that mode dispersion was sensitive to the
transition from Stage1 to Stage2 and, as the callus properties
increased to the bone values, the dispersion of the modes
gradually returned to that observed at Stage0. Nevertheless,
we were not able to quantify our observations and select
significant ultrasonic features that can provide monitoring
capabilities.

We made use of the theory that describes elastic wave
propagation in circular cylinders since there are no analytical
solutions for complex geometries. Recently, FE and bound-
ary element methods have been developed to numerically
obtain the dispersion relations for bars of arbitrary cross sec-
tion �Gunawan and Hirose, 2005; Hayashi et al., 2003�.
Thus, the computation of the dispersion curves for the bone
under examination could make feasible the interpretation of
the signals obtained from real experiments. A parameter not
provided by the dispersion relations is the amplitude with
which a mode is excited at a specific frequency. The excita-
tion of each mode depends on source loading conditions,
such as the size of transducers, their pressure distribution,
angle of incidence, etc. This justifies why the detected modes
exhibited dispersion within narrow frequency ranges,
whereas most of the modes were not excited despite that the
spectral content of the excitation was sufficiently broad. The
amplitudes of each mode in such transient partial loading
problems can be determined using integral transform tech-
niques or the Normal Mode Expansion technique �Ditri and
Rose, 1992�.

One major simplification made in our study was the ap-
plication of unrealistic boundary conditions. The soft tissues
provide leakage paths for the ultrasonic energy resulting in
the so-called leaky guided waves and in this case the disper-
sion curves are modified �Berliner and Solecki, 1996�. The
soft tissues can be considered as a layer on top of the bone
and thus a bilayer model �Rose, 1999� can be used for the
analysis of the signals measured in practice. The soft tissues
also play an important role in coupling to the percutaneous
transducers and in the excitation of specific modes. Free
boundary conditions are only met in ex vivo experiments on
excised bone specimens. A further consideration regarding
the boundary conditions is that, despite the attachment of
infinite elements at the ends of the model, some energy may
not be transmitted out of the model. However, the boundary
between the finite and infinite elements is normal to the

dominant direction of wave propagation, which optimizes
the transmission of energy out of the finite element mesh
�ABAQUS, 2003�. Since the use of infinite elements is the
suggested solution by ABAQUS for simulating infinitely
long domains, we extended the mesh to some reasonable
distance �7 mm� from the recording region.

VI. CONCLUSIONS

In this work, we presented a 3D computational study of
guided wave propagation in intact and healing long bones.
We observed that the velocity of propagation determined by
the FAS wave was not affected by the convex curvature of
the cortex and remained almost the same between different
material symmetry assumptions, provided that the cortical
thickness is comparable to the wavelength. On the other
hand, the irregular bone geometry, as a whole, as well as the
anatomical characteristics of the site of measurement had a
significant impact on the propagation of the higher-order
modes. The effect of the complex geometry and anisotropy
of the bone was less pronounced on the dispersion of the
fundamental tube modes. Therefore, 2D and 3D simulations
on idealized geometries have limited efficiency in interpret-
ing wave-guidance phenomena in real bones; however, they
can be reliably used to assess the dependence of the FAS
velocity on the cortical thickness. We also demonstrated that
traditional velocity measurements cannot reflect the material
and mechanical changes that take place during a simulated
healing process. Although guided waves were sensitive to
both the geometry and the properties of callus, it was not
made feasible to provide quantitative results. This study can
be proved useful for the interpretation of clinical measure-
ments. We suggest that monitoring of bone fracture healing
can be enhanced by analyzing the characteristics of the
higher-order guided modes, such as L�0,5� and L�0,8�.
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Call repertoire of infant African elephants: First insights into
the early vocal ontogeny
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African savannah elephants �Loxodonta africana� have a complex acoustic communication system,
but very little is known about their vocal ontogeny. A first approach in ontogenetic studies is to
define the call repertoire of specific age groups. Twelve hundred calls of 11 infant elephants from
neonatal to 18 months of age recorded at the Vienna Zoo in Austria and at the Daphne Sheldrick’s
orphanage at the Nairobi National Park, Kenya were analyzed. Six call types were structurally
distinguished: the rumble, the bark, the grunt, the roar �subdivided into a noisy-, tonal-, and
mixed-roar�, the snort, and the trumpet. Generally, within-call-type variation was high in all
individuals. In contrast to adult elephants, the infants showed no gender-dependent variation in the
structure or in the number of call types produced. Male infants, however, were more vocally
adamant in their suckle behavior than females. These results give a first insight to the early vocal
ontogeny and should promote further ontogenetic studies on elephants. Due to their vocal learning
ability in combination with the complex fission-fusion society, elephants could be an interesting
model to study the role of imitation in the vocal ontogeny of a nonprimate terrestrial mammal.
© 2007 Acoustical Society of America. �DOI: 10.1121/1.2722216�

PACS number�s�: 43.80.Ka �JAS� Pages: 3922–3931

I. INTRODUCTION

African savannah elephants exhibit extraordinary vocal
abilities and even proved to be capable of vocal learning
�Poole et al., 2005�. Recent studies of elephant vocalizations
indicate that their vocal repertoire is extensive and highly
variable �Langbauer, 2000�. However, all major repertoire
papers have focused on adult individuals �Berg, 1983; Poole
et al., 1988; Leong et al., 2003�. For the first time, we pro-
vide data on the vocal repertoire of infant elephants from
neonatal to 18 months of age. Our study aimed at �1� defin-
ing the structural and functional characteristics of infant
calls, �2� standardizing call terminology, and �3� determining
early sex- and age-dependent variations of call types.

Elephants produce structurally different sounds like low-
frequency rumbles, trumpets, snorts, and a variety of higher
frequency calls �Langbauer, 2000�. In a review on elephant
communication, Langbauer �2000� reports a classification
into 31 call types, based on functional context. Berg �1983�
and Leong et al. �2003� analyzed calls from captive groups
of African elephants, whereas Berg �1983� distinguished ten,
and Leong et al. �2003� eight, call types based on visual
examination of spectrograms. The most commonly heard
structural type of call is the rumble. Poole et al. �1988� char-
acterized seven rumble subtypes by behavioral context, but
there is no consensus about the number of rumble subtypes
from a structural standpoint. Soltis et al. �2005� examined
the acoustic structure of rumbles of a captive group and
found a graded structure across this call type. Wood et al.

�2006�, in contrast, analyzed calls from one family group
recorded at the Kruger National Park and documented three
rumble subtypes based on acoustic parameters.

Elephants exhibit a pronounced sexual dimorphism in
calling patterns, with males producing significantly fewer
vocalizations and types of calls than females �Poole, 1994�.
Ontogenetically, the sexes do not only differ in growth �Lee
and Moss, 1995�, but also in early social development �Lee,
1986; Lee and Moss, 1986� and social interactions �Lee and
Moss, 1999�. This reflects the differences of associations be-
tween the sexes, pointing to an early sexual differentiation in
vocal ontogeny.

To date, only few studies have dealt with the vocal be-
havior of calves or juveniles. In her thesis about the devel-
opment of social behavior in translocated juvenile African
elephants, Gerai �1997� presented some behavioral and
acoustic aspects of vocalizations by 2- to 7-year-old indi-
viduals. We documented certain aspects of calls by a new-
born African elephant in captivity �Horwath et al., 2001;
Horwath, 2002�, but next to nothing is known about the call
repertoire of different age classes and when elephants ac-
quire the full adult vocal repertoire.

In this paper we provide acoustic details of infant el-
ephant calls. Our recordings focused on two calves born in a
zoo, which provided us with an opportunity to follow their
vocal development over a longer period of time. Addition-
ally, we observed a semi-captive group of orphaned el-
ephants in Kenya to improve sample size and to compare
calls at two distinct locations and environments.a�Electronic mail: astoeger-horwath@zoovienna.at
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II. MATERIAL AND METHODS

A. Study animals and housing

The studied animals were 11 infant elephants from neo-
natal to 18 months of age. We recorded a male �Abu� and a
female �Mongu� calf at the Vienna Zoo in Austria from neo-
natal to 18 months, and five males aged 3 �Ndomot and
Madiba�, 11 �Taita�, 13 �Tomboi�, and 15 �Napasha� months,
as well as four females aged 6 �Sunyei�, 9 �Olmalo�, 10
�Selengai�, and 14 �Wendy� months at the Daphne Sheldrick
orphanage in Nairobi National Park, Kenya. At the Vienna
Zoo, the whole elephant group consisted of four adult fe-
males, the two calves, and an adult male, who was kept
separately. Both calves are not related and had been raised by
their mothers within the elephant group. The keepers have
direct contact with the female group for approximately 1.5 h
per day. The elephants spend the night unchained in the in-
door stall �2100 m2� within the family and are released into
their outdoor enclosure �4700 m2� for the day. At the Daphne
Sheldrick orphanage, the elephants spend the night in small
separated stables, accompanied by a keeper. At 6:00 a.m., the
keepers and the elephants leave to the bush, return at midday
for 1 h of public presentation, leave again to the bush and
come back to the stables at 6:00 p.m. Approximately every
3 h, the orphans are fed a special milk formula compiled by
Daphne Sheldrick, but otherwise move freely in the bush.
Due to visitor- or shower-related noise, no recordings were
made during public presentations.

B. Data collection

We recorded 1400 h at the Vienna Zoo from 2001 to
2004 and 300 h in January and February 2004 at the orphan-

age in Kenya. Recordings were made at 48 kHz sampling
rate on a DA-P1 DAT recorder �frequency response:
100 Hz:−0.2 dB, 20 Hz:−0.26 dB, 15 Hz:−0.26 dB,
12 Hz:−0.3 dB, 8 Hz:−0.32 dB, and 4 Hz:−0.45 dB�, with
the condenser microphone AKG C 480 B and the omni di-
rectional condenser capsule AKG CK 62—ULS �frequency
response: 100 Hz:0 dB, 30 Hz:0 dB, 20 Hz:−0.16 dB,
15 Hz:−0.23 dB, 10 Hz:−0.44 dB, and 8 Hz:−2.72 dB�.
Data recording took place only outdoors. At the zoo, record-
ing distances ranged from 1 to 25 m. At the Sheldrick or-
phanage we were able to walk with the elephants in the bush
during the day, yielding recording distances of approximately
0.5 to 30 m.

The following data were recorded for each call: identity
of the caller �due to the short distance to the vocalizing ani-
mals, the caller could be identified by hearing�, approximate
distance to the vocalizing elephant, number and identity of
individuals present, position of the other elephants in relation
to the vocalizing animal within the group, presence or ab-
sence of the keepers, the behavioral context, and aperture
angle of the mouth during vocalization, whereas two catego-
ries were distinguished: 1�almost closed, 2�opened.

C. Data analysis

We analyzed the signals with the computer program
S_TOOLS-STx from the Acoustic Research Institute of the
Austrian Academy of Sciences Vienna. For the frequency
analyses in low-frequency calls, the signals have been down-
sampled to 8000 Hz. We analyzed 1200 calls of known in-
fant individuals, taking 26 acoustic parameters �Table I�. For
measurements of the first and second formant we used the
linear prediction coding method �LPC�. Although we were

TABLE I. Acoustic features and parameters measured.

Main acoustic feature Parameter measured

Manner features: �modified from Fant �1960��:
Via visual examination of the
spectrogram

Feature 1: Tonal �frequency contours of the
harmonics in tonal signals: straight, bent, left
skewed, right skewed, bimodal, increasing,
decreasing, multimodal�
Feature 2: Noisy
Feature 3: Transient

Duration Signal duration
Duration from signal onset to maximum frequency

Fundamental frequency: Automatically
measured via Stx using simple inverse filter
tracking method �one measurement/frame�

Minimum, maximum, mean,
starting-, mid-, and ending frequency

First harmonic: Measured by cursor
placement

Minimum, maximum, mean �calculated�
starting-, mid-, and ending frequency

Amplitude difference Difference in dB from the fundamental
frequency to the second harmonic

Dominant frequency: The frequency of
highest intensity

Mid-point of the dominant frequency

Bandwidth: Only high-quality calls that had
been recorded in less than 10 m distance

Bandwidth at the mid-point of the call

First formant: Only low-frequency calls
using LPC coef 60, for calls of up to 5-
month-old elephants, 80 for those aged
between 6 and 12 months, and 100 for calls of
elephants older than 12 months

Minimum, maximum, mean, and mid point

Second formant Minimum, maximum, mean, and mid point

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Stoeger-Horwath et al.: Vocal repertoire of infant elephants 3923



sometimes able to define up to six formants, we considered
only the first two; these were the most consistent ones.

D. Call type classification

Call types were defined from a structural point of view.
Before the acoustic analyses, we developed two main call
categories based on the way sound was produced: calls pro-
duced by the larynx �laryngeal calls� and sounds produced by
a blast of air through the trunk �trunk calls�.

We categorized putative call types and subtypes by ear
and by visual inspection of the sound spectrograms based on
manner features �Fant, 1960�, e.g., a tonal versus a noisy
production characteristic, as well as on structural differences
in the frequency and time characteristics.

We tried to fit our calls into the established nomencla-
ture where possible, based on qualitative descriptions and
acoustic information. We additionally achieved an agreement
on call terminology with the World’s leading scientist on
elephant vocal communication, Joyce Poole, from the Am-
boseli Elephant Research Project.

E. Statistical verification

For the statistical analyses we created balanced data sets
by taking the same number of calls per individual for each
putative call type/subtype. Discriminant function analysis
�DFA� was used to test the validity of call type categories
previously constructed by visual inspection. We performed
one DFA for the laryngeal calls, and one separate DFA for
the trunk calls. We used duration of the signal, start, mid,
end, minimum, and maximum fundamental frequency and
the dominant frequency. These were the parameters available
for all call types, because especially in noisy signals, mea-
surable acoustic features were limited to these parameters.
Table IV provides acoustic details of the balanced data set of
each call type. However, in the text we also give information
about the total number of calls in the data set and the total
number of individuals for which each call type has been
recorded. We used “nind” to refer to the number of individu-
als and “nc” to refer to the number of calls.

As the rumble dominates the acoustic repertoire of el-
ephants, and to address the recent discussion on rumble sub-
types, we analyzed this call in more detail. We used multidi-
mensional scaling analyses �MDS� to examine the pattern of
acoustic variation in rumbles without specifying prior sub-
types. We randomly selected nine calls of each of the 11
individuals and entered them into MDS using 21 acoustic
parameters �all acoustic parameter mentioned in Table I, ex-
cluding manner features and the second formant, because it
was often absent in soft rumbles�. We also performed MDS
with calls from each infant individual to test whether the
observed tendencies are consistent on the individual level,
i.e., to exclude wrong results due to individual- or age-
dependent variations. We used all available calls from each
individual �at most 100�. The Stress1 values were assessed
after Kruskal: 0.20 poor, 0.10 fair, 0.05 good, and 0.02 ex-
cellent. We used a bivariate correlation coefficient to test for
a correlation between the fundamental frequency and band-
width in the rumbles.

F. Analyses of functional context

The functional contexts exhibited during the recording
period were put into categories �Table II�. We calculated the
frequency of occurrence of behavioral categories for each
call type. These descriptions are provisional and can serve as
a basis for actual hypothesis testing later.

G. Analyses of age- and gender-dependent variations

To demonstrate age-dependent differences of the funda-
mental frequency in the rumble, we used rumbles recorded in
reaction to abnormal suckle terminations, and took at least
eight calls per individual at a specific age recorded solely in
this context.

We used three male �Napasha, Taita, Tomboi� and three
female �Olmalo, Selengai, Wendy� orphans between age 10
and 15 months to show a gender-dependent vocal activity in
suckling situations. These six orphans were fed simulta-
neously each time. The keepers brought the milk bottles �two
for each elephant� and each elephant was fed by one keeper.
We analyzed the vocal activity of 18 such feeding situations
by calculating the number of vocalizations of each indi-
vidual. We used the chi-square test to show significant varia-
tions between gender and individuals.

III. RESULTS

A. Call repertoire

By visual examination of the spectrograms, we defined
six putative call types: four laryngeal ones—the rumble, the
bark, the grunt, and the roar, which we subdivided into the
noisy roar, the tonal roar, and the mixed roar—and two trunk
calls—the snort and the trumpet. We randomly selected 30
calls from each putative call type/subtype and performed
DFA to test the validity of our previously constructed catego-
rization. Laryngeal calls and trunk calls were tested sepa-
rately. Table III shows the eigenvalues and variances ex-
plained by the first three functions for the laryngeal calls and
the first function for the two trunk calls, and the correlation
of variables. In the laryngeal calls, fundamental frequency
parameters mainly separate call types in the first function,
duration in the second function. Figure 1 shows the results of
DFA for the laryngeal calls. In a leave-one-out classification,
100% of rumbles, 100% of barks, 96% of grunts, and 100%
of roars were correctly classified. Within the roar, 100% of
noisy roars, but only 73.3% of mixed roars and 60.6% of
tonal roars were classified correctly. Six percent of tonal
roars and 10% of mixed roars have been classified to noisy
roars, otherwise tonal and mixed roars intermixed. In the
trunk calls, dominant frequency is the most important factor
separating snorts and trumpets. In the leave-one-out classifi-
cation, 100% of trumpets and snorts were correctly classi-
fied. Table IV gives the duration, mean fundamental fre-
quency, mean dominant frequency, and manner features for
call types, and Fig. 2 spectrographically presents a typical
example of each call type.
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B. Description of call types and within-call type
variation

1. Rumble

The rumble is conspicuous because of its very low fun-
damental frequency near the infrasonic range. In the infants,
53% of the total number of recorded calls were rumbles
�nc=795�. We recorded rumbles in all 11 individuals ranging
from neonatal to 18 months of age �Fig. 3�. These rumbles
are low-frequency tonal signals with formant formation. No
infrasonic fundamental frequencies below 20 Hz were pro-

duced. Similar to adults �O’Connell-Rodwell et al., 2001�,
the second harmonic has more energy than the fundamental
one; on average, the mean difference ±SE was
15.90±5.304 dB �nc=220, nind=11�. Infant rumbles can be
soft with a minimal documented bandwidth of 70 Hz, as well
as very loud with extreme bandwidth values of up to 20 kHz;
intermediate stages are also present. When producing
rumbles with a bandwidth below 2000 Hz, the mouth was
closed in 71.8% of cases. When producing rumbles with a
bandwidth above 2000 Hz, the mouth was open in 68%.

TABLE II. Description of the most important functional contexts.

Functional context Explanation

Suckle intention The calf repeatedly touches the mothers legs or teats
�with mouth or trunk� attempting to make nipple contact.
The orphans repeatedly touched the blankets �which have
been fixed between two branches to facilitate feeding
and to imitate the body of the mother�

Suckle start The beginning of a suckle bout �one or more successful
or unsuccessful nipple contacts separated by less than
60 s of time off the nipple �Lee and Moss, 1986�

Infant break Calf removes its mouth from the nipple/bottle in between
two nipple contacts

Abnormal suckle termination Mother/keeper rejects, or anything that disturbed the calf
during suckling, resulting in a compelled suckle break or
termination, e.g., after receiving a push or “genital
check” by another elephant during suckling

Trunk touch The calf is being touched with the trunk by another
elephant �e.g., at the genitals, mouth, temporal glands,…�

Begging Repeatedly touching the keeper with the trunk begging
for tidbits

Spatial separation The calf does not see the mother or the other orphans
because of bushes or other structures

Intraspecific agonistic behavior The calf is being pushed, kicked, trunk slapped, or
chased

Interspecific or object aggression Making mock charges, chasing birds or warthogs,
attacking machines, cars,…

Require care/help E.g., the calf fell down and could not get up alone
Alerting to external stimuli E.g., a sudden appearance of a rhino, or buffalo, or

unfamiliar machine,…
Play behavior play fights, pushing head/trunks, climbing on each other,

object play,…

TABLE III. Results of discriminant function analyses for laryngeal and trunk calls. Eigenvalues, variances
explained, and structure matrix giving the correlation of variables.

Laryngeal calls Trunk calls

Function 1 Function 2 Function 3 Function 1
Eigenvalue 11.772 2.349 1.280 8.398
% Variance 75.9 15.2 8.3 100

Variables Correlation

Maximum F0 0.916a 0.170 −0.030 0.537
F0 mid 0.898 0.153 −0.037 0.493
F0 end 0.819 0.030 −0.377 0.496
Minimum F0 0.814 −0.053 −0.398 0.491
F0 start 0.790 −0.033 −0.270 0.462
Duration −0.016 0.966a 0.040 0.211
Dominant frequency 0.231 −0.016 0.823a 0.812a

aThe strongest factor loading of the variables on each discriminant function is shown in bold �F0�fundamental
frequency�.
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There is a weak positive correlation between the mean fun-
damental frequency and bandwidth �r=0.249, nc=220, p
=0.000�. Loud rumbles with a bandwidth above 2000 Hz

tended to have higher fundamental frequencies �X̄±SE
=29.82±5.139 Hz, nc=100� than soft rumbles with a band-

width below 2000 Hz �X̄±SE=25.27±2.634 Hz, Nc=100�.
The correlation coefficient was stronger on the individual
level �e.g., Madiba from the Nairobi orphanage: r=0.695,
p=0.000, nc=80�. The rumbles had a harmonic structure in
the lower frequencies but, when they were loud, often had
noisy components in the upper frequency range.

a. Are there acoustically distinctive rumble subtypes?
The infant rumbles showed a high degree of variation in the
measured acoustic features. We applied MDS to test for dis-
tinctive subtypes in infant rumbles using 99 calls �nind=11�
and 21 acoustic parameters. No separation into discrete sub-
types was obvious within the infant rumbles �Fig. 4�a��.
These MDS results were constant on the individual level
�Figs. 4�b�–4�d��. Whether different frequency contours rep-
resent further subdivisions remains unclear and needs to be

investigated in more detail. The most common frequency
contour, with 26.9%, was “straight,” followed by “bent” and
“left skewed,” both with 15.5%, “right skewed” �13.3%�, and
“decreasing” �8.9%�.

2. Bark

The bark is a transient and mainly noisy call. It differs
from the other calls due to its short duration. We recorded a
total of 80 barks in all individuals from the age of 3 weeks to
18 months. It consists of a single excitation of the vocal

FIG. 1. �Color online� Scatter plot of laryngeal calls representing the results
of function �root� 1 and function �root� 2 of discriminant analyses. Rumbles
�circles�, grunts �rhombus�, barks �squares�, and roars �triangles, stars, and
crosses� separate well in these two functions. Noisy roars �stars� also sepa-
rate from the other two roar subtypes, however tonal roars �triangles� and
mixed roars �crosses� are intermixed.

TABLE IV. Basic acoustic features of each call type and subtype. D�duration of the signal, Mean F0�mean fundamental frequency, Do. Freq.�mid position
of dominant frequency.

Call type nind nc/Individual

D �s�
X̄±SE

Mean F0 �Hz�
X̄±SE

Do. Freq. �Hz�
X̄±SE

Manner
features

Laryngeal calls
Rumbles 11 20 1.6±0.5 28.1±5.0 53.32±8.6 Tonal
Barks 8 7 0.3±0.2 340.2±106.8 710.0±255.2 Transient
Grunts 2 40 0.5±0.3 250.2±102.4 405.9±67.0 Noisy
Roars

Noisy roars 7 8 1.4±0.4 561.6±53.1 730.0±109.5 Noisy
Tonal roars 7 6 1.1±0.5 341.4±66.7 1093.3±310.7 Mainly tonal

end noisy
Mixed roars 6 8 1.6±0.5 409.1±95.0 986.8±364.3 Multiple

switching from
noisy to tonal

Trunk calls
Snorts 6 6 0.6±0.3 185.0±79.2 413.5±164.4 Noisy
Trumpets 4 9 1.16±0.7 586.43±156.4 1306.53±219.1 Tonal

FIG. 2. Spectrograms giving a typical example of each call type �256-point
fast Fourier transform, overlap 75%, Hanning window�. Call types vary in
manner features and structural differences in the frequency and time char-
acteristics. �ro.�roar�.
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cavities caused by the release of an overpressure. When ut-
tering barks, the mouth of the elephants was wide open �pos-
ture 2�. The short duration and the transient production char-
acteristic are consistent; the call does vary to some extent in
fundamental and dominant frequency �Table IV�. Often, the
bark is immediately followed by a rumble without an inha-
lation period �bark-rumble�.

3. Grunt

The grunt �nc=93� did not resemble any previously
named vocalization. Such calls were sufficiently acoustically
distinct and were recorded in both individuals at the zoo,
necessitating the classification into a new call type. We chose
the term grunt because it is a nonfunctional name and has not
yet been applied to elephant calls. Grunts were stereotyped
in structure, being noisy with merely first indications of har-
monics. Most grunt recordings stemmed from Mongu and
Abu within the first few days of their lives. They stopped

producing grunts at approximately 2 months of age. Grunts
were very soft and barely audible when we were more than
20 m away. The mouth seems to be almost closed during
most grunting vocalizations. The grunt was never produced
in combination with rumbles or any other call.

4. Roar

We recorded various roars �nc=203� of all 11 individuals
from neonatal to 18 months of age. When uttering roars, the
mouth of the infants was usually wide open. Based on man-
ner features, we grouped the roars into three subtypes. Eighty
roars were totally noisy with no tonal segments and are
termed noisy roars. We recorded the noisy roars of ten indi-
viduals �6�, 4��. Noisy roars varied in fundamental fre-
quency, but were highly stereotyped in their noisy acoustic
structure characteristic �Table IV�.

We characterized calls as tonal roars �nc=60; nind=6�,
3�, age 0–18 months� when they were tonal for the main
part of the call, sometimes with an abrupt and noisy ending.
This call was not highly stereotyped �Fig. 5�. The main varia-
tion involves the appearance and duration of the noisy end-
ing �86% of calls had a noisy ending�. The mean duration of
the tonal part ±SE was 0.72±0.67 s; the mean duration of
the noisy ending �if present� ±SE was 0.21±0.19. In contrast
to the noisy roar, this call sounds very clear.

We further recorded calls characterized by multiple
switching from tonal to noisy segments, termed mixed roars
�nc=63�. We recorded these calls in ten individuals
�6� ,4� � between the ages of 2 weeks and 18 months.
Mixed roars were also not stereotyped in structure �Fig. 6�;
44.4% switch from a noisy beginning to a tonal mid-part and
to a noisy ending. The tonal segments varied in temporal
placing, frequency contours of the harmonics, and duration.
We documented a maximum of seven switches in one call.
The error rates of approximately 30% �mixed roars� and 40%
�tonal roars� in the leave-one-out classification show that
solely duration and frequency parameters are inadequate to
separate these subtypes. Manner features was the most im-

FIG. 3. Spectrograms giving the first 200 Hz of loud rumbles of one indi-
vidual �Mongu, Vienna� at different ages: �a� 2 h after birth, �b� 2 months of
age, �c� 5 months of age, and �d� 10 months of age �4096-point fast Fourier
transform, overlap 75%, Hanning window�.

FIG. 4. Results from MDS analyses of infant rumbles using 21 acoustic
parameters. �a� MDS results of 99 calls from 11 individuals �stress�0.0785,
RSQ�0.989�; �b� 100 randomly selected rumbles of Madiba �3 months old�
recorded in January 2004 �stress�0.0843, RSQ�0.984�; �c� 100 randomly
selected rumbles from Mongu recorded from May to August 2003 �from
neonatal to 3 months of age; stress�0.0633, RSQ�0.991�; and �d� 70
rumbles from Ndomot �3 months old�, recorded in January 2004 �stress
�0.0718, RSQ�0.992�. Results of each MDS analysis show no clustering
into discrete subtypes, but point towards a graded variation of infant
rumbles.

FIG. 5. Spectrograms �256-point fast Fourier transform, overlap 75%, Han-
ning window� presenting examples of tonal roars of four different individu-
als demonstrating structural variation within this roar subtype. Tonal roars
vary in overall duration, and in the duration of the tonal and noisy segments.
Furthermore, the tonal segments show different grades of modulation.
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portant factor enabling us to distinguish between tonal and
mixed roars. All roar subtypes were often uttered in combi-
nation with rumbles, either before or after the rumble, with-
out an inhalation period �rumble-roar, roar-rumble, rumble-
roar-rumble, or roar-rumble-roar�.

5. Snort

The snort �nc=68� is a strong blast of air through the
trunk without producing a tonal signal and a proper sound.
The structure of this sound is very consistent, yet with some
variations in frequency features �Table IV�. It was recorded
in eight individuals �5�, 3��, whereas 79.8% of all snorts
were recorded in calves younger than 4 months.

6. Trumpet

We recorded trumpets �n=72� in seven �4�, 3�� indi-
viduals aged from 3 to 18 months. Infant trumpets are mainly
tonal sounds, but harmonics are overlaid with noise. They
appear in several forms, vary in duration, and can have a
pulsated structure when the elephant is running while pro-
ducing the call. The most common call structures were “in-
creasing” �27.8%�, “straight” �25%�, and “multimodal”
�12.5%�.

C. Functional context

Although all calls were emitted in more than one con-
text, we were able to determine predominant functions for all
call types. The most common functional contexts of specific
calls are given in Table V.

Rumbles in infant elephants were used in a variety of
contexts. Generally, excited calves tended to produce calls
with more harmonics than less excited calves. Soft rumbles
were often answered by the mother or other elephants, indi-
cating also a vocal contact function, whereas louder rumbles
were mainly used as a protest or distress call. The bark was
often produced after being pushed or kicked during walking
or feeding, when the affected calf did not expect such an
interaction. Grunts backed up suckle intention behavior;
however, often they were immediately answered by a soft
rumble of the mother, again indicating a vocal contact func-
tion. Most noisy roars where recorded when the animals re-
quired immediate care or were separated from the group. In
contrast, the tonal and the mixed roars were most often pro-
duced as a reaction to abnormal suckle terminations. Many
of our recorded snorts had no apparent communicational
function; they probably represented a strong blast of air
through the trunk for cleaning purposes. However, calves
younger than 3 months sometimes snorted when producing

FIG. 6. Spectrograms �256-point fast Fourier transform, overlap 75%, Han-
ning window� presenting examples of mixed roars of four different individu-
als demonstrating structural variation within this subtype. Mixed roars vary
in the number of tonal and noisy segments. The tonal segments vary in
temporal placing, frequency contours of the harmonics, and duration.

TABLE V. Functional contexts of specific call types and subtypes �%�frequency of occurrence of behavioral
categories for each call type/subtype�. The most common context is shown in bold.

Call type Functional contexts

Rumble
Soft rumbles �bw�2 kHz� Suckle contexts �43%: suckle intention, suckle start,

infant break�; trunk touch �20%�, begging �7.3%�
Loud rumbles �bw�2 kHz� Abnormal suckle termination �39%�; trunk touch

�18%�, begging �8%�
Grunt Suckle intention �46%�; play behavior �22%�;
Bark Intraspecific agonistic behavior �33.9%�, begging

�17.9%�; trunk touch �14.3%�
Roar

Mixed roar Abnormal suckle termination �61.1%�; requiring
care/help �9.3%�, intraspecific agonistic behavior �7.4%�

Noisy roar Requiring care/help �28.5%�; abnormal suckle
termination �18%�; intraspecific agonistic behavior
�14%�; spatial separation �10%�;

Tonal roar Abnormal suckle termination �54.9%�; begging
�11.8%�; intraspecific agonistic behavior �7.8%�

Snort No communicative function �59.9%�; interspecific or
object aggression �mock charges, 13.9%�

Trumpet Interspecific or object aggression �mock charges,
57.9%�, external stimuli �13.6%�
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mock charges. Most trumpets involved interspecific or object
aggression. In infants, however, it is difficult to determine
whether there is some aggressive intention when mock
charging birds or warthogs, or if mere play is involved.

D. Age- and gender-dependent variations

We clearly documented age-dependent variation in the
appearance of two call types, the grunt and the trumpet. We
never recorded grunts in an individual older than 2 months.
In contrast, although we intensively recorded the two zoo
elephants from birth on, neither produced trumpets until they
were 3 months old.

We documented age-dependent variation, particularly in
the low-frequency rumble. As expected, older individuals
tended to have lower fundamental frequencies in the rumble
than younger individuals �Fig. 7�, and there was a tendency
for rumble duration to slightly increase with age.

We observed no gender-dependent variation in the
acoustic structure of any call type. Furthermore, there was no
difference in the number of call types produced by male and
females calves at this ontogenetic level. We documented
each call type in both genders.

In the feeding situations at the orphanage, male infants
vocalized more frequently than females. Usually, when one
bottle of milk was finished, the keepers had to remove the
bottle from the mouth, creating abnormal breaks or termina-
tions of suckling for the infants. We also observed a lot of
pushing and barging between the infants, again resulting in
abnormal suckle breaks. In 18 such feeding situations, the
three male infants vocalized significantly more than the fe-
males �chi-square test: 1=54.6, p�0.001�. Although there
are individual differences, each male vocalized significantly
more than each single female �chi-square test: all p�0.05;
Fig. 8�. The calls were mainly loud rumbles and roars as well
as combinations of both call types.

IV. DISCUSSION

This study is the first to describe the acoustic structure
and the basic functional contexts of infant elephant calls.
Due to the considerable gradation of the acoustic parameters,

we did not distinguish more than six call types. Based on our
acoustic analyses, the rumble in infants seems to be graded
with no distinctive subtypes. A similar result was reported by
Soltis et al. �2005�, who analyzed rumbles produced by six
adult females. Gerai �1997� distinguished a “low-rumble”
and a “growl” in juvenile African elephants. She defines the
“low-rumble” as a soft, low, monotone rolling sound, with
the mouth appearing closed. The “growl” is a more guttural,
rolling, periodic, and slightly louder sound than the “low-
rumble,” whereby the mouth is generally open. In the param-
eter described, however, her “low-rumble” and her “growl”
differ in mean duration and frequency, but the ranges overlap
and it is unclear weather they are discrete call types. Her
general descriptions agree with our observations of soft and
loud rumbles, but, in contrast to Gerai �1997�, we did not
separate them as discrete call types or subtypes. Gerai �1997�
further reported higher-frequency calls she termed “cries,”
“bellows,” and “squeals,” but because of too small sample
size, she was unable to adequately differentiate and structur-
ally define the various loud sounds. Based on her general
description and the given spectrograms, those high-
frequency calls seem to fit into our roar categories. Note,
however, that Gerai �1997� recorded 2- to 7-year-old juvenile
African elephants, whose vocal behavior might differ from
that of infants.

Elephants typically exhibit a very flexible and open
communication system �Poole et al., 2005�, and gradation of
acoustic features seems to be characteristic for elephants,
complicating the classification of calls. Even a few calls in
our data could not be clearly classified to a specific call cat-
egory. We, for example, recorded few trunk sounds that dif-
fer from trumpets and snorts. The infants forced air out of the
trunk pressing the trunk tips together, producing a squelching
sound. Each call had a unique structure, and these sounds are
probably idiosyncratic sounds with no communicative func-
tion. Our observed within-call type variation might also re-
flect individual characteristics of sound production and the
different origins of the elephants. We recorded two unrelated
infants in Vienna, whose parents originally come from dif-
ferent parts of Africa, and nine randomly joined infants, who
originated from South Africa and different parts of Kenya.
Considering that elephants are able to recognize one another
based on their calls �McComb et al., 2003�, it is supposable
that elephants—similar to other species capable of vocal

FIG. 7. Box plot presentation of the age-dependent fundamental frequency
development in rumbles uttered after abnormal termination of suckling.
Mongu 0–5 months �Vienna�; 7, 9, and 10 months �females, Nairobi�; and
11, 13, and 15 months �males, Nairobi�.

FIG. 8. Histogram demonstrating the frequency of vocalization of each
individual �males: Napasha, Taita, Tomboi; females: Olmalo, Selengai,
Wendy� in 18 suckle situations. Although there are individual differences,
each male vocalized significantly more than each female �chi-square test, all
P�0.05�.
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learning and living in complex societies �e.g., Tyack,
2003�—use family-, bond group-, or population-specific dia-
lects. Although elephant calves probably have to learn these
dialect-specific call features by imitating calls of their moth-
ers and other family members, genetically preprogrammed
call type variation between distinct elephant populations may
play a role.

The infants used their vocalizations to announce their
needs and emotions to their mother, keeper, or closest indi-
viduals. Because of their milk dependency, we recorded
many calls in the suckle context. Talking about the functional
use of calls, we have to consider that there are situations in
the wild that do not exist in captivity or at the orphanage.
However, infants living in the wild, in the zoo, or in the
orphanage share the same needs and similar “problems,” go
out on a limb, and require help and reassurance. Infant vo-
calizations are mainly associated with the satisfaction of
needs and are therefore not strongly influenced by external
conditions.

The fundamental frequency in the rumble decreased
with age as the elephants grew and the mass of their vocal
cords increased. In mammals, this growth is negatively cor-
related to voice pitch �Fitch, 1997�. The louder rumble of
very young infants �up to approximately 3–4 months old�
sounded very harsh and subjectively differed from the
rumbles of the older ones. Based on acoustic parameters and
call structure, however, we did not to distinguish it as a dis-
crete call type from rumbles produced by older infants. In the
two zoo elephants observed for a longer period of time, they
gradually sounded more like a rumble of older individuals as
fundamental frequency decreased with age.

Grunts seem to be characteristic for new-born elephants.
The calves stopped producing grunts at around 2 months of
age. Nothing similar has yet been documented in a juvenile
or adult African elephant. This call was very soft, which
might explain why it has not been previously recorded, even
in infants. In contrast, no trumpets were recorded in indi-
viduals younger than 3 months. Instead of the trumpet, they
produced snorts during play behavior and when exhibiting
mock charges. These are situations in which older elephants
produce trumpets. More control of the trunk muscles and
more power of the respiratory muscles may be needed to
produce a proper sound when pressing air through the trunk.
The complex coordination of the trunk must be practiced by
infants �Moss, 1988�. Therefore it would have been surpris-
ing if an elephant was able to trumpet from birth on.

We did not observe gender-dependent variations in the
number of call types, in call structure, or in their general
usage. Future studies targeting different ontogenetic levels
will be necessary to determine the onset of the vocal sexual
dimorphism. Male elephants require a second distinct phase
of socialization �Bradshaw et al., 2005� in which they leave
their natal family to join the floating community of adult,
reproductive males �Poole, 1994�. This might be the ontoge-
netic level at which the pronounced sexual dimorphism in
vocal behavior of elephants develops. In both genders, how-
ever, infancy starts with similar communicating, i.e., with the
mother and closely allied individuals. We even observed that
males were more vocally adamant in their suckle behavior

than the females. Lee and Moss �1986� found that more
suckle attempts are initiated by male infants, and that fe-
males appear to be less demanding as well as less persistent.
Our observations confirm this.

Our results should promote further studies on the vocal
ontogeny of elephants. Besides studying the call repertoire of
different age groups, it would be important to examine the
extent to which learning influences vocal development. De-
termining the role of learning in vocal ontogeny and the
alignment of group-specific call characteristics in calves will
be one of our main future research interests. Due to their
vocal learning ability �Poole et al., 2005� in combination
with the complex fission-fusion society �Moss and Poole,
1983; Wittemayer et al., 2005�, elephants could be an inter-
esting model to study the role of imitation in the vocal on-
togeny and the social system of a nonprimate terrestrial
mammal.
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This study investigates how particular received spectral characteristics of stereotyped calls of
sexually dimorphic adult killer whales may be influenced by caller sex, orientation, and range. Calls
were ascribed to individuals during natural behavior using a towed beamforming array. The
fundamental frequency of both high-frequency and low-frequency components did not differ
consistently by sex. The ratio of peak energy within the fundamental of the high-frequency
component relative to summed peak energy in the first two low-frequency component harmonics,
and the number of modulation bands off the high-frequency component, were significantly greater
when whales were oriented towards the array, while range and adult sex had little effect. In contrast,
the ratio of peak energy in the first versus second harmonics of the low-frequency component was
greater in calls produced by adult females than adult males, while orientation and range had little
effect. The dispersion of energy across harmonics has been shown to relate to body size or sex in
terrestrial species, but pressure effects during diving are thought to make such a signal unreliable in
diving animals. The observed spectral differences by signaler sex and orientation suggest that these
types of information may be transmitted acoustically by freely diving killer whales. © 2007
Acoustical Society of America. �DOI: 10.1121/1.2722056�

PACS number�s�: 43.80.Ka �WWA� Pages: 3932–3937

I. INTRODUCTION

Animal sounds are shaped by the characteristics of both
the source and associated resonant structures, and these are
constrained by their size and shape �Bradbury and Vehren-
camp, 1998�. Variation in energy dispersion across signal
harmonics has been attributed to body size or vocal tract
length �Fitch, 1997�, though sex differences may be greater
than expected from the direct effect of body size in human
speech �Rendall et al., 2005�. Voice features such as formant
frequency dispersion and sometimes pitch �called F0 in hu-
man speech� can vary substantially between calling individu-
als. For example, dominant frequency and pulse rate �pitch�
of calls produced by cricket frogs �Acris crepitans� correlate
strongly with body size �McClelland et al., 1996�. Relative
maximum levels of harmonics and maximum echolocation
call frequency differ between individuals and families in the
big brown bat �Eptesicus fuscus; Masters et al., 1995�.

Fish-eating killer whales �Orcinus orca� produce calls
with stereotyped time-frequency contours �Ford, 1991�, and
many calls contain two independently modulated contours
�referred to as “two-voice calls”� each with multiple harmon-
ics �Fig. 1; Hoelzel and Osborne, 1986; Miller and Bain,
2000; Miller, 2002�. Odontocete cetaceans possess a pair of
nasal lips that could be used to generate two independently

controlled signals �Cranford, 2000�. The low-frequency com-
ponent �LFC� of killer whale calls is thought to be a burst-
pulse sound with the pitch, or fundamental frequency, gener-
ated by the pulse-repetition rate. Gradations in the LFC pulse
rate range from slow-rate intervals in which individual
pulses are apparent, often observed at the start of calls, to
high-rate intervals, which sound more tonal. Though little is
known about the high-frequency component �HFC�, calls can
contain modulation sidebands that appear above and below
the HFC �Fig. 1�. In all calls that we have inspected with
sidebands, they are always spaced from the HFC by precise
multiples of the frequency of the LFC �Fig. 1�, indicating
that the source mechanism driving the LFC also modulates
the HFC.

Time-frequency contours of both components of killer
whale calls differ primarily by social group �Ford, 1991;
Deecke et al., 2000; Miller and Bain, 2000�, with only minor
differences between individuals within the same matrilineal
group �Nousek et al., 2006�. Extreme body-size dimorphism
�adult males are 1

3 longer and have twice the volume as adult
females; Matkin and Leatherwood, 1986� may provide an
anatomical basis for spectral differences in acoustic signals
by sex. Because the time-frequency contour is primarily
group specific, such differences might be useful as a cue to
aid within-group recognition or to identify caller sex.

Unlike terrestrial animals that live in static ambient pres-
sure, breath-hold divers can routinely experience severe pres-a�Electronic mail: pm29@st-and.ac.uk
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sure changes. The acoustic properties of air-filled structures
should be affected by reduction of total air volume and by
increased density of the air when under pressure �Bradbury
and Vehrencamp, 1998�. This fact has led to the conjecture
that anatomical voice cues that rely on passive resonant ef-
fects of air cavities may not be reliable in diving animals
�Tyack, 1991; Janik and Slater, 2000; Tyack and Miller,
2002�. The frequency pattern of response whistles produced
by diving beluga whales �Delphinapterus leucas� in a train-
ing task was shown to change strongly with depth though the
fundamental frequency was unchanged �Ridgway et al.,
2001�. The pitch of calls produced by diving seals did not
vary with caller depth �Moors and Terhune, 2005�, suggest-
ing that the fundamental frequency of calls may be more
effectively controlled than the dispersion of energy across
harmonics. Diving may thereby select for active control of
acoustic features used for individual or sex recognition, such
as frequency modulation recently shown to be important in
bottlenose dolphin signature whistle recognition �Janik et al.,
2006�. However, it is possible that calling divers could com-
pensate for pressure effects on air resonant cavities �Amun-
din, 1991� or that anatomical voice cues are generated by
tissue-borne resonances that are less affected by depth �Cran-
ford et al., 1996�. It is therefore valuable to explore whether
acoustic features that might be shaped by resonant effects,
such as the distribution of energy across frequencies, differ
consistently by the signaler sex or body size of free-ranging
breath-hold divers.

We consider here how the relative intensity of harmonics
in both low- and high-frequency components and number of
HFC modulation sidebands are influenced by adult signaler

sex in calls produced by freely diving adult killer whales.
Signaler range and orientation relative to the receiver must
be considered in analysis of frequency spectra of sounds
from free-ranging animals, and signaler range and orienta-
tion are also potentially useful to communicate in group-
living mobile animals �Miller, 2002; Lammers and Au,
2003�. The key question we address is whether the spectra of
calls received from freely diving whales correlate with sex,
orientation, and range of the signaler. Such a relationship
would demonstrate that the influence of these signaler char-
acteristics on the communication signals of killer whales can
exist and be detected during natural diving behavior.

II. METHODS

Recordings were made during August and September
1998 and 1999 off Vancouver Island, Canada, using a beam-
forming array towed from an 11-m research vessel. This sys-
tem allows calls to be ascribed to a focal animal when it is
separated in azimuth from other group members by 20 deg
or more �Miller and Tyack, 1998; Miller et al., 2004�. Each
time the focal animal surfaced to breathe, we recorded its
identification based on dorsal fin and saddle patch shapes
�Ford et al., 2000� as well as its orientation and range to the
recording array. Animals were classified as juvenile �J� if
they were estimated to be under 15 years old or as adult male
�AM� or adult female �AF� if otherwise �Olesiuk et al.,
1990�. The 16-bit, 48-kHz sampling rate acoustic recordings
were transferred from Tascam recorders to a computer using
Cool Edit Pro.

Only stereotyped calls produced by the identified focal
whale were used in the analysis. The orientation of the focal
animal at the time a call was received was estimated by
interpolating the observed orientations during the surfacings
before, and after, production of the call. To reduce errors in
the orientation estimate during call production, calls were not
included if these were produced between two surfacings for
which the observed orientations changed by more than
120 deg. Left- and right-side off-axis orientations were com-
bined, and then converted to radians with values ranging
from zero for animals oriented directly toward the array to �
for animals oriented directly away from the array. Stereo-
typed calls were classified to type using visual analysis of
spectrograms and aural recognition �Ford, 1987; Miller et al.,
2004�. We only considered call types with both high- and
low-frequency components, which resulted in the inclusion
of seven call types: N1, N2, N4, N5, N9, N32, and N33 �Fig.
1�.

We used a trace of the LFC and HFC contours, obtained
using a pitch tracking algorithm �Wang and Seneff, 2000�, to
identify peaks corresponding to the LFC harmonics and the
HFC peak �Fig. 1�. Each call was divided into 0.01-s time
intervals for which a power density spectrum was created
and the peaks identified automatically. Because the funda-
mental frequency, or pitch, of killer whale calls is quite high
in most portions of calls, formant patterns could not be di-
rectly observed as is possible in analysis of human speech.
Most of the energy in the low-frequency component �LFC�
occurred in the first two harmonics �the first harmonic refers

FIG. 1. Spectrograms of the seven call types analyzed. The time-frequency
contour of the LFC fundamental is shown in blue, and the HFC fundamental
in red. Note the presence of sidebands above and below the HFC. The
frequency positions of these bands correspond precisely to the HFC ± mul-
tiples of the LFC. The HFC contour minus the LFC contour is shown in
green and overlaps a modulation band in all call types except N9. Lower
right: power spectral density plot of the N33 call at time point 0.6 s. Note
peaks corresponding to the LFC �red dot�, HFC �green circle�, and HFC
modulations �black and blue diamonds�. We recorded the peak levels of the
first two harmonics of the LFC and the fundamental of the HFC.
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to the fundamental frequency contour�, but harmonics up to
the fifth could commonly be measured. Each peak within
each interval was inspected by eye to assure that a single,
clear peak emerged from the background noise, and that the
peak frequency corresponded with the frequency of the con-
tour at that point in time. Peaks within 5 dB of the noise
floor were rejected. Calls were rejected if they did not in-
clude at least ten usable intervals. We calculated the average
fundamental frequency for LFC and HFC contours, the ratio
in intensity between the first and the second LFC harmonics
across each call �LFC h2/h1�, and the intensity ratio between
the HFC and the first two harmonics of the LFC �HFC/LFC�.
For each call we also counted the maximum number of
modulation bands above and below the HFC fundamental
that were visible for at least half the call duration.

Statistical analyses were conducted using linear mixed
effects models created in R �R Development Core Team,
2004�. Linear mixed effects models differ from straightfor-
ward linear models in that these are used when the data are
grouped according to one or more classification factors, al-
lowing for the incorporation of both effects that influence the
mean �fixed factors� and effects that influence the variance
�random factors� of the response variable �Pinheiro and
Bates, 2000�. Fundamental frequency differs by call type
�Fig. 2�. An analysis of the variation within-calls, using each
call number as a random factor, indicated that fundamental
frequency of the LFC influences the relative intensity of the
first two LFC harmonics �t20465=−11.88, p�0.001�, and that
HFC fundamental frequency influences the level of the HFC
relative to LFC �t6152=2.53; p=0.011�. This matches the pre-

dicted behavior of a resonant system excited with different
input frequencies. Therefore, the different fundamental fre-
quency contents within the various call types could be pre-
dicted to influence the relative intensities of the LFC har-
monics and the LFC relative to the HFC. Different call types
also differ in the number of HFC modulation bands �Fig. 1�.
For this reason, call type is treated as a random factor in the
models that relate spectral intensity to orientation, range, and
adult sex. The mixed model accounted for a significantly
greater amount of the variation in the data than a simple
linear model �P�0.0001�, justifying the use of this some-
what more complex model design. An autocorrelation term
was added to each model as some degree of temporal corre-
lation was present in the data.

Two models were run to test whether LFC and HFC
fundamental frequencies differed significantly by sex of the
caller. In a second analysis, three models related the intensity
ratio of the first two harmonics of the LFC �LFC h2/h1�, the
ratio of the HFC to the summed intensity of the first two
harmonics of the LFC �HFC/LFC�, and the number of HFC
modulations to the orientation, range, and age-sex class of
the signaler. Range was log transformed. The dependent vari-
ables used in the spectral analysis showed low levels of in-
tercorrelation �HFC/LFC with LFC h2/h1: r=0.126; HFC/
LFC with no. of HFC sidebands: r=0.131; LFC h2/h1 with
no. of HFC sidebands: r=−0.19�. Such low correlation levels
justify the use of separate models for each dependent vari-
able.

In the mixed models used here, the degrees of freedom
equal the total sample of calls minus the number of param-
eters estimated in the model, and again minus the number of
groups within the random variable �Pinheiro and Bates,
2000�. As five separate models were run, we used the Bon-
ferroni correction to set the level of significance within each
model to 0.01, which assures an experimental probability of
Type-I error of 0.05.

III. RESULTS

The process of data selection resulted in a total of 335
calls of seven types produced by 16 individual whales being
usable to compare the intensities of the first two harmonics
of the LFC �Table I�. Due to a very small sample size �17
calls from two juveniles�, we removed juveniles from all
analyses. This yielded 318 calls total of which 210 were
produced by nine adult males and 108 by five adult females.
Of these 318 calls, 194 had sufficient peaks to be included in
analysis of the HFC, the others being rejected either because
the fundamental of the HFC was within 5 dB of the noise
floor or overlapped a harmonic of the LFC. Of these 194,
125 were produced by the nine adult males and 69 were
produced by the adult females.

Sex of the caller did not consistently influence the mean
fundamental frequency of either the low- or high-frequency
components of calls �Fig. 2�. Testing using the mixed model
concluded that for both the LFC and HFC, there was no
consistent influence of caller sex on the fundamental fre-
quency comparisons �LFC: t310=−1.212, p=0.23; HFC: t310

=−1.207, p=0.23�.

FIG. 2. Mean fundamental frequency of the HFC �top� and LFC �bottom� of
calls produced by adult females and adult males. Vertical bars represent ±2
standard errors �s.e.� about the mean. Note that there is no consistent pattern
by which mean fundamental frequency varies by sex across the different call
types.
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Orientation of the signaler, estimated from surfacing ori-
entation, was a significant predictor of the HFC/LFC inten-
sity ratio �t184=−2.64, p=0.009�, while range and adult sex
were not �Table II, column 1�. There was a nonsignificant
trend for HFC/LFC ratio to differ by adult sex �t184=−1.70,
p=0.091; Fig. 3�. The HFC/LFC ratio was higher when the
caller was oriented more directly toward the hydrophone ar-
ray �Fig. 3�. Orientation was also a significant predictor
�t184=−3.93, p=0.0001� of the number of modulations of the
HFC fundamental by the LFC, with more sidebands ob-
served when whales were oriented toward the hydrophone
array, but range and adult sex were not �Table II, column 2�.

Adult sex was a significant predictor of the relative level
of the first two harmonics of the LFC �t308=−2.72, p
=0.007�, while signaler orientation and range were not
�Table II, column 3�. Males had consistently more energy in
the second harmonic than the fundamental across all seven
call types, with an overall mean difference of 3.4 dB �Fig. 4�.

IV. DISCUSSION

Killer whale stereotyped calls appear to be an example
of complex signals �Hebets and Papaj, 2005� with different
information being encoded, and potentially transmitted,

within different call components. The intensity ratio of the
first two LFC harmonics is significantly influenced by sig-
naler sex, possibly because of the substantial body size dif-
ferences in adult killer whales. On the other hand, the inten-
sity ratio of the HFC relative to the LFC �HFC/LFC�, and the
number of HFC modulation bands, reflects the orientation of
the signaler.

Interestingly, the fundamental frequency or pitch of both
the LFC and HFC did not consistently vary between adult
male and adult female body sizes �Fig. 2�. Though diversity
in mean fundamental frequency occurred within some call
types in our sample �Fig. 2�, there was no consistent pattern
for either HFC or LFC across call types. Absolute frequency
of the two components does not appear to be strongly influ-
enced by sex and is probably constrained as stereotyped calls
are shared within stable matrilineal groups.

Signaler orientation influenced the intensity of the HFC
relative to the LFC, and the number of HFC sidebands, but
not the relative intensity of the first two harmonics of the
LFC �Table II and Fig. 3�. These results indicate that low-
frequency adult sex cues may be more omnidirectional than
other signal features. Miller �2002� found strong differences
in the spectral structure of calls recorded from groups of
whales moving toward versus away from the receiver. By

TABLE I. Total number of calls by type recorded from each focal animal:
AF—adult female, AM—adult male, and J—juvenile of either sex.

Age/Sex N1 N2 N4 N5 N9 N32 N33 Total

A12 AF 1 6 1 1 ¯ ¯ ¯ 9
A23 AF ¯ 1 ¯ ¯ 3 ¯ ¯ 4
A34 AF ¯ 2 3 5 1 ¯ ¯ 11
A8 AF ¯ 27 26 2 22 ¯ ¯ 77
W3 AF ¯ ¯ ¯ ¯ ¯ 2 5 7
A27 AM ¯ 1 ¯ ¯ ¯ ¯ ¯ 1
A32 AM 4 7 10 8 19 ¯ ¯ 48
A33 AM ¯ ¯ ¯ 3 ¯ ¯ ¯ 3
A37 AM 9 ¯ 15 13 7 ¯ ¯ 44
A38 AM ¯ 2 25 ¯ 17 ¯ ¯ 44
A46 AM 2 6 11 9 8 ¯ ¯ 36
A6 AM 1 ¯ 6 ¯ 5 ¯ ¯ 12
W2 AM ¯ ¯ ¯ ¯ ¯ 3 17 20
W5 AM ¯ ¯ ¯ ¯ ¯ ¯ 2 2
A55 J 1 3 3 2 5 ¯ ¯ 14
A62 J ¯ ¯ 3 ¯ ¯ ¯ ¯ 3
Total 18 55 103 43 87 5 24 335

TABLE II. Mean ±95% confidence interval of spectral features of received
calls by orientation, range, and adult sex. The units of the values in the table
are the column unit divided by the row unit �e.g., for −2.5±1.8 dB/rad, the
difference in the HFC to LFC intensity ratio of calls produced by animals
oriented directly toward the array �0 rad� versus directly away �� rad� is
−7.9±5.7 dB�.

HFC/LFC �dB� HFC sidebands �n� LFC h2/h1 �dB�

Orientation �rad� −2.5±1.8a −0.43±0.21a −0.2±1.0
Range �log 10 m� 0.5±1.1 −0.07±0.14 0.1±0.6
Adult male relative
to adult female

−3.2±3.7 −0.04±0.42 2.8±2.0a

Degrees of freedom 184 184 308

aSignificant at P�0.01.

FIG. 3. The mean ratio of the peak energy of HFC to the summed energy in
the first two harmonics of the LFC �HFC/LFC� versus estimated signaler
orientation to the receiver based on surfacings before and after each call was
produced. Calls of adult males are shown as triangles, with a solid regres-
sion line, while those of female are circles with a dashed regression line.
Note the tendency for calls produced by adult males to have higher HFC/
LFC ratios than calls produced by adult females.

FIG. 4. The mean intensity ratio of the first two harmonics of the LFC �LFC
h2/h1� by call type for calls produced by adult males and adult females. The
vertical bars are ±2s.e. Note that the intensity ratio is greater in calls pro-
duced by adult males for all seven call types.
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measuring the energy in the fundamental of the HFC directly,
this study confirms that this call component specifically en-
codes information on signaler orientation. In our sample, sig-
naler orientation was estimated based on surfacing orienta-
tion before and after each call, so it would be interesting to
investigate finer scale effects of orientation on HFC energy
when signaler orientation at the time of the call is known
with more precision. Higher frequencies of the HFC contour
and the number of HFC sidebands would be predicted to be
more directional than the LFC as there is more effective
absorption, reflection, and focus of smaller wavelengths by
sound source resonators and tissue structures. The ranges
from caller to the hydrophone �16–834 m� seem to have
little effect on the relative levels of the spectral features mea-
sured in this study, although range should strongly influence
the absolute received levels of both the HFC and LFC as
well as call reverberation patterns �Naguib and Wiley, 2001;
Miller, 2002�.

Adult sex influenced the relative energy in the first two
harmonics of the LFC, but did not strongly influence the
number of HFC sidebands �Table II�. Our results may indi-
cate that adult sex influences the HFC/LFC intensity ratio
�p=0.091�, but more data would be necessary to confirm this
trend. Despite the mixed pattern in fundamental frequency,
adult males had relatively more average energy in the LFC
second harmonic than females across all seven analyzed call
types �Fig. 4�. Across all the 318 calls used in this study, the
difference by adult sex in the relative levels of the first two
harmonics averaged 3.4 dB. As we also found that funda-
mental frequency within calls affects the relative level of the
harmonics �see Sec. II�, variation in the frequency content of
analyzed calls probably dilutes the difference attributable to
caller sex when values are averaged over the entire call, as
was done in this study. Nonetheless, perception tests indicate
that changes smaller than 3 dB in the relative levels of har-
monics are detectable in birds and humans �Versfeld and
Houtsma, 1995; Lohr and Dooling, 1998�, and recent re-
search suggests that a false killer whale �Pseudorca
crassidens� can perceive small differences in relative har-
monic intensities �Yuen et al., 2007�. We can predict that the
sex differences reported here should at least be detectable by
the killer whales themselves. Playback experiments could
test the salience of harmonic intensity patterns, and any role
they might have in sex recognition.

A. Implications for killer whale call production
mechanism

The presence of HFC sidebands at precise multiples of
the LFC �Fig. 1� is evident that the physical process which
generates the LFC also modulates the intensity of the HFC in
some fashion. This interaction between the LFC and HFC
seems to indicate that the two independent sources are in
close proximity to each other within the whale. This is con-
sistent with the possibility that the two contours are produced
by independent, simultaneous control of the left and right
monkey-lip dorsal bursae complexes, which are implicated
in the production of sonar clicks of odontocetes �Cranford,

2000�. However, alternative explanations for how these two
independent contours might be produced cannot be ruled out.

We tentatively suggest that the sex differences in the
relative intensity of the first two LFC harmonics may be
explained by the presence of one or more resonant structures,
which alter the relative intensities of the harmonics, and that
males have lower-frequency resonances than females be-
cause of their larger size. We were able to measure the in-
tensity of the first five LFC harmonics in 243 of the 318 calls
produced by adult males or adult females �169 from adult
males, 74 from adult females�. Inspection of the relative en-
ergy in the first five harmonics indicated that frequencies
within the second harmonic are supported in calls produced
by males, while frequencies within the fourth harmonic are
relatively more supported in calls from females. This seems
to match predictions based on anatomy as adult males have
roughly twice the body volume of adult females �Matkin and
Leatherwood, 1986�. In odontocetes several structures have
been indicated as potential resonators, such as the nasal sacs
or the dorsal bursae �Cranford, 2000; Cranford et al., 1996�.
If the size of these structures correlates with body size, then
it could explain differences in resonances between adult male
and female killer whales. However, more detailed knowledge
of the sound production mechanism in killer whales would
be necessary to identify the structures that do act as resona-
tors and therefore to understand the influence of body size on
the size of these structures.

Our interpretation that resonant effects influence the
relative level of the LFC harmonics in killer whale calls is
further supported by our finding that the relative intensity of
the first two LFC harmonics changes with fundamental fre-
quency within calls �6.5 dB/kHz, P�0.001; see Sec. II�.
The relative intensity of the harmonics changes as the fre-
quencies excited by the harmonics change, which is consis-
tent with the expected behavior of frequency-dependent reso-
nant filters. Interestingly, time from the start of a call did not
affect the relative intensity of the harmonics, suggesting that
the movement of air during sound production itself does not
strongly alter resonant characteristics in the sound-
production apparatus �Dormer, 1979�. The observed differ-
ences in the relative levels of harmonics is consistent with
the presence of resonances, but other analysis methodologies
such as linear predictive coding �LPC; Fitch, 1997� are better
suited to detect and quantify resonances. LPC is made diffi-
cult, though, in the case of killer whale calls because the
fundamental frequency of the calls is quite high.

V. CONCLUSIONS

The sounds analyzed in this study were recorded from
identified individuals during natural diving behavior, though
the horizontal beamforming system does not allow measure-
ment of caller depth directly. It is possible that, at fixed call-
ing depths, sex or orientation differences might be greater
than those observed here, and that natural variation in caller
depth degrades these effects on the relative intensity of the
harmonics. It would be useful to assess whether diving influ-
ences the features measured in this study using a method that
can track the depth of calling animals. Such data could assess
whether calling occurs in preferred depth bands �Hastie
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et al., 2006�, which could be a simple way by which divers
could reduce or enhance effects of diving on air-resonant
properties, if they exist. Alternatively, it is possible that low-
frequency resonances could be under active control or occur
in tissues rather than air, which should result in less sensitiv-
ity to caller depth. A heliox experiment with harbor por-
poises indicated that the low-frequency component of clicks
was based on air resonance and influenced by breathing he-
liox, but that high-frequency components were based in tis-
sues and so uninfluenced �Amundin, 1991�. Research on the
mechanism by which the complex “two-voice” calls are pro-
duced could help elucidate the influence of diving ecology
on acoustic signal structure, and the role of different signal
features in communication.
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Acoustic signals from wild Neophocaena phocaenoides sunameri were recorded in the waters off
Liao-dong-wan Bay located in Bohai Sea, China. Signal analysis shows that N. p. sunameri
produced “typical” phocoenid clicks. The peak frequencies fp of clicks ranged from 113 to 131 kHz
with an average of 121±3.78 kHz �n=71�. The 3 dB bandwidths �f ranged from 10.9 to 25.0 kHz
with an average of 17.5±3.30 kHz. The signal durations �t ranged from 56 to 109 �s with an
average 80±11.49 �s. The number of cycles Nc ranged from 7 to 13 with an average of 9±1.48.
With increasing peak frequency there was a faint tendency of decrease in bandwidth, which implies
a nonconstant value of fp /�f . On occasion there were some click trains with faint click energy
presenting below 70 kHz, however, it was possibly introduced by interference effect from multiple
pulses structures. The acoustic parameters of the clicks were compared between the investigated
population and a riverine population of finless porpoise. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2721658�

PACS number�s�: 43.80.Ka �WWA� Pages: 3938–3946

I. INTRODUCTION

The finless porpoise �Neophocaena phocaenoides� is
one of the smallest odontocete species and has a wide distri-
bution throughout coastal Indo-Pacific waters �Reeves
et al., 1997; Kasuya, 1999�. Living sporadically in freshwa-
ter and inshore, the taxonomic status of the finless porpoise
remains confused. Using mainly morphological and life his-
tory data, recent classifications �Wang, 1992; Gao and Zhou,
1993, 1995� recognized three subspecies of the finless por-
poise: N. p. asiaeorientalis found mainly in the Yangtze
River, N. p. phocaenoides found mainly in the South China
Sea and Indian Ocean, and N. p. sunameri found mainly in
the Yellow Sea, Bohai Sea, Japanese coastal waters, and the
northwest Pacific Ocean.

In recent years, vocalizations produced by N. p. asiae-
orientalis from the Yangtze River have been extensively de-
scribed both in captivity �Wang, 1996; Akamatsu et al.,
1998� and in the wild �Akamatsu et al., 1998, 2005a, 2005b;
Li et al., 2005a, b�. Goold and Jefferson �2002� demonstrated
that N. p. phocaenoides off the coastal waters of Hong Kong

produced both “typical” narrowband, high-frequency phoc-
oenid sounds, and “atypical” broadband pulses, with an oc-
casional low-frequency component. Mizue et al. �1968�, Ka-
mminga et al. �1986�, and Nakahara et al. �1997� have
reported on vocalizations by captive N. p. sunameri originat-
ing from the Japanese coastal waters.

Comparing the vocalizations between different popula-
tions of the finless porpoise might put the taxonomic classi-
fications in a new perspective. We expect there might be
considerable differences in the acoustic aspects between dif-
ferent finless porpoise subspecies.

Based on vocalization studies of a number of species of
inshore and riverine porpoise and dolphins, their sonar capa-
bilities were considered in relation to their habitat �Dudok
van Heel, 1981; Kamminga and Wiersma, 1981; Wiersma,
1983�. The inshore populations of porpoises and dolphins
were suggested to have two-component signals with a low-
frequency component to detect long-distance targets and a
high-frequency one for short-range, high-resolution target
detection; however, for the populations of porpoises and dol-
phins living in a turbid, and muddy riverine habitat, a short-
range, uni-modal and high-frequency sonar would suffice
�Kamminga et al., 1983�. These expectations have been sup-
ported by findings in both inshore populations: Delphi-

a�Author to whom correspondence should be addressed. Electronic mail:
wangd@ihb.ac.cn
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napterus leucas �Kamminga and Wiersma, 1981�, Phocoena
phocoena �Kamminga and Wiersma, 1981�, and Sotalia flu-
viatilis guianensis �Kamminga, personal communication�,
and riverine populations: Inia geoffrensis �Kamminga, 1979;
Kamminga et al., 1993�, Orcaella brevirostris �Kamminga et
al., 1983�, and Sotalia fluviatilis fluviatilis �Kamminga et al.,
1993�. In the finless porpoise, Li et al. �2005a� did not find
any low-frequency ��70 kHz� components in the free-
ranging riverine population, N. p. asiaeorientalis; Kamminga
et al. �1986� rejected the two-component sonar hypothesis
for the coastal N. p. sunameri from the Japanese waters;
Goold and Jefferson �2002� claimed that there was clearly
low-frequency energy in some of the Hong Kong finless por-
poise �N. p. phocaenoides� clicks. A comparison between the
sonar produced by inshore and riverine populations of the
finless porpoise might shed further light on the possible cor-
relation between habitat and sonar performance.

In this study, we recorded and analyzed the vocalizations
of wild inshore finless porpoise �N. p. sunameri� in Liao-
dong-wan Bay located in Bohai Sea, using a broadband re-
cording system. To our knowledge it would be the first work
published to date on the natural vocalizations of this subspe-
cies. To test the Dudok van Heel hypothesis �Dudok van
Heel, 1981�, a comparison was made with vocalizations from
the riverine population of finless porpoise, N. p. asiaeorien-
talis, recorded in the Tian-e-zhou Baiji National Natural Re-
serve.

II. MATERIALS AND METHODS

A. Data collection

From 28 June to 2 July 2005, underwater sound record-
ings were made of N. p. sunameri in the Liao-dong-wan Bay
located in the Bohai Sea, during a series of ongoing investi-
gations of jellyfish resource conducted by the Liao-ning
Academy of Marine Fishery Sciences. The investigations
were carried out from a 20 m, ligneous and diesel powered
vessel, using a 2 cm mesh size trawl on 16 pre-designed sites
�see Fig. 1�. During trawling, finless porpoises were often
seen following the vessel with a distance of 5–50 m, and

foraging fish escaped from the trawl. Underwater acoustic
recordings were manually activated by the operator, when
finless porpoises were spotted in the vicinity of the vessel.
The hydrophone was towed about 5 m behind the vessel in a
cable deployed over the stern. The hydrophone �ST1020, Oki
Electric Co. Ltd., Japan� consisted of a piezoelectric element
with built-in preamplifier, which passed acoustic signals up
the tow cable to a data recorder located on the boat. The
hydrophone had a sensitivity of −180 dB re :1 V �Pa−1+3/
−12 dB, up to 150 kHz. The sensitivity declined with an in-
crease in frequency from 100 to 150 kHz, and at 125 kHz
�the average peak frequency of the Yangtze finless porpoise;
Li et al., 2005a� the sensitivity is approximately −185 dB
re :1 V �Pa−1. Recordings were made using a Sony
PCHB244 digital data recorder, with a flat frequency re-
sponse from dc to 147 kHz within 3 dB �Akamatsu et al.,
1998�. An overall recording bandwidth of 147 kHz was con-
sidered sufficient to record the echolocation sounds of the
finless porpoise �see Akamatsu et al., 1998; Li et al., 2005a�.

The porpoises’ surface behaviors, abundance, and visu-
ally estimated distances to the hydrophone were announced
by the operator. These comments were recorded on the sub-
track of the data storage tape of the digital data recorder
synchronously with the broadband recordings.

B. Data analysis

Sound analysis was performed using a PC-based signal
processing system, the SIGNAL/ RTS™ software �Version 3.0,
July 1996; American Engineering Design�. The recorded sig-
nals were replayed at half speed and were digitized using a
12 bit Data Translation-2821G analog-to-digital board with a
sampling frequency of 200 kHz �i.e., equivalent to a real
time sample rate of 400 kHz�. Raw click trains were first
reviewed to assess the signal-to-noise ratio; then individual
clicks with high signal-to-noise ratio were manually acquired
for detailed analysis �see Li et al., 2005a, b for details�. The
porpoise click wave form tended to be very stable over a
whole click train, although it was often distorted by ampli-
tude dips due to reverberations interfering with the primary

FIG. 1. The investigated waters in Liao-dong-wan Bay
and locations of the finless porpoise encounters, de-
tailed in Table I.
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signal �Kamminga et al., 1986; Li et al., 2005a, b�. For the
subsequent analysis, only clicks with a very distinct primary
component, having a clear sinusoidal wave form and a
smooth envelope, were selected and all reverberations were
eliminated. Since the echolocation clicks are directional, and
the orientation of a phonating animal could not be deter-
mined with the method used here, the recorded clicks were
very likely acquired from both directly on and off the axis of
its sonar transmission beam. However, off-axis echolocation
signals would be distorted, with lower amplitude levels, rela-
tive to the on-axis signals �Au, 1993; Amundin, 1991; Au et
al., 2006�. Therefore, only one click with the highest re-
corded amplitude �indicated by a distinct main click compo-
nent� per click train was analyzed. Limiting the data in this
way maximized the likelihood that the analyzed signals were
acquired from as close to the beam axis as possible. The
following acoustic parameters were calculated �defined as in
Li et al., 2005a�: signal duration ��t, time between two
points at which the click oscillations rose from the back-
ground noise and descended into the background noise, or
inflexion formed by reverberation�, peak frequency �fp, fre-
quency of maximum energy�, 3 dB bandwidth ��f , width of
the frequency band between the two points that are 3 dB
lower than the maximum amplitude of a spectrum�, number
of cycles in one click �Nc�, relative width of the frequency
spectra �Q= fp /�f�, time-bandwidth product ��t��f�. Be-
cause of uncertainties of the distances of animals with re-
spect to the hydrophone, it is impossible to accurately esti-
mate the source level of clicks. These acoustic parameters,
together with those acquired from N. p. asiaeorientalis in the
Tian-e-zhou Baiji National Natural Reserve using the same
acoustic recording system and method �Li et al., 2005a�,
were fed into spreadsheets in SPSS 13.0 Windows and
STATISTICA software for quantitative analysis.

III. RESULTS

A. General aspects

Finless porpoises were encountered at sites 16, 15, 14,
10, 13, and 6 �Table I and Fig. 1� on 28 June, 1 and 2 July.

They were foraging on the fish that escaped from the trawl,
and came less than 50 m from the stern of the vessel �Table
I�. Click signals from porpoises were successfully acquired
at sites 16, 15, 14, and 6 on 28 June and 2 July �Table I�. A
total of 2 h of underwater signal recordings were obtained,
and 71 click trains �approximately 10% of the total recorded
click trains� with both high signal-to-noise ratios and very
distinct main click component were used for extraction of the
acoustic parameters.

Typical clicks of N. p. sunameri have a clear sinusoidal
wave form and a smooth envelope followed by some rever-
berations �Figs. 2�a�–2�d��, similar to clicks recorded from
N. p. asiaeorientalis in open riverine waters �Figs. 2�e� and
2�f��. A closer inspection of the clicks reveals that N. p. su-
nameri clicks are nearly identical in both duration �Fig. 2�
and frequency spectrum �Fig. 3� to those of N. p. asiaeori-
entalis. Figure 3�a� shows a typical example of a click fre-
quency spectrum, computed from click wave form Fig. 2�a�,
together with the click frequency spectrum of N. p. asiaeori-
entalis �Fig. 3�b�� from wave form Fig. 2�e�. We note that the
spectral energy in both Figs. 3�a� and 3�b� is narrowly con-
centrated in the frequency span between 120 and 130 kHz.

A detailed inspection of N. p. sunameri click wave forms
shows an absolute absence of low-frequency components
�Fig. 2�, which is confirmed by the fact that most of the click
trains had no click energy presenting below 70 kHz except
for the background noise. Figures 4�a� and 4�b� show an
example of such click trains. However, there were also in-
stances when click trains had faint click energy presenting
below 70 kHz. Figure 5�a� shows an example of such click
trains, together with its spectrogram �Fig. 5�b��. The arrows
in Fig. 5�b� denote the low-frequency energy part of several
clicks. Interestingly, on a closer inspection of the click wave
forms, we found that the main first click in the click trains
without low-frequency energy always had a bell-shaped ba-
sic wave form, with no or neglectable reverberations �Fig.
4�c��, while the click trains with low-frequency energy had
abundant reverberations following immediately after or
slightly overlapping the main part �Fig. 5�c��. The frequency

TABLE I. Details of finless porpoise encounters and acoustic recordings.

Encounter
site No. Date Time

GPS
position

Acoustic
recordings Group size, composition, and behavior

16 28
June

12:37 40°31�N
121°46�E

42 min
recordings

10–20 individuals, including several
calves, foraging behind the survey
vessel with a distance of 5–50 m

15 28
June

16:03 40°35�N
121°39�E

11 min
recordings

1 individual, foraging behind the survey
vessel with a distance of about 30 m

14 28
June

19:07 40°39�N
121°31�E

18 min
recordings

3–4 individuals, foraging behind the
survey vessel with a distance

of about 30 m
10 1

July
11:00 40°49�N

121°17�E
No

recordings
3–4 individuals, foraging behind the

survey vessel with a distance
of about 15 m

13 2
July

07:00 40°43�N
121°22�E

No
recordings

1 individual, foraging behind the survey
vessel with a distance of about 5 m

6 2
July

18:43 40°38�N
121°45�E

40 min
recordings

Over 20 individuals, including many
calves, foraging behind the survey
vessel with a distance of 5–30 m
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spectrum of the complete click in Fig. 4�c� and Fig. 5�c� is
shown in Fig. 4�d� and Fig. 5�d�, respectively.

B. Time and frequency parameters of click

Relative frequency histograms of the peak frequencies,
3 dB bandwidths, signal durations, and number of cycles of
the 71 measured clicks from N. p. sunameri are shown in
Fig. 6. The peak frequency histogram clearly presents a nor-
mal distribution �p�0.001, Chi-Square Test� with over 95%
of the clicks having peak frequencies between 115 and
130 kHz, and all of the peak frequencies in the range of
100–135 kHz �Fig. 6�a��. The 3 dB bandwidth histogram
shows that the bandwidth of the clicks is narrow, with over
90% of the clicks having bandwidths between 12.5 and
22.5 kHz �Fig. 6�b��. Eighty percent of the clicks have dura-
tion between 60 and 90 �s, and only 1% and 6% of the
clicks have duration shorter than 60 and longer than 100 �s,
respectively �Fig. 6�c��. The number of cycles is distributed
between 7 and 13, with most of them in the range of 8 and 11
�Fig. 6�d��.

Means, standard deviations, and ranges of the calculated
click parameters are presented in Table II. Characteristics of
clicks from N. p. asiaeorientalis in open riverine waters
�Li et al., 2005a� are shown for comparison. The analyzed
clicks of N. p. sunameri have a high peak frequency
�fp=121±3.78 kHz�, narrow 3 dB bandwidth ��f =17.5
±3.30 kHz�, short signal durations ��t=80±11.49

�s�, and low time-bandwidth product ��t��f =1.36±0.12�.
Note that the peak frequencies are significantly lower �F
=22.565, df =1, p�0.001�, the 3 dB bandwidths are signifi-
cantly narrower �F=23.572, df =1, p�0.001�, the signal du-
rations are significantly longer �F=41.461, df =1, p�0.001�,
the numbers of cycles are significantly more �F=17.089,
df =1, p�0.001�, the Q values are significantly higher �F
=10.734, df =1, p�0.01�, and the products of �t��f are
significantly larger �F=8.856, df =1, p�0.05� in the N. p.
sunameri clicks than in the N. p. asiaeorientalis clicks �one-
way analysis of variance �ANOVA� test, a p value of 0.05
was considered significant, Table II�.

A scatter plot of 3 dB bandwidth as a function of peak
frequency for both the N. p. sunameri �NPS� clicks and the
N. p. asiaeorientalis �NPA� clicks is shown in Fig. 7, along
with two ellipsoid boundaries indicating a 95% variance.

IV. DISCUSSION AND CONCLUSIONS

With the present recording setup, the effect of click di-
rectionality and the uncertain position of the phonating por-
poises made it impossible to determine which clicks were on
axis and which were not �Li et al., 2005a�. However, our
method of selecting clicks maximized the likelihood that the
analyzed clicks were recorded close to the beam axis. It is
highly unlikely that the recorded clicks were produced by
other cetacean species, as our recordings were made only

FIG. 2. Typical click wave forms, note
a main part which has a smooth enve-
lope followed by some reverberations.
�a�, �b�, �c�, and �d�: Clicks from wild
N. p. sunameri off Liao-dong-wan Bay
located in the Bohai Sea, China. �e�
and �f�: Clicks from N. p. asiaeorien-
talis recorded in the Tian-e-zhou Baiji
National Natural Reserve during Octo-
ber to November 2003.

J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 Li et al.: Echolocation sounds from inshore finless porpoise 3941



with groups of finless porpoises present in the vicinity of the
vessel, no other species were sighted at any time.

As all the investigated species in the Phocoenidae fam-
ily �Dubrovskii et al., 1971; Møhl and Andersen, 1973; Aw-
brey et al., 1979; Kamminga and Wiersma, 1981; Kamminga
et al., 1986; Evans and Awbrey, 1988; Kamminga, 1988;

Silber, 1991; Goold and Jefferson, 2002� and even including
the species in the distantly related delphinids, Cephalorhyn-
chus spp. �Watkins and Schevill, 1980; Kamminga and
Wiersma, 1982; Dziedzic and De Buffrenil, 1989� have
clicks with similar wave form structures and frequency spec-
tra, it does not then come as a surprise that the N. p. suna-

FIG. 3. Typical frequency spectrum �frequency resolution DF=781 Hz, FFT=256� of the N. p. sunameri clicks �a� and the N. p. asiaeorientalis clicks.

FIG. 4. �a� and �b�: A click train example of N. p. sunameri, which has no click energy presenting below 70 kHz. �c� and �d�: The wave form and spectrum
�frequency resolution DF=781 Hz, FFT � 256� of a single click from �a�.
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FIG. 5. �a� and �b�: A click train example of N. p. sunameri, which has faint click energy presenting below 70 kHz, note the low-frequency parts which are
denoted by arrows in �b�. �c� and �d�: The wave form and spectrum �frequency resolution DF=781 Hz, FFT � 256� of a single click from �a�.

FIG. 6. Relative frequency histograms
of the distribution of peak frequency
fp �a�, 3 dB bandwidth �f �b�, signal
duration �t �c�, and number of cycles
Nc �d� of the measured clicks in N. p.
sunameri.
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meri clicks are very similar in both wave form and frequency
spectrum to those of N. p. asiaeorientalis �Figs. 2 and 3�.

Close inspection of many N. p. sunameri click wave
forms revealed that there is no low-frequency component in
the vocalizations of this population. Sporadically, however,
click trains or clicks had faint click energy presenting below
70 kHz in the spectrograms. This was most likely due to
interference effect from multiple pulses structures �see the
differences between Fig. 4 and Fig. 5�.

The absence of low-frequency components in the click
wave forms from the inshore N. p. sunameri, which is con-
sistent with the sonar clicks of riverine N. p. asiaeorientalis
�Li et al., 2005a�, rejects the hypothesis of two-component
sonar clicks from an ecological classification of odontocete
sonar �Dudok van Heel, 1981; Kamminga and Wiersma,
1981; Wiersma, 1983� considering the N. p. sunameri as an
inshore population. Kamminga et al. �1986� also noted that
there was no low-frequency component in the clicks of cap-
tive N. p. sunameri from Japanese coastal waters. Neverthe-
less, Goold and Jefferson �2002� stated that there was clearly

low-frequency energy in some of the Hong Kong finless por-
poise �N. p. phocaenoides� clicks. Whether this was a true
case of the two-component sonar or a counterfeit due to in-
terference effect from multiple pulses structures as shown in
the present study could not be determined. Since the same
recording system and analyzing method were used to de-
scribe the clicks of present investigated population N. p. su-
nameri and those of N. p. asiaeorientalis, the similarity in
the sonar behavior with one-component high-frequency so-
nar clicks between these two populations is most likely real.
If the two-component sonar hypothesis from an ecological
point of view �i.e., inshore porpoises and dolphins were sug-
gested to have two-component signals with a low-frequency
component to detect long-distance targets and a high-
frequency one for short-range, high-resolution target detec-
tion� is justified, a possible explanation is that on account of
certain changes in the marine environment, the common an-
cestor of N. p. sunameri and N. p. asiaeorientalis entered
into the riverine system such as Yangtze River, from the
marine system, and was already adapted to the riverine en-
vironment in the sonar behavior, through evolutionary refine-
ment over millions of years. Subsequently, a recent ecologi-
cal reversal, i.e., reinvasion of the marine coastal habitat,
resulted in the radiation of some individuals to the inshore.
But the period of time is not so long to bring an adaptation in
sonar behavior of this population to the inshore environment.

The mean click parameters are significantly different be-
tween N. p. sunameri and N. p. asiaeorientalis �Table II�. As
a mass of field studies of bats have demonstrated that the
structures of echolocation calls, including sound duration,
bandwidth, peak frequency, and so on, are closely associated
with ecological conditions �reviewed by Denzinger et al.,
2003�, one explanation might be that the differences of mean
click parameters are intrinsic, due to the different habitat
types, foraging modes, and diets between the two porpoise
populations. Alternatively, the differences are artifacts due to
the small click sample size �n=71� and single foraging be-

TABLE II. Calculated click characteristics �Mean ± S. D.�, including fp �frequency of maximum energy�, �f
�width of the frequency band between the two points that are 3 dB lower than the maximum amplitude of a
spectrum�, �t �time between two points at which the click oscillations rose from the background noise and
descended into the background noise, or inflexion formed by reverberation�, Nc �number of cycles in one click�,
Q �relative width of the frequency spectra�, and �t��f �time-bandwidth product�, for all the measured N. p.
sunameri clicks. Characteristics of clicks from N. p. asiaeorientalis recorded in open riverine waters �Li et al.,
2005a� are shown for comparison. The p value was shown for each characteristic �one-way ANOVA, a p value
of 0.05 was considered significant�. NPS represents N. p. sunameri and NPA represents N. p. asiaeorientalis.

NPS �n=71� NPA �n=548� p value

fp �kHz� Mean�S. D. 121�3.78 125�6.92 �0.001
Range 113−131 87−145

�f �kHz� Mean�S. D. 17.5�3.30 20.0�4.24 �0.001
Range 10.9−25.0 9.3−41.9

�t��s� Mean�S. D. 80�11.49 68�14.12 �0.001
Range 56−109 30−122

Nc Mean�S. D. 9�1.48 8�1.94 �0.001
Range 7−13 4−16

Q Mean�S. D. 7.2�1.44 6.6�1.56 �0.01
Range 4.8−11.3 3.0−12.5

�t��f Mean�S. D. 1.36�0.12 1.31�0.11 �0.05
Range 1.15−1.63 1.00−1.68

FIG. 7. Scatter plot of 3 dB bandwidth �f versus peak frequency fp from 71
N. p. sunameri clicks �NPS�, and 548 N. p. asiaeorientalis clicks �NPA�.
Ellipsoid boundaries indicate a 95% variance domain.
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havior �Table I� in the N. p. sunameri vocalization record-
ings. The latter is perhaps more likely, since the click param-
eters have a wider range in N. p. asiaeorientalis �Table II and
Fig. 7�.

The scatter plot in Fig. 7 shows that there is a relatively
large spread in peak frequency and bandwidth. There is also
a faint tendency of a decrease in bandwidth with increased
peak frequency, in both the two porpoise populations. The
decrease in bandwidth with increasing peak frequency im-
plies that the value of Q= fp /�f is not constant but increases
with the peak frequency. This is different from Delphi-
napterus leucas �Au et al., 1985�, Pseudorca crassidens and
Tursiops truncatus �Kamminga and van Velden, 1987; Kam-
minga and Beitsma, 1990�, Stenella frontalis �Au and Herz-
ing, 2003�, S. longirostris and S. attenuate �Schotten et al.,
2003�, where Q= fp /�f is constant. The specific reason for
this characteristic is still open to investigation. Popov et al.
�2006� reported a nonconstant QERB representation of sound
frequencies in the auditory system of porpoises, Phocoena
phocoena and Neophocaena phocaenoides. Hence, the non-
constant value of Q= fp /�f in the vocalizations of N. p. su-
nameri and N. p. asiaeorientalis might match their vocaliza-
tions to their hearing.
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Long distance calls function to regulate intergroup spacing, attract mating partners, and/or repel
competitors. Therefore, they may not only provide information about the sex �if both sexes are
calling� but also about the condition of the caller. This paper provides a description of the acoustic
features of roars recorded from 18 male and 6 female lions �Panthera leo� living in the Serengeti
National park, Tanzania. After analyzing whether these roars differ between the sexes, tests whether
male roars may function as indicators of their fighting ability or condition were conducted.
Therefore, call characteristics were tested for relation to anatomical features as size, mane color, or
mane length. Call characteristics included acoustic parameters that previously had been implied as
indicators of size and fighting ability, e.g., call length, fundamental frequency, and peak frequency.
The analysis revealed differences in relation to sex, which were entirely explained by variation in
body size. No evidence that acoustic variables were related to male condition was found, indicating
that sexual selection might only be a weak force modulating the lion’s roar. Instead, lion roars may
have mainly been selected to effectively advertise territorial boundaries. © 2007 Acoustical Society
of America. �DOI: 10.1121/1.2722507�

PACS number�s�: 43.80.Ka, 43.80.Jz �JAS� Pages: 3947–3953

I. INTRODUCTION

Long distance calls provide information about the loca-
tion of the caller�s� and hence are assumed to serve inter-
group spacing �e.g., Mitani, 1985, 1988, 1994; Mitani and
Nishida, 1993; Notman and Rendall, 2005; Wilson et al.,
2001�. In the case of several animals calling at the same
time, they may also transmit information about party size
�lions: Grinnell et al., 1995; Grinnell and McComb, 1996;
McComb et al., 1994; chimpanzee: Wilson et al., 2001�. Al-
though in some species females also produce long distance
calls �e.g., African elephant: Langbauer et al., 1991; Mc-
Comb et al., 2003; Poole et al., 1988; Gibbons: Dallmann
and Geissmann, 2001; Zebra finches: Cynx and Gell, 2004;
Bengalese finches: Kobayasi and Okanoya, 2003; Arctic
foxes: Frommolt et al., 2003; lions: McComb et al., 1994�,
long distance calls are more commonly uttered by males
only, presumably serving to attract mates and/or repel com-
petitors. In a diverse range of taxa including birds, amphib-

ians, and mammals, males have been found to produce loud,
repetitive calls that apparently function as displays of size,
condition, or fighting ability �e.g., Clutton-Brock and Albon,
1979; Davies and Halliday, 1978; Fischer et al., 2004;
Kitchen et al., 2003; Reby and McComb, 2003�. Such calls
may provide listeners with accurate information about the
signalers’ relative competitive abilities. This is the case when
the production of such calls is more costly or difficult for
individuals in poor condition than for those in good condi-
tion, �Grafen, 1990; Zahavi, 1975, but see also Maynard
Smith, 1994; Silk et al., 2000; Vehrencamp, 2000�. Alterna-
tively, physiological constraints may determine the quality of
the signal, as in the case of so-called “index” signals �Ve-
hrencamp, 2000�.

In this paper we examine the loud calls or “roars” of
lions �Panthera leo�. Roars are loud, low-pitched vocaliza-
tions that are delivered in bouts, which typically last 30–60 s
and consist of several soft introductory moans, a series of
full-throated roars, and a terminating sequence of grunts
�Grinnell et al., 1995; McComb et al., 1994�. Figure 1 shows
an example of a male lion call. Male and female lions adver-
tise their territory by roaring and they use the numbers ofa�Electronic mail: dpfefferle@dpz.eu
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roars they hear to estimate the strength of the opposition
�McComb et al., 1994�. Roars also function to stay in contact
with other pride members, strengthening the bond within the
social group, intimating rivals, and, under certain circum-
stances, to attract mates �Funston, 1999; Grinnell et al.,
1995; Grinnell and McComb, 1996; McComb et al., 1994;
Schaller, 1972�. Because of their social system, males and
females can regularly judge males, and excess females can
freely choose among them �West and Packer, 2002�. Thus
physical properties, like body size and mane length as well
as color, might have evolved to signal male genetic and/or
phenotypic condition. If that is the case, those characteristics
may also be encoded in acoustic call features. Indeed, shorter
manes reflect poor fighting ability or short term health,
whereas dark manes indicate maturity and high levels of tes-
tosterone and nutrition �West and Packer, 2002�. Mane dark-
ness influences both female choice and male-male competi-
tion. It tends to be a costly signal, because dark-maned males
suffer higher surface temperature, abnormal sperm, and
lower food intake during the hot months of the year. Never-
theless, because such males tend to be dominant, they enjoy
longer reproductive life span and higher offspring survival.
Estrous females prefer to mate with males with darker manes
while males assess their opponents’ mane length and dark-
ness and thereby avoid healthier, older, and more aggressive
individuals �West and Packer, 2002�.

The purpose of this analysis is to describe the acoustic
features of lion roars in detail, and examine �1� whether calls
differ between the sexes, and �2� whether, in males, acoustic
characteristics are related to anatomical features of the call-
ers. We predicted that larger subjects should produce lower
values of spectral parameters �e.g., fundamental frequency,
formant dispersion, peak frequency� than smaller bodied ani-
mals. Thus, we expected males to differ significantly from
females. We also predicted that males with darker and longer
manes should exhibit longer calls with more and longer call
units. If measures of body size correlate with mane length or
color, then dark- or long-maned males should also exhibit
low values in the corresponding spectral parameters. The
analysis presented below is based on a relatively small num-
ber of subjects; however, we would like to highlight that

these kinds of data, including measurements from anaesthe-
tized males, estimates of male length and color, as well as
recordings, are extremely difficult to collect.

II. METHODS

A. Subjects and study site

We studied 24 lions �18 males and 6 females�, living in
the Serengeti National Park, Tanzania. All subjects were in-
dividually identifiable from natural markings. Continuous
demographic records have been maintained on lions in a
2000-km2 study area in Serengeti National Park since 1975
�Packer et al., 1988; Schaller, 1972�.

B. Anatomical measurements

In the context of previous studies of Packer and col-
leagues, animals were anesthetized using 200–500 mg Tela-
zol. Chest circumference was measured using a commercial
measuring tape positioned immediately behind the forelegs.
For each measurement the accuracy was 1 cm. IACUC �In-
ternational Animal Care and Use Committee� approval was
obtained for all conducted immobilizations. Mane character-
istics were evaluated using photographs taken of 568 males
from 1964 to 2000 �West and Packer, 2002�. Most photo-
graphs taken from 1964 to 1990 were black and white; color
film was used from 1991. Each photograph was graded for
length and color by five undergraduate judges who had never
seen the animals in the wild. Students graded both the overall
color and length of the mane as well as the color and length
of individual areas of the mane �chest, forehead, neck, and
shoulders�. Multiple images of the same male were evaluated
collectively if they were taken within a 1-week period. For
each male, the judges’ highest and lowest scores were dis-
carded, and the remaining three were averaged. We found no
statistically significant effect of picture quality or film type
on the judges’ scores.

C. Sound recording and analysis

Between October 1984 and December 2000 vocaliza-
tions were recorded ad libitum using a Panasonic SV 250
portable digital audio tape-recorder or a Sony Professional
Walkman WM-D6C as well as a Sennheiser MKH816T di-
rectional microphone. Recording distance ranged between 30
and 60 m. In two instances, calls were recorded from 80 and
100 m. While the call recorded at 80 m could only be used
for temporal analysis, the “100 m call” appeared to be of
sufficient quality for temporal and spectral analysis. Digital
recordings were either transferred into a 1990s vintage Ma-
cintosh computer using built-in digitizer and Soundedit 16
software or to a PC using an optical wire and USB wave
converter �U2A Waveterminal, EGO SYStems Inc.�. Record-
ings were saved in mono format, 16-bit resolution, and
44.1 kHz sampling rate using CoolEdit 2000 �Syntrillium,
Phoenix, AZ� software. A total of 33 recordings were avail-
able from 24 individuals, and 30 calls were of sufficient
quality to permit spectral analysis, i.e., they were not dis-
turbed by background noise such as bird song or the roars of
additional lions. Nine of the 33 recordings were missing

FIG. 1. �a� Spectrogram of a complete male lion call �FFT length: 1024;
Frame �%�: 100; Window: Hamming; Overlap: 87.5�. The call starts with a
series of soft introductory moans �1�, followed by a series of full-throated
roars �2�, and terminates with a sequence of grunts �3�. �b� Example of one
call unit extracted from the series of full-throated roars �2� �FFT length:
1024; Frame �%�: 100; Window: Hamming; Overlap: 87.5; Sampling fre-
quency: 5000 Hz�.
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some or all of the introductory moans, but the middle part as
well as the terminating sequence were still available. Al-
though we included these calls in the spectral analysis, they
could not be included in the temporal analysis.

The temporal analysis was conducted using the program
Avisoft SASLab Pro 3.92. The start and end of each unit
were visually identified and marked. Using these marks, the
program automatically calculates various temporal variables.
In the complete recordings, we measured the total call dura-
tion, number of call units, and average unit duration. Data
were stored into a log file and later transferred to a spread-
sheet for further analysis.

For spectral analysis we chose the two call units with the
highest amplitude from the full-throated roars. This selection
was done because differences in the call structure should
especially be reflected in those pronounced roar units. Since
most of the energy is located in the lower frequencies, by
reducing the sampling frequency to 5000 Hz �corresponding
to a frequency range of 2500 Hz� we concentrated our analy-
sis to this most interesting area. Calls were down-sampled
using the program Avisoft SASLab Pro 3.92. We then ex-
tracted the source- �fundamental frequency� and filter- �for-
mant� related acoustic features using PRAAT 4.0.41 �http://
www.praat.org� and SpeechStation2 �Sensimetrics,
Somerville, MA�. To calculate the fundamental frequency,
PRAAT uses an autocorrelation method described by
Boersma �1993�. Time step in this analysis was 100 ms. In
order to increase the accuracy of the output results by limit-
ing the number of “octave jumps,” we specified the fre-
quency range in which the fundamental frequency was pre-
dicted using the pitch settings command. The forecast of the
fundamental frequency ranged between 100 and 350 Hz. The
limits of this range were determined by visually inspecting
the calls. Since fundamental frequency varies within a call
unit, we calculated its minimum, maximum, and mean value.
In order to determine formant frequencies we conducted a
linear predictive coding �LPC� analysis using SpeechSta-
tion2 �Sensimetrics, Somerville, MA�. LPC analysis is based
on assumptions about the source characteristic, which was
extensively studied in humans �e.g., Fant, 1960; Liebermann
and Blumstein, 1988�. While conducting the LPC analysis
our study, and in fact all other formant determining studies
on animals �e.g., nonhuman primates: Owren et al., 1997;
Rendall, 2003; Rendall et al., 2004; dogs: Riede and Fitch,
1999; red deer: Fitch and Reby, 2001; Reby and McComb,
2003�, assumed that the source characteristics of humans and
the species under examination are not fundamentally differ-
ent. To our knowledge, no study exists examining the source
and filter characteristics and its interaction in lions. We
checked the proposed formant frequencies by superimposing
them on a corresponding 512-point fast Fourier transforma-
tion �FFT� of the same time slice and found that the formants
identified were effectively equivalent to the fundamental fre-
quency and the harmonics. Therefore, the LPC did not pro-
vide additional information and we refrained from a further
evaluation of the formant frequencies. In addition, we carried
out a fast Fourier transformation �1024-pt FFT, time step:
5 ms, frequency range: 2500 Hz, frequency resolution:
4.9 Hz� using Avisoft SASLab Pro 3.92. We submitted the

resulting frequency time spectra to the custom software pro-
gram LMA 8.4 that extracts several acoustic parameters from
the signal �Hammerschmidt, 1990�. In order to describe ad-
ditional spectral features of the roar we assessed parameters
describing the distribution of the amplitude in the frequency
spectrum. This is done by first determining the overall am-
plitude for each time segment. Subsequently, we assessed the
mean frequency at which the distribution of the amplitude in
the frequency spectrum reaches 50% �DFA2mean� of the to-
tal distribution. Second, we calculated a parameter that de-
scribes the location of the second dominant frequency band
�DFB2mean�. The dominant frequency bands are character-
ized by amplitudes that exceed a given threshold in a con-
secutive number of frequency bins. Note that the number of
DFBs count from the lowest frequency up; the first DFB is
not necessary the DFB with the highest amplitude. Addition-
ally, we determined the location of the mean peak frequency
�PFmean�, the frequency with the highest amplitude in a cer-
tain time segment. A description of the algorithms is given in
Schrader and Hammerschmidt �1997�. A summary of calcu-
lated acoustic features can be found in Table I. For a sche-
matic representation of DFA, DFB, and PF, see Fig. 2.

TABLE I. Calculated acoustic variables. Variables marked with “*” were
used for statistical analysis.

Acoustic
variable Unit Description

call duration* s time from beginning to end of call
unit #* number of call units
unit duration* s average unit duration of all units in a complete call
F0min* Hz minimal fundamental frequency
F0mean* mean fundamental frequency
F0max* maximal fundamental frequency
F1 Hz first formant
F2 Hz second formant
DF* Hz distance between the first and second formant
DFA2 mean* Hz frequency at which the amplitude distribution reaches

the 2nd quartile, mean across time segments
DFB2mean* Hz Frequency of the second dominant frequency band
PF mean* Hz mean of the frequencies with the highest amplitude

across all time segments

FIG. 2. Schematic representation of variables determined using LMA 8.4
�Hammerschmidt, 1990�. DFA: frequency at which the amplitude distribu-
tion in the frequency spectrum reaches 25% �DFA1�, 50% �DFA2�, or 75%
�DFA3� of the total value. DFB: frequency of the dominant frequency bands
�here: DFB1, DFB2, DFB3� characterized by amplitudes exceeding a given
threshold �in this example: 1.5 dB�. PF: frequency of the highest amplitude.
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D. Statistical analysis

Temporal and spectral parameters of each analyzed call
were averaged within each subject. With the exception of the
predictor variables chest circumference, mane length, and
mane color, all data were normally distributed �normal dis-
tribution was determined by visually inspecting histograms
and Q-Q Plots�. To test whether or not acoustic features vary
with sex, we conducted a univariate general linear model
using sex as fixed factor. To investigate if physical properties
of males �chest circumference, mane length, mane color� in-
fluence acoustic features, we carried out a univariate analysis
using physiological measurements as covariates. The
univariate mode was used to avoid problems with multi-
collinearity of highly correlating variables �r�0.7�. Because
of missing values we had to perform the univariate analysis
separately for each predictor variable. Subsequently we
tested for an overall statistical effect using Fisher’s omnibus
procedure �Quinn and Keough, 2002�. Due to differential
predictions, we conducted this correction separately for the
influence of sex, chest circumference, mane length, and
mane color. To test the statistical power of our results a post
hoc power analysis �G-Power 2.0f, http://www.psycho.uni-
duesseldorf.de/aap/projects/gpower� was conducted. Consid-
ering all available individuals, an � error of 0.05, and an
effect size of 0.4 the probability of detecting a given effect
was 0.46 �critical F�1,22�=4.3, �=3.84�; in other words, our
analysis had a relatively low power of detecting significant
effects, the implications of which are considered in Sec. IV.

III. RESULTS

Males had a significantly larger chest circumference
than females �mean±SD males: 122.12±4.8 cm, females:
103.4±5.9 cm; Mann-Whitney U-Test U=0, N1=13, N2=5,
P�0.001�. The age when recordings were taken did not dif-
fer significantly between the sexes �mean±SD males:
7.8±2.0 years, females: 7.7±2.8 years; U=50, N1=6, N2

=18, n.s.�. Male mane length averaged 1.3±0.18 �units�, and
the color 1.24±0.23 �units�. None of the anatomical mea-
surements correlated with one another, and neither did any of
these variables correlate with age �mane length versus color,
Spearman’s correlation coefficient rS=0.259, P=0.394, N
=13; all other analyses rS�0.5, all P�0.2�. An overview of
physical features of all individuals is given in Table II.

The average �mean� call duration of lion calls available
for analysis was 39 s �SD=17.4�, with the longest �95.7 s�
and shortest �23 s� call given by a male. The maximum num-
ber of call units was 49 and was uttered by a male. On
average, call units lasted 0.67 s �SD=0.21�. The fundamental
frequency in males was on average �mean� 194.55 Hz �SD
=26.3� and in females 206.57 Hz �SD=28.67�. The first for-
mant was located at 204.9 Hz �SD=35.2� in males and
222.3 Hz �SD=32.5� in females, while the second formant
was located at 444.7 �SD=51.7� in males and 500.5 Hz
�SD=66.2� in females, respectively.

The Fisher’s omnibus test revealed an overall effect of
sex ��2=38.8, df=18, p=0.003� on the acoustic structure of
roars. Following this effect, the univariate analyses showed
significant differences between the sexes for the mean fre-

quency of the second amplitude quartile �DFA2mean�, the
mean frequency of the second dominant frequency band
�DFB2mean�, as well as for the minimum fundamental fre-
quency �F0min; see Table III�. Males produced lower values
than females in all three acoustic features. However, the ex-
plained variance was quite low with a corrected R2 of 0.277
�DFA2mean�, 0.262 �DFB2mean�, and 0.213 �F0min�. All

TABLE II. Overview of physical variables: m�male, f�female.

ID Sex
Chest circumference

�Hz�
Age

�year�
Mane
length

Mane
color

BC4 m 127 11.4 1.46 1.28
CA m 9.6
CK m 121 9.4 1.37 1.58
JO m 121 6.4 1.54 1.24
M10 m 126 5.8 1.01 1.01
M14 m 126 5.8 1.03 1.19
NO m 120 9.8
PL m 123 10.6
PN m 117 7.4 1.46 1.18
PS m 116 10.3
SN m 114 7.5 1.36 1.55
TW m 120 8.8
CL5 m 129 5.6 1.50 1.44
OL m 7.9 1.50 1.16
ME m 128 6.5 1.38 1.20
VD m 7.2 1.25 1.26
DO m 6.5 1.25 1.38
WN m 4.4 1.08 0.71
G06 f 5.4
G07 f 102 5.5
SB f 113 4.5
SMC f 104 10.9
SY f 98 10.1
WO f 100 9.8

TABLE III. Results of univariate analyses displaying sex differences in
acoustic variable minimal fundamental frequency �F0min�, mean fundamen-
tal frequency �F0mean�, maximal fundamental frequency �F0max�, formant
dispersion �DF�, call duration �call dur�, number of call units �unit #�, aver-
age unit duration �unit dur�, mean frequency of the second amplitude quar-
tile �DFA2mean�, frequency of the second dominant frequency band
�DFB2mean�, and peak frequency �PFmean�. F values, degrees of freedom,
and P values are displayed. The Fisher’s omnibus test revealed an overall
significant effect ��2=38.8, df=18, p=0.003�. The column “prediction” in-
dicates whether the predictions are met, with males producing lower spectral
and longer temporal acoustic values than females. A “+” indicates “yes”
predictions are met, while a “−” indicates “no” the relationship is contrary to
the predictions.

Fixed
factor

Dependent
variable F

Hypothesis
df

Error
df P N Prediction

Sex F0min 6.684 1 20 0.018 22 +
F0mean 0.869 1 20 0.362 22 +
F0max 0.095 1 20 0.761 22 +
call dur 1.280 1 17 0.274 19 +
unit # 0.040 1 17 0.844 19 +
unit dur 0.58 1 17 0.457 19 +
DFA2mean 9.044 1 20 0.007 22 +
DFB2mean 8.473 1 20 0.009 22 +
PFmean 2.752 1 20 0.113 22 +
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other spectral variables showed a trend in the predicted di-
rection �Binomial test: p�0.05�. When we controlled for
body size �chest circumference�, no differences between the
sexes remained �p�0.2�.

In addition, we examined whether or not features that
might be related to male status varied with certain aspects of
their vocalizations. The corresponding Fisher’s omnibus ef-
fect test revealed that chest circumference ��2=33.6, df=18,
p=0.014� but not mane color ��2=26.7, df=18, p=0.08� and
mane length ��2=25.28, df=18, p=0.12� were related to roar
structure �see Table IV�. Smaller males produce roars with a
higher frequency of the second dominant frequency band
�DFB2mean� and a higher peak frequency �p�0.02�, and,
again, the remaining spectral variables showed a relation
with size in the predicted direction. The picture was less
clear for mane length and mane color, where some of the
trends were in the predicted and some in the opposite direc-
tion, supporting the notion that there is a poor correlation
between these measures of male status and roar structure.

IV. DISCUSSION

Our analysis revealed significant differences in the struc-
ture of male and female lion roars, which, however, could

entirely be explained by differences in body size. The acous-
tic features of male roars neither varied with mane color nor
with mane length. Both mane color and mane length are
signals of male status and have been characterized as costly
signals, because larger manes and darker hair increase the
surface temperature and decrease the rates of heat transfer,
which can harm sperm production �West and Packer, 2002�.
Moreover, previous analyses revealed a correlation between
mane length and color with age and testosterone—another
costly trait �West and Packer, 2002�. Thus, male lions have
apparently been subjected to intense sexual selection. Some-
what surprisingly, it seems that sexual selection has not af-
fected the structure of their calls, as the call structure was
neither related to signs of male condition nor did they exhibit
pronounced differences between the sexes. Notably, the du-
ration of the overall call did not correlate with any of the
variables that have been implied in signifying male status; in
addition call duration also failed to exhibit significant differ-
ences between the sexes. In contrast, high ranking male ba-
boons produce longer bouts of calls than lower ranking ba-
boons �Kitchen et al., 2003�. Note that among adult baboons,
rank is not related to size. Thus, acoustic variation related to
condition is not simply an indicator of subject size.

TABLE IV. Results of the univariate analyses of chest circumference, mane length, and mane color on acoustic
features �legend as in Table III�. The Fisher’s omnibus test for chest circumference: �2=33.6, df=18, p=0.01;
mane length: �2=25.28, df=18, p=0.1; male color: �2=26.7, df=18, p=0.08. The column “direction/
prediction” indicates whether the acoustic variable under examination increases �↑�, decrease �↓�, or does not
show any trend �—� with increasing size, mane length or coloration, respectively. A ‘+’ indicates that the
predictions are met, while ‘−’ indicates that predictions are not fulfilled.

Covariate
Dependent

variable F
Hypothesis

df
Error

df P N
Direction/
prediction

Chest circumference F0min 2.944 1 10 0.153 12 ↓ /+
F0mean 2.839 1 10 0.123 12 ↓ /+
F0max 0.157 1 10 0.700 12 —
call dur 0.669 1 7 0.440 9 ↓ /−
unit # 1.136 1 7 0.322 9 ↓ /−
unit dur 1.151 1 7 0.319 9 ↓ /−
DFA2mean 4.032 1 10 0.072 12 ↓ /+
DFB2mean 11.158 1 10 0.007 12 ↓ /+
PFmean 8.135 1 10 0.017 12 ↓ /+

Mane length F0min 0.173 1 9 0.688 11 —

F0mean 0.005 1 9 0.948 11 —
F0max 4.128 1 9 0.073 11 ↓ /+
call dur 6.13 1 6 0.048 8 ↓ /−
unit # 2.499 1 6 0.165 8 ↓ /−
unit dur 6.244 1 6 0.047 8 ↓ /−
DFA2mean 0.704 1 9 0.423 11 ↓ /+
DFB2mean 0.004 1 9 0.951 11 —
PFmean 0.612 1 9 0.454 11 ↓ /+

Mane color F0min 5.124 1 9 0.050 11 ↑ /−

F0mean 5.951 1 9 0.037 11 ↑ /−
F0max 0.732 1 9 0.414 11 ↑ /−
call dur 0.094 1 6 0.769 8 —
unit # 1.508 1 6 0.265 8 ↓ /−
unit dur 1.580 1 6 0.255 8 ↑ /+
DFA2mean 2.252 1 9 0.168 11 ↑ /−
DFB2mean 0.529 1 9 0.485 11 ↑ /−
PFmean 0.520 1 9 0.489 11 ↑ /−
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In terms of the acoustic features, we found that funda-
mental frequency, the frequency of the second amplitude
quartile �DFA2mean� and the second dominant frequency
band �DFB2mean� varied between the sexes and thus with
the size of the caller. This is in line with other studies indi-
cating that fundamental frequency can be used to assess size
differences �e.g., Fischer et al., 2001; Hammerschmidt et al.,
2000; Hauser, 1993; Pfefferle and Fischer, 2006�. Variation
in acoustic structure is salient to listeners: a previous study
showed that female lions become agitated, retreating with
their cubs �if those reached 4.5 months of age� when pre-
sented with roars of unfamiliar males. However, movement
towards the loudspeaker was observed after playbacks of un-
familiar female roars. This response difference indicates that
female lions are able to identify the sex of the stranger �Mc-
Comb et al., 1993�. Furthermore, while females with cubs
remained relaxed on hearing roars from resident males, they
immediately become agitated on hearing unfamiliar males,
i.e., females with cubs more often retreated with or showed
behavior related to cub defense �McComb et al., 1993�. This
discrimination ability could be mediated by knowledge of
the individual call characteristics of pride members.

Within the category of adult males, we found significant
differences between peak frequency �PF� and the frequency
of the second dominant frequency band �DFB2mean�, sug-
gesting information about body size is encoded in the calls
and potentially available to listeners. Analysis concerning the
relationship between fundamental frequency and body size
revealed no correlation. However, the P values were rather
low �0.15 and 0.12, respectively�. In light of the low power,
it might therefore be possible that a larger data set would
indeed reveal a significant correlation between fundamental
frequency and body size.

The fact that female and male roars differ only slightly
in terms of their spectral structure, but not fundamentally in
terms of their overall structure, raises the question of the
primary function of these calls. Possibly, the structure of
roars has been selected to effectively advertise territorial
boundaries. This hypothesis is supported by the fact that both
male and female lions are territorial and use roars to adver-
tise and defend their territory �McComb et al., 1994�. Thus,
unlike in baboons where only males produce long distance
two-syllable calls �“wahoos”� that serve to advertise a male’s
fighting ability and stamina �Fischer et al., 2004; Kitchen et
al., 2003�, the operative selection pressure on lion roaring
might have been the same for both sexes. Interestingly, Grin-
nell and McComb �2001� found that resident males remained
silent outside of their territories even when presented with
playbacks of unfamiliar males roaring, and nomadic males
started roaring only when they took over a pride �Grinnell
and McComb, 2001�, supporting the view that the primary
function of roars is the advertisement and defense of the
territory.

Differences in response to male and female calls could
be mediated by attending to features related to size differ-
ences. However, overall, the lack of differences between
male and female lion roars is striking given the fact that,
otherwise, this species exhibits signs of strong sexual selec-
tion.
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The target strength as a function of aspect angle were measured for four species of fish using
dolphin-like and porpoise-like echolocation signals. The polar diagram of target strength values
measured from an energy flux density perspective showed considerably less fluctuation with
azimuth than would a pure tone pulse. Using detection range data obtained from dolphin and
porpoise echolocation experiments, the detection ranges for the Atlantic cod by echolocating
dolphins and porpoises were calculated for three aspect angles of the cod. Maximum detection
ranges occurred when the fish was broadside to the odontocete and minimum detection ranges
occurred when the cod was in the tail aspect. Maximum and minimum detection ranges for the
bottlenose dolphin in a noise-limited environment was calculated to be 93 and 70 m, respectively.
In a quiet environment, maximum and minimum detection ranges for the bottlenose dolphin were
calculated to be 173 and 107 m, respectively. The detection ranges for the harbor porpoise in a quiet
environment were calculated to be between 15 and 27 m. The primary reason for the large
differences in detection ranges between both species was attributed to the 36 dB higher source level
of the bottlenose dolphin echolocation signals. © 2007 Acoustical Society of America.
�DOI: 10.1121/1.2734487�
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I. INTRODUCTION

Target detection experiments with echolocating dolphins
and porpoises have been conducted for over three decades
using various types of targets. The first set of target detection
experiments was conducted in open waters of Kaneohe Bay,
Oahu, HI, with bottlenose dolphins �Tursiops truncatus� by
Murchison �1980� using a 7.62-cm-diam water-filled stain-
less steel sphere and a 2.54-cm solid steel sphere. The 50%
correct detection threshold was found to be 74 m for the
2.54-cm sphere �target strength of −42 dB� and 79 m for the
7.62-cm sphere �target strength of −28 dB�. The detection
range for the 7.62-cm sphere measured by Murchison �1980�
was negatively affected by the presence of an underwater
shelf in the vicinity of the measured threshold range that was
a source of bottom reverberation which masked the target
echoes �Au and Snyder, 1980�. Au and Snyder �1980� remea-
sured the threshold detection range with one of the bottle-
nose dolphins used by Murchison �1980�, but in a different
part of the bay and obtained a threshold range of 113 m.
Thomas and Turl �1990� also used a 7.62-cm-diam water-
filled stainless steel sphere and the same experimental range
as Au and Snyder �1980�, and measured a target detection
threshold range of 119 m for a false killer whale �Pseudorca

crassidens�. All of the animals in the Kaneohe Bay experi-
ments were masked by snapping shrimp sounds �Au and
Snyder, 1980�. Kastelein et al. �1999� measured the threshold
detection range of echolocating harbor porpoise �Phocoena
phocoena� to be approximately 26 m for the same 7.62-cm
sphere used by the investigators in Kaneohe Bay, and 16 m
for a 5.08-cm sphere. One of the most important differences
in Kastelein et al. �1999� experiment and the experiments in
Kaneohe Bay was the absence of masking noise at the
Neeltje Jans facility in The Netherlands.

The target detection experiments with captive odonto-
cetes have been useful in understanding the basic capabilities
of the echolocation systems of these animals. However, there
has not been much effort transferring the basic understanding
of detection ranges to how well odontocetes can detect fish
in their natural habitat. In recent years, there have been some
modeling studies of echolocation detection range by three
species of odontocetes, Orcinus orca �Au et al., 2004�, Pseu-
dorca crassidens, and Grampus griesus �Madsen et al.,
2004�. Au et al. �2004� measured the echolocation signals of
fish-eating killer whales in the waters of Vancouver Island,
British Columbia, and estimated the detection ranges for a
70-cm-long Chinook salmon by echolocating killer whales to
be well over 100 m under quiet conditions. Madsen et al.
�2004� measured the echolocation signals of false killer
whales and Risso’s dolphin in off-shore habitat and estimated
detection ranges for a 1-m-long tuna and 20- and 80-cm-longa�Electronic mail: wau@hawaii.edu

3954 J. Acoust. Soc. Am. 121 �6�, June 2007 © 2007 Acoustical Society of America0001-4966/2007/121�6�/3954/9/$23.00



squid. Madsen et al. �2004� estimated detection ranges that
varied from 80 to 210 m. The shortcoming of both of these
studies is that realistic target strength values for the prey
were not used. The target strength in the Au et al. �2004�
study was based on theoretical calculations for a narrow
band signal at 50 kHz using a Kirchoff ray model �Jech and
Horne, 1995; Horne and Jech, 1999�. The estimate of detec-
tion ranges of Madsen et al. �2004� were based on target
strength measurements using tonal signals and they did not
take into account the aspect dependence of acoustic back-
scatter from the fish or squid.

One of the obstacles in modeling echolocation detection
ranges for different species of fish has to do with our poor
understanding of how odontocete echolocation signals reflect
off different fish species. Measurements of deep-dwelling
snappers using simulated dolphin echolocation signals by
Benoit-Bird et al. �2003� and Au and Benoit-Bird �2003�
indicated that the echoes were about 4.5 times longer in du-
ration than the incident signals, suggesting a very compli-
cated backscatter process that is not well understood. They
also found that the variation in target strength based on en-
ergy with angle did not fluctuate nearly as much as with
tonal sonar signals. In this study we measured the acoustic
backscatter of four different species of fish that are prey of
bottlenose dolphins and harbor porpoises using simulated
bottlenose dolphin and harbor porpoise echolocation signals
in order to estimate target detection range for these species.

II. PROCEDURE

A. Experimental geometry

The backscatter measurements were conducted in an
outdoor tank of Sea Mammal Research Company, at the field
station of the Netherlands National Institute for Coastal and
Marine Management �RIKZ� at Jacobahaven, Zeeland, The
Netherlands, in a 7 m�4 m rectangular tank with a water
depth of 2 m. The measurement geometry is depicted in Fig.
1�a� showing a rotor with a cylindrical rod supporting a
monofilament net. Fish subjects were contained in a
monofilament bag that was in turn attached to the center of
the monofilament net which was attached to a rotor. The fish
could be placed in the bag in the two different aspects de-
picted in Fig. 1�b�. The transducer was a custom-made cir-
cular disk with the active element being a 1-3 piezo-ceramic
circular disk with a diameter of 6.4 cm and a thickness of
0.64 cm. The transducer was placed 2 m from the fish and at
the same depth as the fish, which was 1 m.

A monostatic echoranging system was used in which the
same transducer transmitted the signals and received the ech-
oes. The echoes were time-gated and filtered before being
digitized at a sample rate of 1 MHz. A total of 1024 points
were digitized per echo and stored to disk. The waveform
and frequency spectra of the incident signals are shown in
Fig. 2. An acoustic mirror consisting of a flat 0.63 thick
aluminum plate covered with a close cell neoprene sheet was
used to obtain the signals shown in Fig. 2. The dolphin-like
signal had a peak frequency of 130 kHz while the porpoise-
like signal had a peak frequency of 138 kHz. The duration of
the dolphin-like signal was approximately 70 �s vs 270 �s

for the porpoise-like signal. The bandwidth of the porpoise
signal was clearly narrower than the dolphin-like signal.
Both dolphin-like and porpoise-like signals were replicates
of previously recorded signals.

B. Fish subjects

The species of fish used were Atlantic cod �Gadus
morhua�, grey mullet �Chelon labrosus�, pollack �Pollachius
pollachius�, and sea bass �Dicentrarchus labras�. Three fish
of each species except for the pollack were acoustically ex-
amined. The lengths of the subjects were cod �29 to 30 cm�,
mullet �15–17 cm�, and sea bass �14–17 cm�. Only one pol-
lack having a length of 21 cm was used. Acoustic backscatter
from the Atlantic cod has been studied fairly intensely by
Clay and Horne �1994� and will therefore be used as our
model fish in detection range calculations. These fishes were
on loan from “The Arsenaal Aquarium,” Vlissingen, The
Netherlands. The Animal Welfare Commission of The Neth-
erlands stipulated that the fish must feed readily in captivity,
so they had to come from aquaria though all were originally
wild-caught. They were fed to satiation each day after the
sessions on a diet of raw fish. Fish were returned to the
aquarium following the experiment to comply with animal
care regulations. Three fish per species were used to ensure
that the backscatter results were consistent and repeatable.
We did not expect the target strength to vary much since the
lengths within a species varied very little. Each fish was
anesthetized by placing it in a bath containing 1 mL of
2-phenoxy-ethanol per 10 L of seawater. Once anesthetized,
the fish was enclosed in the fitted monofilament net bag to
restrain its movements and the net bag was mounted to the
monofilament net. Echoes from the fish were collected as a
function of azimuth. The rotor incremented approximately
2.2° after each transmission and reception cycle until the fish
was rotated through 360°. Most of the measurements were
done with the fish in the lateral aspect having its dorsal sur-
face aligned upwards and the ventral surface pointing down-

FIG. 1. �a� Fish backscatter measurement geometry showing the fish in a net
bag attached to a monofilament, net supported by a rod connected to a rotor.
�b� Rotational geometry of the fish.
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wards although some measurements were also done in the
dorsal-ventral plane �Fig. 1�b��.

III. RESULTS

A. Fish backscatter

Examples of echo waveforms obtained with both the
dolphin-like and porpoise-like signals for a cod in the lateral
plane are shown in Fig. 3 for three different aspect angles of
the fish; broadside �90° �, 135° or 45° from the broadside and
tail aspects, and the tail aspects �180° �. At broadside, the
echo is relatively simple with a single large highlight fol-
lowed by a much smaller highlight, where the major high-
light is probably a reflection off the surface of the swim
bladder. Highlights are local maxima within the structure of
the echoes. The swimbladder of a fish is the structure having
the most dominant influence on the echo intensity �Foote,
1980; Foote and Ona, 1985�. As the aspect angle changes
from broadside, the echo structure becomes extremely com-
plex, with many highlights and an elongated duration much

longer than that of the incident signals. The amplitude of
each echo is normalized to its maximum value in Fig. 3 so
that the structure of the echoes can be readily seen. Other-
wise, the amplitude of the echoes at 135° and tail aspect
would be at least 1/4 of what is shown. More highlights can
be seen for the dolphin-like signal than the porpoise signal
for the 135° and tail aspect. This is the result of the dolphin-
like signal having a better range resolution capability by vir-
tue of its broader bandwidth than the porpoise-like signal.
Nevertheless, the echo structure of the porpoise-like echoes
is still very complex.

Typical variations in target strength as a function of the
aspect angle of a cod in the lateral plane are shown in Fig. 4.
Target strengths based on both the energy in the echoes �dark
line� and peak amplitude for a tonal signal �light line� are
included. The target strength for a tonal signal fluctuated
considerably with azimuth, having deep nulls. On the other
hand, the target strength based on energy for a broadband
click had considerably less fluctuation with azimuth, and did
not have the deep sharp nulls that were present for the tonal
signal. The tonal results were obtained by using the values of
the incident and reflected signal at a frequency of 130 kHz.
The difference between the maximum and minimum values

FIG. 2. Simulated bottlenose dolphin and harbor por-
poise echolocation signals in the time and frequency
domains.

FIG. 3. Backscatter signal wave form for different aspect angles and for the
two simulated echolocation signals used in this study.

FIG. 4. �Color online� Polar diagram of the target strength determined on
the basis of energy flux density of a simulated dolphin echolocation signal
�black line� and the target strength based on a single frequency of 130 kHz.
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of the target strength based on energy was about 13 dB com-
pared to over 30 dB for the tonal signal. These results are
similar to those of Benoit-Bird et al. �2003�, who also com-
pared target strength versus azimuth for snappers using target
strength values based on energy in broadband clicks and on
the peak values of tonal signals.

The target strength of the four species of fish is shown in
polar form in Fig. 5 for the dolphin-like echolocation signal
and in Fig. 6 for the porpoise-like signal. The polar plots are
normalized with the maximum value of the target strength
indicated next to each plot. The maximum values typically
occurred when the fish was at a broadside aspect �90° and

270°�. The minimum values typically occurred in the tail
aspect orientation. The maximum target strengths obtained
with the porpoise-like signal were 1–3 dB larger in value
than the values obtained using the dolphin-like signal. The
polar diagrams of target strength are similar between the
dolphin-like and porpoise-like echolocation signals for a
given species. The pollack had the most unusual variation of
target strength with azimuth, showing a major lobe at 270°.
We cannot state with certainty why the pollack backscatter
had this lobe, however, the probability is fairly high that the
shape of the swim bladder was the major contributor to the
presence of the lobe. Unfortunately, the fishes had to be re-
turned to The Arsenaal Aquarium and were not available for
x-ray measurements. There are also some minor differences
in the maximum target strength values for the two types of
signals and these differences were probably caused by the
signals having different peak frequencies. Target strength of
fish generally increases with frequency and the 9 kHz higher
peak frequency of the porpoise signal may have contributed
to the slightly higher target strength values for the porpoise
signal.

The polar diagrams of the target strength in the dorsal-
ventral plane for the four species of fish that were obtained
with the dolphin-like echolocation signal are shown in Fig. 7.
The angle of maximum reflection probably occurred when
the incident signal was perpendicular to the longitudinal axis
of the swimbladder �Benoit-Bird et al., 2003�, which in most
fishes is tilted slightly. The minimum target strength occurred
close to the tail and head aspects. For the tail and head as-
pects, the target strength with the fish rotated in the lateral
plane should be the same as in the dorsal-tilt plane. Any
differences were probably caused by slight misalignment of
the fish when mounted to the monofilament net. The polar
plots of the target strength in the dorsal-ventral plane mea-
sured with the porpoise-like signals were similar to the plots
in Fig. 7 and are not shown.

FIG. 5. �Color online� Polar diagram of the target strength in the lateral
plane for the four fish species. The data were obtained with a simulated
bottlenose dolphin echolocation signal.

FIG. 6. �Color online� Polar diagram of the target strength in the lateral
plane for the four fish species. The data were obtained with a simulated
harbor porpoise echolocation signal.

FIG. 7. �Color online� Polar diagram of the target strength in the dorsal-tilt
plane for the four fish species. The data were obtained with a simulated
bottlenose dolphin echolocation signal.
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B. Modeling fish detection ranges by echolocating
odontocetes

1. Atlantic bottlenose dolphin

The results of Murchison �1980� using a 2.54-cm-diam
solid steel sphere and the results of Au and Snyder �1980�
using a 7.62-cm water-filled stainless steel sphere were used
to calculate the bottlenose echolocation detection ranges
searching for a cod. Kaneohe Bay has a large population of
snapping shrimps which produced noise that limited the dol-
phins’ detection capability, i.e., a noise-limited environment
�Au et al., 1974; Au and Snyder, 1980�. In order to determine
the detection ranges for a fish using the results of Murchison
�1980� and Au and Snyder �1980�, the noise-limited transient
form of the sonar equation should be used �Urick, 1983�. The
transient form of the sonar equation �expressed in dB� that is
applicable to a dolphin can be expressed as

DTE = SE − 2TL + TSE − �NL − DI� , �1�

where DTE is the detection threshold, SE is the source en-
ergy flux density, TL is the one-way transmission loss, TSE is
the target strength based on energy, NL is the ambient noise
spectral density, and DI is the receiving directivity index at
the peak-frequency of the dolphin’s echolocation signal. As-
suming simple spherical spreading loss propagation, the one-
way transmission loss can be expressed as

TL = 20 log R + �R , �2�

where R is range in meters and � is the sound absorption
coefficient in dB/m at the peak frequency of the animal’s
echolocation signal. If we assume that the dolphin uses
echolocation signals having similar source levels for both an
artificial steel sphere and a fish, then the results obtained
with the steel sphere can be used to predict the performance
of a dolphin echolocating a fish. This can be done by equat-
ing Eq. �1� for a fish to the same equation, but for a sphere
and using Eq. �2�. Therefore, we obtain the following equa-
tion that can be used to determine the threshold detection
range for a fish:

40 log R + 2�R = TSEfish − TSEsphere + 2TLsphere. �3�

This is a transcendental equation and does not have a closed
form solution. The solution must be determined by iteration,
inserting a value for R and determining if the value of the left
side of the equation matches the right side. If the left side is
larger then a smaller R is chosen on the next iteration until
the appropriate R is determined. However, it should be noted
that the 2.54-cm results of Murchison and the 7.62 cm of Au
and Snyder did not agree completely when transient form of
the sonar equation was applied to their results; there was
approximately a 2.5-dB difference in the calculated value of
the detection threshold for the range where the animal’s
threshold occurred. Both experiments were performed with
the same animal but about 2 years apart �Au and Snyder,
1980�. However, considering this time interval between both
experiments, the 2.5-dB discrepancy was considered rather
minor and both results were considered remarkably close for
psychophysical experiments, which often have very large
variations �Au, 1993�.

In order to estimate the detection range the backscatter
results for cod at different aspect angles were used. When the
fish target strength at a particular aspect angle is closer to the
target strength of the 2.54-cm sphere then Murchison’s re-
sults were used and when the fish target strength is closer to
that of the 7.62-cm sphere then Au and Snyder’s results were
used. The target strength for the cod in the lateral plane at
broadside �90° � was −29 dB �Fig. 5�, at 135° it was approxi-
mately −41 dB, at tail aspect �180° � it was approximately
−43 dB, and in the dorsal-ventral plane �Fig. 7� at 135° it
was approximately −39 dB. Applying Eqs. �2� and �3� the
detection performance curves for the cod were calculated and
the results are shown in Fig. 8. The 50% correct detection
threshold is shown for the three aspect angles of the cod in
the lateral plane and for 135° in the dorsal-ventral plane. The
detection threshold range is maximum at the broadside �90° �
aspect with a value of 93 m and minimum at the tail aspect
�180° � with a value of 70 m in a noise-limited environment.

Au et al. �2002� determined the nonmasked detection
threshold of an Atlantic bottlenose dolphin using two broad-
band signals resembling the echoes from a 7.62-cm water-
filled sphere. They obtained an average energy flux detection
threshold of 33.1 dB re 1 �Pa2 s. In order to calculate the
detection range for any target the energy flux density of the
echo must be determined using

EE = SE − 2TL + TSE, �4�

where EE is the energy flux density of the echo, SE is the
source energy flux density, and TL is defined by Eq. �3�.
Assuming an echolocating dolphin emitting a signal with an
average source level of 222 dB re 1 �Pa �Au et al. 1980�
which equated to a source energy flux density of 167 dB re
1 �Pa2 s and inserting the appropriate values into Eq. �4�, the
threshold detection range can be expressed as

40 log�R� + 2�R = 133.9 + TSE. �5�

Au et al. �2002� calculated the threshold range of a bottle-
nose dolphin searching for a 7.62-cm sphere to be approxi-
mately 178 m. We also used the shape of the performance

FIG. 8. Predicted correct detection performance for a bottlenose dolphin
echolocating on a 30-cm-long Atlantic Cod in a noise-limited environment.
The actual bottlenose dolphin performance curves with real water-filled
spheres are shown by the dark gray curves. The 50% correct detection
threshold ranges are shown for different aspects of the fish.
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curve for the 7.62-cm sphere shown in Fig. 8 �dashed gray
line� to estimate a performance curve for detection of the
sphere as a function of range in a nonmasking condition.

The same procedure can be used here for calculating the
detection range for a single fish in a quiet environment. Us-
ing the same cod aspect angles and the corresponding target
strength values, the results of this calculation are shown in
Fig. 9. The largest threshold detection range of 173 m oc-
curred when the cod is broadside to the dolphin and the
lowest threshold detection range of 107 m occurred at the
tail-aspect angle. These detection ranges are considerably
larger in a quiet environment than in a noise-limited environ-
ment. The lowest threshold detection range in the quiet en-
vironment was larger than the highest threshold detection
range in the noise-limited environment �107 m vs 93 m�.
The maximum threshold detection range in the quiet envi-
ronment is almost double the corresponding range for the
noise-limited environment �173 m vs 93 m�. These results
clearly demonstrate how ambient noise produced by snap-
ping shrimp can severely limit the echolocation detection
range of a dolphin.

We can generalize the threshold detection range by cal-
culating the threshold detection range as a function of target
strength. Using the threshold values and the corresponding
target strength used to generate Figs. 8 and 9, the generalized
threshold detection ranges that can be applied for any fish of
known broadband target strength are shown in Fig. 10. A
linear curve fit of the points for the quiet condition is given
by

nonmasked threshold range = 4.75TSE + 310.10 m. �6�

Similarly, for the noise-limited condition of Kaneohe Bay,
the linear curve fit is given by

noise-limited threshold range = 1.52TSE + 138.15 m �7�

with r2 values of 1.00 for the nonmasked curve and 0.96 for
the noise-masked curve.

2. Harbor porpoise

Kastelein et al. �1999� used a 5.08- and a 7.62-cm-diam
water-filled sphere to measure the echolocation detection ca-
pability of a harbor porpoise �Phocoena phocoena� in a large
open pen at Neeltje Jans, The Netherlands. The 5.08-cm
sphere had a target strength of −36 dB and the 7.62-cm
sphere had a target strength of −26 dB. The correct detection
threshold ranges were 16 and 26 m, respectively. Using Eq.
�4� and assuming that the harbor porpoise used the same
source level while searching for the two targets, the echo
energy flux density of the echoes for both spheres at their
respective threshold range agreed within 1 dB. We again
used the cod as our fish of interest and the target strength
values shown in Fig. 6, which are −25 dB at broadside
�90° �, −35 dB at 135°, and −36 dB for the tail aspect
�180° �. The detection performance of the harbor porpoise
can be calculated with Eq. �2� and the results are shown in
Fig. 11, for detection in the lateral plane. The detection
threshold range is maximum at the broadside �90° � aspect
with a value of 27 m and minimum at the tail-aspect �180° �

FIG. 9. Predicted correct detection performance for a harbor porpoise
echolocating on a 30-cm-long Atlantic Cod. The actual harbor porpoise
performance curves with real water-filled spheres are shown by the dark
gray curves. The 50% correct detection threshold ranges are shown for
different aspects of the fish.

FIG. 10. Predicted echolocation detection threshold range as a function of
target strength for the Atlantic bottlenose dolphin in a quiet environment and
in noise masking environment where the masking noise is produced by
snapping shrimps.

FIG. 11. Predicted correct detection performance for a harbor porpoise
echolocating on a 30-cm-long Atlantic Cod. The actual harbor porpoise
performance curves with real water-filled spheres are shown by the dark
gray curves. The 50% correct detection threshold ranges are shown for
different aspects of the fish.
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with a value of 16 m in a quiet environment. The target
strength for the cod at tail aspect was the same as the
5.08-cm sphere so that both detection performance curves
were the same.

We generalized the threshold detection range for Phoc-
oena phocoena by plotting the threshold detection range as a
function of the target strength. The results are shown in Fig.
12 with a linear curve fitted to the calculated values. The
equation of the fitted curve is

nonmasked threshold range = 1.25 TSE + 61.10 m �8�

with an r2 value of 0.97. Equation �8� can be used in con-
junction with the target strength values shown in polar form
for any of the four species to determine the echolocation
threshold detection range for Phocoena phocoena in a non-
masked environment.

IV. DISCUSSION AND CONCLUSIONS

The target strength of several species of fish was mea-
sured with simulated odontocete echolocation signals as a
function of fish aspect angle, in order to estimate how far
dolphins and porpoises can detect fish prey by echolocation.
The results obtained in this study pertained to the detection
of a single fish. This would represent the most difficult de-
tection task a foraging odontocete would confront. If there is
a cluster of fishes, the target strength of the cluster would be
greater than that of the single fish. The amount of increase in
target strength would depend on the orientation of the fish to
one another and the spacing between them. How a greater
target strength would increase the detection range of an
echolocating odontocete is far from obvious. The critical is-
sue is knowing what the integration time of the animal’s
auditory system that should be used in such a situation where
there are echoes from more than one fish. Johnson �1968�
used pure tone signals of different duration to measure the
integration time of a bottlenose dolphin. The integration time
varied with frequency and was greater than 5 ms for a
100-kHz signal. Au et al. �1988� used a phantom echo sys-
tem and broadband replica of the dolphin’s emitted signal
and measured an integration time of 264 �s, which is con-
siderably shorter than the integration time determined with

narrow band signals. However, the results of Au et al. �1988�
may not be applicable here since their phantom echoes had
gaps in them, i.e., two replicas of the outgoing signal sepa-
rated by a silent period was played back to the animal. The
waveform of an echo from a cluster of fishes would not have
gaps in it but would be similar to the wave forms shown in
Fig. 3 for the 135° and 180° aspects, only longer.

The minimum detection range of 70 m for a single cod
in the tail aspect in a noise-masked environment seems to be
large enough that a bottlenose dolphin would need to expend
energy to close the separation distance and not alert the fish
by its swimming motion. It would seem that in most cases a
dolphin would definitely be more interested in prey at closer
ranges. The maximum detection range of 93 m for a cod at
broadside seems to suggest that dolphins really should not
have much problem detecting prey by echolocation, even in
a noise-limited environment, in order to maintain their di-
etary requirements �Kastelein et al., 2002, 2003� assuming
that a sufficient amount of prey is in the area. The noise
condition in Kaneohe Bay is not atypical for many shallow
off-shore waters from the temperate zone to the equator.
Snapping shrimps are found throughout the world in shallow
coastal waters �depth less than 60 m� at latitudes between
approximately ±35°. The detection problem may be more
affected by bottom reverberation rather than by ambient
noise or a combination of reverberation and noise. The ef-
fects of reverberation will be considered in a later study.

Snapping shrimps produce high intensity sounds by cre-
ating a bubble in the process of rapidly closing their large
claw, and the bubble eventually cavitates creating an almost
impulsive sound �Versluis et al., 2000�. However, at depths
beyond about 60 m, the cavitation progress would probably
not be possible. Therefore, as water depth progressively in-
creases beyond about 60 m, snapping shrimp noise in tem-
perate waters should also progressively decrease in intensity
so that in sufficiently deep waters the environment becomes
nonmasking. In such an environment, the minimum detection
range for the bottlenose dolphin increases to about 107 m.
The maximum detection range is at about 178 m. These are
very long ranges and a foraging echolocating dolphin may
not pay much attention to these long range echoes but would
probably concentrate on closer prey if they are present.

Harbor porpoises are found in cool temperate and sub-
polar coastal waters of the northern hemisphere �Jefferson et
al., 1993� and are not exposed to snapping shrimp noise.
Since the echolocation signals are very high in frequency,
there are not many noise sources that have frequency com-
ponents overlapping with harbor porpoise echolocation fre-
quencies. Therefore, the sonar system of harbor porpoises
should not be limited by natural ambient noise. Nevertheless,
the minimum threshold detection range of 16 m for a cod by
an echolocating harbor porpoise is much smaller than the
corresponding minimum detection range for a bottlenose dol-
phin in a noise-limited environment, about 0.22 that of a
bottlenose dolphin. The limited echolocation detection range
would make it difficult, if not impossible, for harbor porpoise
to inhabit a noisy environment such as Kaneohe Bay. This
limited sonar range may be one of the most important rea-
sons for harbor porpoise not being usually found in lower

FIG. 12. Predicted echolocation detection threshold range as a function of
target strength for the harbor porpoise in a quiet environment.
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latitude waters inhabited by snapping shrimp. In such a noisy
environment, the harbor porpoise echolocation system would
be severely limited or even nonfunctional.

It is interesting that even with its limited echolocation
range, harbor porpoises are able to adequately detect and
forage on different types of fish. This suggests that the
coastal waters that harbor porpoise inhabit have high densi-
ties and number of fishes. The bottlenose dolphin in a noisy
environment can detect a fish at distances anywhere from 3.4
to 4.4 times longer than the harbor porpoise. In a quiet en-
vironment, the bottlenose dolphin could probably detect a
fish at a distances anywhere from 6.3 to 6.7 times further
than the harbor porpoise. Bottlenose dolphins may need the
longer range detection capability perhaps because of a pos-
sible lower density of prey or less fish biomass in their habi-
tat compared to that of harbor porpoises.

The large difference in detection ranges between the
bottlenose dolphin and the harbor porpoise can probably be
attributed to the difference in source level of echolocation
signals emitted by both species. In the modeling of the
bottlenose dolphin detection range for a cod in a quiet envi-
ronment, a source level of 222 dB re 1 �Pa, which translates
to a source energy flux of 167 dB re 1 �Pa2 s, was used.
Unfortunately, the echolocation signals of the harbor por-
poise were not measured during the range threshold experi-
ment of Kastelein et al. �1999�. Au et al. �1999� measured
source levels in the same test pen and from the same por-
poise used by Kastelein et al. �1999� and obtained an average
value of 167.5 dB. However, the target used in the Au et al.
�1999� study had about a 10 dB greater target strength than
that of the 5.08-cm diameter sphere used by Kastelein et al.
�1999� and the target range was much shorter �7–9 m� than
in the target detection experiment. In a latter study to deter-
mine the capability of a harbor porpoise to detect a target in
noise, we measured an average source level of 186 dB re
1 �Pa �unpublished data�. This is a rather surprising result
and is the highest measured source levels for harbor por-
poises to date. However, researchers at the Kerteminde facil-
ity in Denmark have recorded echolocation signals of a free
swimming Phocoena phocoena having amplitudes compa-
rable with these results. Having the porpoise echolocate in
the presence of masking noise probably induced the animal
to emit higher amplitude signals with peak-to-peak ampli-
tude between 184 and 190 dB. Therefore, the bottlenose dol-
phin may be using an average source level that was about
36 dB higher in amplitude than that of the harbor porpoise. A
36-dB difference would explain most of the difference be-
tween the maximum detection range in a quiet environment
between a bottlenose dolphin and a harbor porpoise. The
porpoise minimum detection threshold range for the cod was
16 m �see Fig. 11�, which corresponds to a two-way trans-
mission loss of 49.3 dB. Add 36 dB to this two-way trans-
mission loss and we have a new two-way transmission loss
of 85.3 dB, which corresponds to a range of approximately
95 m, using an absorption coefficient at 130 kHz of
0.038 dB/m, which is appropriate for water temperatures be-
tween 15 and 21 °C. The dolphin minimum detection range
for a cod in Fig. 9 is 107 m. The minimum detection ranges
for the bottlenose dolphin and the harbor porpoise in a quiet

environment do not match up perfectly when adjusted for
differences in the source levels, so other factors must be
taken into consideration. One other obvious factor is the dif-
ference in hearing sensitivities between the two species or
even within a species.

The use of broadband clicks for echolocation is an im-
portant part of the echolocation process. There are other
types of signals that may provide long detection ranges, but
longer detection ranges would not necessarily be an advan-
tage in foraging. The detection ranges that both the dolphin
and porpoise can achieve are sufficient for their needs in
their ecological niches. The low amount of variation in the
reflectivity as a function of azimuth when considered from
an energy flux density perspective, compared to the large
variation obtained with tonal pulses has the advantage of
minimizing the variations of the echo energy as the fish ori-
entation with respect to a dolphin changes. Such changes in
prey orientation are to be expected in a dynamic situation in
which the both the dolphin and the prey are constantly mov-
ing.
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This paper proposes analytical and semianalytical models of the ultrasonic backscattering cross
section �BCS� of various geometrical shapes mimicking a red blood cell �RBC� for frequencies
varying from 0 to 90 MHz. By assuming the first-order Born approximation and by modeling the
shape of a RBC by a realistic biconcave volume, different scattering behaviors were identified for
increasing frequencies. For frequencies below 18 MHz, a RBC can be considered a Rayleigh
scatterer. For frequencies less than 39 MHz, the general concept of acoustic inertia tensor is
introduced to describe the variation of the BCS with the frequency and the incidence direction. For
frequencies below 90 MHz, ultrasound backscattering by a RBC is equivalent to backscattering by
a cylinder of height 2 �m and diameter 7.8 �m. These results lay the basis of ultrasonic
characterization of RBC aggregation by proposing a method that distinguishes the contribution of
the individual RBC acoustical characteristics from collective effects, on the global blood
backscattering coefficient. A new method of data reduction that models the frequency dependence
of the ultrasonic BCS of micron-sized weak scatterers is also proposed. Applications of this method
are in tissue characterization as well as in hematology. © 2007 Acoustical Society of
America. �DOI: 10.1121/1.2715452�

PACS number�s�: 43.80.Qf, 43.80.Ev, 43.20.Bi, 43.20.Fn �FD� Pages: 3963–3971

I. INTRODUCTION

A. Background

Ultrasound �US� tissue characterization techniques pro-
vide means to assess the pathophysiological state of organs
by measuring a number of ultrasonic tissue properties. There
is however a certain need to understand how these measur-
able acoustical indices relate to biophysical phenomena oc-
curring at the cellular or the subcellular scale. Tissue micro-
structural characteristics �such as cell size, cellular
organization, fiber anisotropy, etc.� are indeed expected to
provide meaningful information for diagnosis, as they are
directly related to biological processes.

Previous works in ultrasonic tissue characterization have
studied the relation between the microstructure and various
acoustical tissue properties as the backscattering coefficient
and spectral characteristics.1,2 The typical approach considers
that mammal tissue can be acoustically modeled as a con-
tinuous random distribution of mass density and bulk com-
pressibility. The correlation length of their correlation func-
tion can be related to the size of a discrete microscopic
scatterer, with replicas randomly spread in the bulk volume.
The propagation of the interrogating US wave within this
type of medium is conditioned by the particle acoustic prop-
erties, the properties of the embedding medium, the particle
number density and size, and the level of spatial organization
of the scatterers.

This paper focuses on a typical example of heteroge-
neous biological milieu: blood. This biofluid can be me-
chanically described as a colloidal suspension of flexible
cells flowing within the plasma, which is itself a Newtonian
liquid. Erythrocytes form the vast majority of blood cells
�99% in number� and occupy a large volume fraction �hema-
tocrit� of 35–45% under normal conditions. Because of the
coexistence of erythrocytes and liquid phases, blood exhibits
a shear-thinning rheological behavior. When flowing at a low
shear rate, red blood cells �RBCs� adhere and form a struc-
tured network of clusters. The increase of the shear rate re-
sults in a reversible disaggregation of RBCs. The intricate
packing of the so-called rouleaux of RBCs results in a vis-
cosity increase. In various pathological conditions, including
cardiovascular diseases and hemoglobinopathies, blood vis-
cosity is abnormally high. Hemodynamics can be markedly
affected by such hyperviscosity syndrome, especially in the
microcirculation.

Several groups are investigating the possibility to detect
abnormal RBC aggregation and the associated hemorheo-
logical disorders with US. Some clinical observations of
blood hyperechogenicity appearing in low shear or static
flow conditions have qualitatively demonstrated the potential
of US to image RBC aggregation. This phenomenon is en-
countered in echocardiography or in vascular imaging and
was given the name of spontaneous echo contrasts or smoke-
like echoes.3,4 A better quantification of this scattering en-
hancement would allow the extraction of valuable biophysi-
cal parameters that characterize red cell adhesion.

The measurement of RBC aggregation indices �aggre-
gate size, anisotropy, etc.� through the quantification of blood
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ultrasound backscattering however requires an acoustical
model. Before understanding backscattering of US by an en-
semble of interacting RBCs, a first obvious step is to prop-
erly quantify US backscattering by a single erythrocyte. This
is the purpose of this paper.

B. Literature review

At a low frequency �in the range of a few megahertz�
and for weak scattering particles, the relation between the
backscattering cross section �BCS� and the RBC acoustical
properties is simple and is conveyed by the Rayleigh
formulation.5 In this approximation, subwavelength geomet-
ric details do not affect the BCS and therefore cannot be
inferred by “inverting” low frequency scattering data. In the
case of red blood cells, the validity of the Rayleigh assump-
tion can be questioned when the acoustical frequency ex-
ceeds 27 MHz. This approximation is indeed valid when
ka�1, where k=� /c is the wave number and a=2.82 �m is
the effective erythrocyte radius. The effective radius is de-
fined in this paper as 4�a3 /3=Vs where Vs is the volume of
the RBC, roughly 94 �m3. When the frequency is above
27 MHz, ka=� /10�0.31 considering that the speed of
sound c=1540 m/s �Ref. 6� and therefore the Rayleigh va-
lidity is questionable. As high frequency ultrasound imaging
systems �intravascular imaging, small animal scanners� cur-
rently use frequencies above 20 MHz, the need to extend
Rayleigh formulation of the BCS seems obvious.

A few studies of various domains of acoustics experi-
mentally, theoretically or numerically examined non-
Rayleigh aspects of weak acoustical backscattering when ka
becomes nonnegligible. In marine acoustics, Stanton et al.7

proposed a number of models of the angle-averaged back-
scattering cross section of individual zooplankton based on
the Born first-order approximation. By modeling the animals
as bent cylinders for ka�5, the study showed good agree-
ments between predictions given by the backscattering mod-
els �obtained by measuring animal dimensions� and experi-
mental acoustical data. This proved the utility of the simple
first-order Born approximation to take into account the com-
plex geometry of the scatterer.

For the problem of ultrasound backscattering by a single
red blood cell, Kuo and Shung8 and Coussios9 also discussed
the limitations of the Rayleigh formulation. Kuo and Shung8

measured the backscattering coefficient of a diluted suspen-
sion of porcine RBCs and the experimentally determined
BCS was shown to scale as k4Vs

2 for frequencies below
30 MHz, as predicted by the Rayleigh approximation. In the
same study, numerical results obtained by the Jakeman’s
T-matrix method predicted that the red cell shape affected the
BCS and that the frequency dependence only slightly devi-
ated from k4Vs

2 for ka�1 �87 MHz�. This study considered
frequencies from 1 MHz to 1.7 GHz, approximately.
Coussios9 analytically derived the BCS of a thin cylinder
with approximate RBC dimensions, using the Born weak
scattering assumption and showed that the spherical and cyl-
inder models gave similar values of the BCS for frequencies
�20 MHz. The effect of the particle shape became only sig-

nificant for frequencies above 20 MHz �the maximum fre-
quency considered in this study being 60 MHz�.

C. Objectives

Following these studies, this paper has two objectives.
The analytical framework opened by Coussios9 who used the
Born approximation is generalized to take into account the
realistic biconcave shape of the RBC. Analytical or semi-
analytical results are then used to predict how microscale
geometric features influence the high frequency BCS of
erythrocytes above 20 MHz. It is shown that different scat-
tering behaviors can be distinguished depending on the ultra-
sonic frequency.

II. THEORY AND METHODS

A. The backscattering cross section

The ability of a material particle to generate acoustical
echoes is commonly quantified by the BCS that is defined as
follows. Consider a monochromatic plane wave with com-
plex amplitude pi�r�= p0eik·r, where r is the spatial vector, p0

is the incident pressure amplitude, and k represents the wave
vector. This pressure wave propagates in a linear fluid char-
acterized by a mass density �0 and an adiabatic compress-
ibility �0. A fluid particle of volume Vs centered in O creates
a fluctuation of density and compressibility. The interaction
between the incident wave and the particle results in a de-
viation of the incident wave that redistributes the acoustical
energy in space.10 The total pressure amplitude p�r� can be
mathematically decomposed as the sum of the unperturbated
incident pressure field pi�r� and of the scattered pressure
ps�r�. In the far field of the particle, the scattered field has the
asymptotic form11

ps�rer� = p0
eik·r+i	0

r

�er,k�1/2. �1�

In this expression, er is the unit vector pointing in the obser-
vation direction, 	0 is a phase term �that will not be further
discussed in this paper�, and 
�er ,k� is the scattering cross
section of the particle. In pulse-echo US, when the target lies
in the far field of the transducer, the scattering direction that
mainly contributes to the transduced radio-frequency signal
corresponds to the reverse direction: er=−k /k. For this rea-
son, the quantity that characterizes particle backscattering is
the backscattering cross-section �noted 
b� defined as 
b�k�
=
�−k /k ,k�.

In the rest of the paper, one will be interested only in
backscattering, and therefore the term insonification angle or
simply angle will be used to describe the direction of
the wave vector k with respect to the RBC. There will be no
ambiguity on the scattering vector direction which is
simply −k.

B. Rayleigh scattering

The expression of the BCS of a small fluid sphere �ka
�1� that has a constant density �=�0�1+��� and compress-
ibility �=�0�1+���, where �� and �� are the relative con-
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trasts in density and compressibility with respect to the back-
ground medium, was originally derived by Rayleigh �see
Ref. 10�. It can be expressed as


b�k� =
k4Vs

2

16�2��� −
��

1 − ��/3
�2

. �2�

In the case of a weak scatterer, the contrast values �� and ��

are small and a second-order approximation reduces Eq. �2�
to:


b�k� =
k4Vs

2

4�2 �z
2, �3�

where �z= ���−��� /2 is the small relative contrast of acous-
tical impedance between the scatterer and the surrounding
medium. It can be noted that the acoustic cross section of a
small sphere scales as the fourth power of frequency and
therefore increases rapidly with increasing frequency.

C. Form factor of a homogeneous scatterer
considering the Born approximation

Equation �3� is valid for a small, homogeneous, and
weak spherical scatterer. Now, for any type of scattering par-
ticle, a nondimensional corrective term F�k�, named the
form factor, can be defined as


b�k� =
k4Vs

2

4�2 ��z	2F�k� , �4�

where ��z	= �1/Vs�
Vs
�z�r�d3r represents the spatially aver-

aged impedance contrast of the particle. The deviation of the
form factor from one quantifies the influence of the particle
geometry and orientation on the BCS. In the Born approxi-
mation �ps� pi� that applies for weak scattering conditions,
the form factor has a simple expression �easily retrieved
from Eq. �8.1.20� of Ref. 10� related to the spatial Fourier
spectrum of the impedance contrast:

F�k� =
1

��z	2Vs
2��

Vs

�z�r�e2ik·rd3r�2

. �5�

This expression is in agreement with the fact that the form
factor approaches unity �and Rayleigh scattering� when the
particle size is negligible with respect to the wavelength
�e2ik·r→1�.

D. Form factors of simple geometrical shapes

Analytical expressions of the form factor can be found
for homogeneous scatterers having simple shapes. The case
of three important shapes �sphere, ellipsoid, and cylinder� is
given in Table I. The range of wave numbers for which Ray-
leigh scattering applies within 5% accuracy is also indicated.
Note that these analytical forms are compatible with Ref. 12
for spheres and ellipsoids and the cylinder form agrees with
the general expression obtained by Coussios �Eq. �13� of
Ref. 9�.

E. Form factor of an axisymmetrical particle
mimicking a RBC

Consider now a homogeneous particle having the sym-
metries of a RBC �see Fig. 1�, i.e., a symmetry of revolution
around �Oz� and a mirror symmetry with respect to �Oxy�.
The shape of the RBC can then be described by the radial
profile:13

z0�r� =
h0

2
��2r/D� , �6�

where h0 is the particle thickness along �Oz�, ��u� is the
normalized geometric profile, and D is the diameter. This
function, defined for u� �0,1�, describes the particle shape
and satisfies ��0�=1, ��1�=0. As detailed in Appendix A,
the form factor of the RBC can be formulated by using Eq.
�3� and by considering that the acoustic impedance is con-
stant, i.e., �z�r�= ��z	 when r lies within the RBC and
�z�r�=0 when r is outside of the RBC. This yields to

F�krer,kzez� = ��
0

1

u��u�J0�krDu�
sin�kzh0��u��

kzh0��u�

du�
0

1

u��u�du�2

, �7�

where J0 is the Bessel function of order 0.

TABLE I. Form factors of several descriptive shapes. The wave vector k is
decomposed in the ellipsoid system of axes k=k1e1+k2e2+k3e3, where �1, 2,
and 3 or x, y, and z� refer to the ellipsoid principal directions of the axes �a1,
a2, and a3�, or in a cylindrical system of axes k=kzez+krer. The height of the
cylinder is h0 and its radius is R. The form factor of the sphere is F�k�
=�s�2ka�, where a is its radius. J1 is the first-order Bessel function.

Particle shape
Form factor

F�k�
Rayleigh limit
�F�k��0.95�

Sphere �s�2ka�,
�s�u�= �3 sin u−3u cos u�2 /u6

ka�0.25

Ellipsoid �s�2��k1a1�2+ �k2a2�2

+ �k3a3�2�1/2�
��k1a1�2+ �k2a2�2

+ �k3a3�2�1/2�0.25
Cylinder �sin kzh0 /kzh0�2

�J1�2krR� /krR�2
�kz

2h0
2+3kr

2R2�1/2�0.38

FIG. 1. �Color online� Geometric cross section of a red blood cell defined by
the function z0�r�, where h0 is the thickness along Oz and D is the diameter
along Oxy.
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F. Acoustical inertia tensor

A second order expansion of F�k� in ka is helpful to
examine the deviation of the form factor of a homogeneous
particle from one when the frequency is increased. As de-
tailed in Appendix B, a second order Taylor expansion of Eq.
�A1� gives:

F�k� = 1 − 4k · �k + o�k2a2� , �8�

where � is a second order symmetrical positive tensor, a
characteristic tensor of the particle shape referred here as the
acoustical inertia tensor, defined by

� =
1

Vs
�

Vs

r � rd3r . �9�

In Eq. �9�, the dyadic product of the two vectors is noted �.
The principal axes of the particle are the eigenvectors of �
and its eigenvalues noted �11��22��33 scale as the sur-
face of the particle. Note that the acoustical inertia tensor �
as defined here is directly related to the inertia tensor J �as
defined in solid mechanics� of a solid particle of unit mass
density rotating around O �part 5.3.1 of Ref. 14�:

J = tr���U − � , �10�

where U is the identity tensor and tr represents the trace.
This analogy leads us to name this tensor acoustical inertia
tensor, as it directly relates to the inertia moments of a rigid
particle having the same shape. To give an example, an el-
lipsoid of semi-axes �aiei�i=1,2,3 has an acoustical inertia ten-
sor � of expression:

� =
a1

2

5
e1 � e1 +

a2
2

5
e2 � e2 +

a3
2

5
e3 � e3. �11�

For the case of the symmetrical particles as described
earlier in Eq. �6�, the inertia tensor is diagonal in the base
�ex ,ey ,ez� and can be expressed as:

� = �D2

�
0

1

u3��u�du

8�
0

1

u��u�du

�ex � ex + ey � ey�

+ h0
2

�
0

1

u��u�3du

12�
0

1

u��u�du

ez � ez� . �12�

This reduces to �=D2 /16�ex � ex+ey � ey�+h0
2 /12ez � ez in

the case of a cylinder of diameter D and height h0 ���u�=1
for �u��1�.

G. Modeling of the physical and geometrical
properties of plasma and of a erythrocyte

In this study, the plasma is supposed non-viscous, char-
acterized by a compressibility �p=4.0910−10 Pa−1 and a
mass density �p=1021 kg m−3 �see Ref. 15�. The hemoglo-
bin solution encapsulated by the RBC membrane is supposed

nonviscous and acoustically described by the compressibility
�RBC=3.4110−10 Pa−1 and mass density �RBC=
1092 kg m−3. The resulting impedance contrast defined in
Eq. �3� is �z=0.13. The effect of the RBC membrane on
acoustical scattering is neglected. This assumption is based
on the fact that the membrane of an intact RBC has a small
thickness of 10 nm. It could be argued that the measured
backscattering by ghost cells �damaged red cells with re-
moved hemoglobin� is far from negligible �see Ref. 16,
Chap. 7� and this could be attributed to membrane back-
scattering effects. However, as carefully discussed in Ref. 16,
this interpretation seems inappropriate. Membranes of dam-
aged cells act like nets, which suggest that lysed cells are
actually smaller but denser particles that strongly scatter US.

Red cells are very deformable and their shapes vary in
response to mechanical stress �e.g., the hemodynamic shear
forces� and to the osmolarity of the surrounding environ-
ment. In static equilibrium, as shown in Fig. 1, the RBC is a
biconcave disk13 with a volume Vs=4�a3 /3=94 �m3 �effec-
tive radius a=2.82 �m� and an optimal exchange surface
area of 135 �m2. The mean axial and radial maximum di-
mensions are, respectively, h0=0.81 �m and D=7.82 �m.
Evans and Fung13 have formulated a convenient analytic for-
mula that gives the normalized profile of a nonstressed RBC
membrane:

��u� = �1 − u2�1 + �2u2 + �4u4� , �13�

where �2=9.7 and �4=−5.4.

H. Backscattering cross sections of particles
mimicking a RBC

According to Eq. �4� and knowing the values of Vs and
�z, one can derive the backscattering cross-section of el-
ementary particles from the definition of the form factor
F�k�. Table I provides analytical expressions of F�k� for a
sphere, an ellipsoid and a cylinder. By considering cylindri-
cal coordinates, the form factor of a biconcave disk that bet-
ter mimic the shape of a RBC was shown in Eq. �7�. Numeri-
cal integration is required to compute this form factor.
Equations �8� and �12� can also be utilized if one uses Car-
tesian coordinates.

At the second order in ka and if the Born approximation
holds, the frequency dependence of the red cell BCS is given
by a Taylor expansion using Eq. �4� and the definition of the
inertia axes introduced earlier in Sec. II F �Eqs. �8� and �11��.
This results in


b�k� =
k4Vs

2

4�2 �z
2�1 −

4

5
kx

2ax
2 −

4

5
ky

2ay
2 −

4

5
kz

2az
2� + o�k6� .

�14�

Two particles with the same material properties but different
shapes will have equivalent backscattering behaviors �up to
the sixth order in ka and for all insonification angles� if they
have the same volume and the same inertia axes.

3966 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 D. Savéry and G. Cloutier: Erythrocyte cross-section modeling



I. Numerical integration

The different definite integrals involved to compute the
form factors were computed by a trapezoidal method. The
interval �0, 1� was divided in N=104 segments.

III. RESULTS

A. Dimensions of the equivalent particles

The inertia axes of the model of a red cell were com-
puted using Eqs. �11� and �12�. Adjunct to the volume, these
quantities allow to derive the dimensions of the equivalent
sphere �same volume�, of the equivalent ellipsoid �same vol-
ume and same radial inertia axes� and of the equivalent cyl-
inder �same volume and same radial inertia axes� as given in
Table II. Cross sections of these different shapes are repre-
sented in Fig. 2 for visual comparison.

B. Form factor of the particles

The variations of the various form factors as a function
of the frequency and two different angles are given in Fig. 3.
The decrease of the form factor from one to zero depends on
the scattering shape and on the direction of insonification.
The more elongated a particle is along the incident direction,
the faster the form factor decreases as a function of fre-
quency. In other words, the backscattering as a function of
the incidence angle is maximal when the propagation direc-

tion is aligned with the smallest inertia axis �k=kz�. The in-
cident wave perpendicularly intersects the biggest section of
the particles.

C. Frequency dependence of the backscattering
cross-section

Figure 4 shows the backscattering cross section of a
RBC and of the equivalent simpler shapes along the Oz and
Ox axes, as a function of ka. Along Oz, with the exception of
the spherical descriptor, the backscattering behavior only
slightly deviates from Rayleigh scattering below 87 MHz.
Perpendicular to the long axis of each particle, non-Rayleigh
behavior quickly arises for all shape descriptors as the fre-
quency is increased.

TABLE II. Volume V and inertia characteristics of the red blood cell and
other equivalent descriptive shapes. The equivalent axes ai are computed
from the eigenvalues ai

2 /5 of the inertia tensor �. The geometrical descrip-
tors h0, D, and a are, respectively, the height, the diameter, and the effective
radius of the red blood cell �a is the radius of the sphere with equivalent
volume�.

Particle
shape

Volume
��m3�

Inertia axes
ax /a=ay /a

Inertia axis
az /a

Geometrical
descriptors ��m�

Red blood
cell

94 1.54 0.50 ho=0.81
D=7.82

Sphere 94 1 1 a=2.82
Ellipsoid 94 1.54 0.42 az=V / �4�ax

2 /3�
Cylinder 94 1.54 0.46 ho=V / ��D2 /4�=2

D=2�0.8ax=7.76

FIG. 2. �Color online� Geometric cross sections of a red blood cell and
equivalent descriptive shapes.

FIG. 3. �Color online� Variation of the form factor as a function of the
reduced size parameter �ka� for different descriptive shapes. The insonifica-
tion direction is either along Oz �k=kz� or perpendicular to it �k=kr�.

FIG. 4. Normalized backscattering cross section with respect to 4�a2 as a
function of frequency �ka� for different descriptive shapes and incident
wave directions along Oz �k=kz� and Ox �k=kr�.
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D. Dependence of the backscattering cross section
on the angle of incidence of the transmitted
wave

At four frequencies corresponding to ka=0.1, 0.3, 0.6,
and 1.0, the angular dependencies of BCS between 0° and
90° �angle between ez and k� are shown in Fig. 5 for the
RBC, and the cylindrical, ellipsoidal, and spherical shapes.
For the spherical particle, no angular dependencies are noted,
as expected. At 8.7 MHz �ka=0.1�, isotropic scattering is
verified for all particles. Non-Rayleigh anisotropic scattering
is observed at 26, 52, and 87 MHz for the RBC, cylinder,
and ellipsoid. The angular variability of BCS increases for
anisotropic particles as the frequency is increased. For ex-
ample, variations of the order of 10 dB are noted at 87 MHz
for the RBC.

IV. DISCUSSION

The backscattering cross section of weak scattering par-
ticles with arbitrary shapes can be semianalytically computed
in the Born approximation. In this case, a Fourier duality
exists between the geometry of the scatterer and the wave
vector dependence of the backscattering cross section. A
semianalytical model of the RBC profile enabled to compare
the BCS of a red cell modeled by a biconcave volume with
the BCS of simpler geometrical shapes. The notion of
equivalence between two types of particles was defined in
the low frequency scattering regime. Two particles with any
given shape �sphere, ellipsoid, cylinder,…� were defined
equivalent if the coefficients of the Taylor expansion of the
BCS as a function of the wave number coincided up to the
sixth order. Up to the sixth order, finding a shape equivalent
to the RBC basically consists in matching first their volume
and then their inertia axes as defined by the inertia tensor �.

A. Weak scattering approximation

The computation of the BCS of fluid particles by Eq. �5�
follows the first-order Born approximation: it is valid when
the scattered wave amplitude remains negligible with respect

to the incident wave. The case of scattering by a sphere that
has the volume of a RBC is of interest to investigate the
validity of this approximation.

According to Refs. 9 and 17, Anderson’s exact
solution18 of sphere backscattering and the Born approxima-
tion are in close agreement for frequencies corresponding to
0�ka�1 �frequency �87 MHz�. In the case of weak scat-
terers, the physical reasons for the nonvalidity of the Born
approximation are the presence of multiple scattering, which
is very unlikely for a single scatterer, and the arising of a
resonance phenomenon. Minnaert resonance frequency for a
fluid sphere predicts resonance for a wave number corre-
sponding to ka=31/2 �i.e., a frequency of 150 MHz�.

Even if the scatterer is not strictly spherical, multiple
scattering is improbable due to the small contrasts in density
and compressibility. Resonant frequencies are more difficult
to predict, but one can postulate that it should occur around
150 MHz for a RBC. Therefore, for practical purpose, one
can estimate that our BCS prediction must be valid up to
�87 MHz, whereas the predictions for frequencies higher
than 87 MHz would have to be confronted to acoustical scat-
tering simulations that take non-Born conditions into ac-
count.

B. Transition frequency to the non-Rayleigh
scattering regime

The shape of a given particle influences the BCS
through the nondimensional form factor F�k�. Under Ray-
leigh scattering conditions �ka�1�, the BCS is essentially
independent on the particle shape, as F�k��1. Increasing the
frequency and changing the insonification angle enable to
extract geometric details finer than the simple volume at the
spatial scale of the wavelength. Having computed F�k� for
different descriptive shapes as a function of frequency and
angle, one can assess the transition frequency to which their
BCS differ by less than 5% of the Rayleigh limit �F�k�=1�.
The bounds are given in Table III. For practical purpose, the
biconcave RBC and the flat cylinder behave equivalently for
frequencies below 90 MHz.

C. Comparison with previous studies

Using the T-matrix numerical method, Kuo and Shung8

predicted that the shape �modeled by a sphere, a rounded
cylinder and a realistic biconcave shape all having the same
volumes� was of minor importance for frequencies below
30 MHz, and that the simulated BCS exhibited a k4 depen-
dence at those frequencies. However, their results at ka
�0.1 showed a dependence of the BCS with the angle of

FIG. 5. �Color online� Angle dependency of the normalized backscattering
cross section for different descriptive shapes at ka=0.1, 0.3, 0.6, and 1.0
�frequencies of 8.7, 26.1, 52.2, and 87 MHz�. The angle 	 is the angle
between Oz and the incident wave direction.

TABLE III. Transition frequency �and of ka� above which biconcave RBC
scattering differs by more than 5% than reference particle shapes.

Rayleigh Sphere

Second-order
approximation

of a RBC Ellipsoid Cylinder

ka 0.20 0.24 0.45 1.06 1.55
Frequency

�MHz�
18 21 39 92 135

3968 J. Acoust. Soc. Am., Vol. 121, No. 6, June 2007 D. Savéry and G. Cloutier: Erythrocyte cross-section modeling



incidence of the incident wave, and that the different types of
BCS �cylinder, biconcave disk, sphere� had diverging values
even when ka→0. This notably contradicts Rayleigh law
that states that low frequency BCS from particles having the
same volume and same acoustical properties do not differ
and are moreover isotropic. One could attribute these dis-
crepancies to the numerical T-matrix approach. For instance,
low stability and approximation formulas of special func-
tions can induce such errors. In our study, the angle and
shape influences were negligible up to 21 MHz, and the RBC
behaved as a sphere. We predict that angular variations from
a single particle can only be observed above 21 MHz, if one
considers that differences are significant when larger than
5%.

Coussios9 also proposed an analytical approach to com-
pute the scattering cross section of a RBC. The present study
can be considered as a generalization of the previous formu-
lation to a more realistic RBC shape, as it similarly used the
Fourier integral formulation of the cross section. Our results
are, however, restricted to the BCS �that considers er=−k /k�
as the 180° scattering angle prevails in medical US. In Ref.
9, the RBC morphology was modeled by two types of iso-
volumic cylinders. By introducing the notion of acoustical
inertia tensor, our study permits to find the dimensions of the
equivalent cylinder by matching its inertia axes with the re-
alistic RBC shape. Our conclusions concerning the bounds of
the different scattering regimes are close to the predictions
made by Coussios.9 Moreover, our results readily showed
that the biconcave RBC and the acoustical equivalent cylin-
der similarly backscatter ultrasonic waves, with a 5% accu-
racy for ka�1 �f �87 MHz�.

D. A new approximation formula for the frequency
dependence of backscattering from a scatterer
with cellular dimensions

According to the second order approximation of the
form factor of a RBC �using the acoustical inertia tensor�
that predicts Rayleigh scattering up to 39 MHz �ka=0.44�, it
seems appropriate to state that current medical US systems
are not sensitive to geometric details of scatterers below the
cell scale dimension of �5 �m. Such details may only be
detected if one considers higher frequencies. Accordingly,
we can propose here a simple model of frequency depen-
dence of the BCS of any type of weak scattering homoge-
neous particles with micrometric size:


b�kex� =
1

4�2k4Vs
2��z	2�1 − 4�xxk

2 + ¯ �

�
1

9
��z	2k4a6 −

4

9
�xx��z	2k6a6. �15�

In this expression, �xx=ex�ex is the component of the inertia
tensor along the direction of propagation of the insonifying
wave and a is the effective radius defined by 4

3�a3=Vs. No-
tice that the resulting frequency dependence is here approxi-
mated by a sixth-order polynomial, with two nonvanishing
coefficients. The coefficient in k4 represents the Rayleigh
contribution and the second coefficient in k6 is the contribu-
tion of the inertia axis along Ox �the second order geometric

correction is similar to the Guinier radius of gyration ex-
tracted from neutron/x-ray diffraction studies19�.

E. Frequency dependence of backscattering from a
collection of scatterers with cellular dimensions

Classical models of backscatter in US tissue character-
ization studies5 usually model the frequency dependence by
a power law:


b�kex� = 
0�k/k0�n, �16�

where 
0 is the low-frequency limit of the BCS, k0 is a
reference wave number �often selected at 1 MHz�, and n is
the spectral slope. This nonlinear regression is characterized
by two material properties �
0 ,n� in a given frequency
range. According to our analytical study, an alternative set of
frequency independent parameters ���z	Vs ,�xx�, derived
from Eq. �15�, would be more pertinent for US particle char-
acterization. This new approach of data reduction should de-
serve some attention.

1. Characterization of RBC aggregation

The average number density of RBCs in blood is m
�5106 mm−3, for a volume fraction H=mVs�40%.
Blood can be seen as a very dense suspension of red cells. As
each RBC is surrounded by many neighboring cells, particle
interactions are strong. The backscattering coefficient ��k�,
or differential backscattering cross section from a collection
of cells, defined as the BCS of the group of cells by unit
volume, can be expressed as20,21

��k� = m
b�k�S�− 2k� , �17�

where S�−2k� is the structure factor and 
b�k� is the BCS of
the individual RBC. The structure factor represents a correc-
tive term taking into account the spatial correlations between
scatterers. If RBCs independently scatter US, its value would
simply be one. However, RBC mutual interactions induced
by the strong particle number density and adhesion forces
leading to cell clustering result in a strong deviation of S�
−2k� from one. The feasibility of measuring experimentally
this deviation would rely on a good model of red cell BCS
as:

S�− 2k� = ��k�/m
b�k� . �18�

The backscattering coefficient ��k� can be measured experi-
mentally, m can be approximated by measuring the hemat-
ocrit in a microtube following centrifugation and the mean
volume of RBCs, whereas 
b�k� can be approximated by Eq.
�15�. It is then straightforward to obtain the structure factor
and its frequency dependence to characterize cell aggrega-
tion.

2. Potential use of US in hematology

The erythrocyte BCS may also be of interest for hema-
tological profiling, as proposed in the late seventies.22 Di-
luted suspensions of RBCs �at H�8%� roughly have a unit
structure factor, which yields to ��k�=m
b�k�. The measure-
ments of the backscatter coefficient and of the hematocrit
permit a straightforward derivation of the RBC volume Vs
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and inertia axes from �. A number of genetic diseases alter
erythrocyte morphology and deformability �hereditary ane-
mia as �-thalassemia, sickle cell anemia, spherocytosis, etc.�.
It could be of interest to develop such US tools that would
allow a characterization of the related phenotypes, by study-
ing the volume and shape response of pathologic RBCs to
pH, pO2, osmotic, or mechanical stimuli. Such studies may
eventually be attempted in vitro or in vivo in the microcircu-
lation where the volume fraction of RBCs is reduced.

V. CONCLUSION

A semianalytical expression of the erythrocyte ultrasonic
backscattering cross section has been proposed. It took into
account the acoustical contrasts between plasma and cell he-
moglobin and the peculiar biconcave shape of the RBC. Pro-
vided the Born approximation is valid, the frequency and
angle dependencies of the erythrocyte BCS were evaluated
up to 90 MHz. By the use of these results as a reference, the
accuracy of several other simplified analytical formulas
could be assessed. The Rayleigh approximation �form
factor=1, angle and shape independencies� appeared satis-
factory up to 18 MHz; a quadratic correction of the form
factor gave good approximations up to 39 MHz �over all
insonifying angles, with errors below 5%�. By deriving the
inertia tensor � from the Hessian of the form factor F�k� at
a frequency of 0 Hz, the notion of acoustical inertia axis of a
homogeneous scattering particle was defined. The RBC was
shown acoustically equivalent to a thin cylinder of height
2 �m and diameter 7.8 �m or to an oblate spheroid of semi
axes 4.3 and 1.2 �m �f �90 MHz� as those simple shapes
and the biconcave RBC have equivalent volume and acous-
tical inertia tensors. These findings give new bases to the
description of the scattering of US by blood. The knowledge
of the backscattering by a single erythrocyte is necessary to
further study US scattering by millions of packed RBCs, as
required to properly characterize red cell adhesion in shear
flow.
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APPENDIX A

This appendix details the computations required to ob-
tain the form factor of a symmetrical scatterer that has a
relative impedance contrast given by �z�r�=�z�r ,	 ,z�
= ��z	I��z��z0�r��, where z0�r� is the radial profile of the scat-
terer shape, �r ,	 ,z� are the cylindrical coordinates, and ��z	
is the homogeneous contrast of acoustical impedance of the
particle.

The backscattering cross section of a scatterer in the
Born approximation can be obtained from the general formu-
lation of Eq. �3�. That is given by


b�k� =
k4

4�2��
Vs

�z�r�e2ik·rd3r�2

. �A1�

This integral can be written in a cylindrical system of coor-
dinates, i.e.,


b�k� =
k4

4�2�� �z�r,	,z�e2i�krr cos 	+kzz�rdrd	dz�2

. �A2�

The symmetries of the acoustical impedance allow to sim-
plify Eq. �A2� to


b�k� =
k4

4�2 ��z	2�� rI��z��z0�r�	�e
2i�krr cos 	+kzz�drd	dz�2

=
k4

4�2 ��z	2�� rdr� dzI��z��z0�r�	�e
2ikzz

�
–�

�

d	e2ikrr cos 	�
2

. �A3�

Now, the equality

J0�x� =
1

2�
�

−�

�

eix cos 	d	 �A4�

is used to compute the integral in 	:


b�k� = k4��z	2�� J0�2krr�rdr� I��z��z0�r�	�e
2ikzzdz�2

.

�A5�

As

� I��z��x�e
2iuzdz = 2x sinc�2ux� , �A6�

where sinc represents the sinus cardinal function, then Eq.
�A5� can be simplified to:


b�k� = 4k4��z	2�� rJ0�2krr�z0�r�sinc�2kzz0�r��dr�2

.

�A7�

As the form factor F�k�, given in Eq. �4�, is defined by the
formula:


b�k� =
k4Vs

2

4�2 ��z	2F�k� , �A8�

then the comparison of Eq. �A7� with Eq. �A8� gives

F�k� =
16�2

Vs
2 �� rJ0�2krr�z0�r�sinc�2kzz0�r��dr�2

. �A9�

To further simplify, let the volume of the scatterer be written
as

Vs =� rI��z��z0�r��drd	dz = 4�� z0�r�rdr . �A10�

This results in the following expression of the form factor:
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F�krer,kzez� = � 
rJ0�2krr�z0�r�sinc�2kzz0�r��dr


rz0�r�dr �2. �A11�

Finally, to obtain a normalized expression of F�k�, it can
be recalled from Eq. �6� that z0�r�=h0��u� /2, where u
=2r /D. By rearranging Eq. �A11�, the expected formula of
the form factor given in Eq. �7� is obtained:

F�krer,kzez� = � 
0
1u��u�J0�krDu�sinc�kzh0��u��du


0
1u��u�du �2. �A12�

APPENDIX B

The second order expansion of the form factor of an
homogeneous scatterer of volume Vs centered in O takes the
form F�k�=1–4k·�k+O�k2a2�. This appendix proves that:

� =
1

Vs
�

Vs

r � rd3r . �B1�

Let’s consider the Born approximation of the back-
scattering cross section, as given by Eq. �A1�:


b�k� =
k4

4�2��
Vs

�z�r�e2ik·rd3r�2

. �B2�

As ex=1+x+x2 /2+¯, the second order expansion in k of
Eq. �B2� is


b�k� =
k4

4�2��
Vs

�z�r��1 + 2ik · r − 2�k · r�2

+ ¯ �d3r�2

. �B3�

By definition of the dyadic product,

�k · r�2 = k�r � r�k . �B4�

As the scatterer is homogeneous and centered in O:

�
Vs

�z�r�rd3r = ��z	�
Vs

rd3r = 0. �B5�

Consequently, combining Eqs. �B3�–�B5�, and using �z�r�
= ��z	I�r�Vs�

, one obtains:


b�k� =
k4

4�2
��z	2��

Vs

d3r − 2k · ��
Vs

r � rd3r�k + ¯ �2, �B6�

or


b�k� =
k4

4�2
��z	2Vs

2�1 − 4k · � 1

Vs
�

Vs

r � rd3r�k + ¯ � . �B7�

The comparison of Eq. �B7� to the definition of Eq. �4� of the
form factor F�k� yields the expected result:

F�k� = 1 − 4k · � 1

Vs
�

Vs

r � rd3r�k + ¯ . �B8�
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